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Preface

This redbook announcement guide introduces the new IBM Enterprise Storage
Server (ESS) and provides an understanding of its benefits.

The redbook describes in detail the architecture, hardware and new functions of
the ESS. These new functions include the copy services of peer-to-peer remote
copy (PPRC), extended remote copy (XRC), FlashCopy, and concurrent copy,
and the ESS EX Performance package: Parallel Access Volumes, Multiple
Allegiance, and Priority I/O Queueing.

The redbook provides guidance on selecting an appropriate configuration for your
ESS, and developing an implementation and migration plan to move to the ESS.
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Chapter 1. Introduction

Figure 1. IBM’s New Storage Subsystem

The Enterprise Storage Server (ESS) is the latest IBM storage product to be
developed using IBM’s Seascape architecture. It provides all the open systems
functions of the Versatile Storage Server, and now with System/390 attachment, it
provides all the functions of the 3990 Storage Control too—and a lot more.

We have some exciting new functions for both the S/390 customer and the open
systems customer. For S/390 we have some new features that significantly
enhance performance. These features, which together with OS/390 software
deliver a new world to the S/390 storage environment, are probably the biggest
change since disk caching was introduced. For the non-mainframe customer, we
have delivered features that were previously only available on mainframe
storage, functions that will enable you to better manage your data. For both
customers we have capacity and performance to meet the largest of your
requirements.

The Seascape architecture is the key to the development of IBM’s storage
products both now and in the future. Seascape allows IBM to take the best of the
technologies developed by the many IBM laboratories and integrate them to
produce flexible and upgradable storage solutions—technologies such as the
PowerPC, the Magstar Tape drives and IBM’s award-winning Ultrastar disk
drives. Serial interconnect technology, SSA, now delivering a 160 MB/sec data
rate, is used within the Seascape architecture to connect the processors and
internal disks to ensure high performance and availability. Seascape also allows
us to adapt to new technologies quickly, such as Fibre Channel and S/390
FICON.

IBM has already delivered Seascape solutions with the Virtual Tape Server, the
Network Storage Manager and the Web Cache Manager. The Versatile Storage
Server was the first of the Seascape disk servers; now we have announced the
Enterprise Storage Server, the follow-on to the VSS, utilizing the latest
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technology and taking advantage of the Seascape architecture’s flexibility to
upgrade and replace components easily and quickly.
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1.1 Positioning of the Enterprise Storage Server

Figure 2. Positioning of the Enterprise Storage Server

The Enterprise Storage Server is the natural successor to the IBM 3990. It
provides all the functions that were available on the 3990, including peer-to-peer
remote copy (PPRC), extended remote copy (XRC), and concurrent copy. For the
many customers that have installed the RAMAC Virtual Array (RVA), with its
revolutionary log structured file (LSF) architecture, we have protected their
investment in this technology too. The Enterprise Storage Server will, in the
future, implement an LSF architecture. You will even have the choice of how
much capacity you have under an LSF arrays and how much under the existing
ESS design. If you have implemented SnapShot, then your investment in the
function will be protected on ESS—initially by a function (FlashCopy) that will
provide fast, real, time zero (T0) copies; and later when we have LSF, by the ESS
SnapShot equivalent. We have made the software interface transparent to allow
you to exploit RVA SnapShot, ESS FlashCopy or even Concurrent Copy without
changing your procedures.

The Remote Copy functions available on both 3990 and RVA are available on the
Enterprise Storage Server with the same operational interfaces, allowing you to
mix, for example, PPRC on 3990, RVA, and ESS in the same installation.

The Enterprise Storage Server also supports TPF, providing a very high
performance solution for the airlines, and other TPF users who need a high
performance, high availability solution to support their critical business
applications.

For the open systems or AS/400 customer, we have delivered the next generation
of VSS. The Enterprise Storage Server builds upon the VSS and adds more
function, more capacity, and more attachment capability. We have protected your
investment in VSS by enabling you to attach it to an Enterprise Storage Server
and utilize all its installed capacity. In addition, we have introduced a remote
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mirroring capability for disaster recovery. Utilizing IBM’s ESCON technology, you
can locate the remote site at distances of up to 103 kilometers from the primary
location.

If you have invested in IBM 7133 (the D40 and 020), we can install your drawers
attached through a VSS expansion rack, and protect your current investments.
4 IBM Enterprise Storage Server



1.2 Benefits

The ESS can help you achieve your business objectives in many areas; it
provides a high-performance, high-availability subsystem with flexible storage
that can be configured according to your requirements.

Storage Consolidation
The Enterprise Storage Servers high performance, attachment flexibility, and
large capacity enable you to consolidate your data from different platforms onto a
single high performance, high availability box. Storage consolidation can be the
first step towards server consolidation, reducing the number of boxes you have to
manage and allowing you the flexibility to add or assign capacity when and where
it is needed. ESS supports all the major server platforms, from S/390 to AS/400,
Windows NT to many of the flavors of UNIX, as shown in Figure 3. With a
capacity of up to 11TB, and up to 32 host connections, an ESS can meet both
your high capacity requirements and your performance expectations.

Figure 3. Storage Consolidation

Performance
The Enterprise Storage Server is designed as a high performance storage
solution and takes advantage of IBM’s leading technologies. In today’s world,
where your business can reach global markets through e-business, you need
business solutions that can deliver high levels of performance continuously every
day, day after day. You also need a solution that can handle different workloads
simultaneously, so you can run your Business Intelligence models, your large
databases for Enterprise Resource Planning (ERP), and your online and Internet
transactions alongside each other with minimal impact. Figure 4 on page 6 shows
some of the performance enhancing capabilities of the ESS.
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Figure 4. Enterprise Storage Server Capabilities

Some of you may be concerned about running S/390 and Open systems
workloads together on an Enterprise Storage Server, because of the often widely
differing workload characteristics. Typically S/390 workloads are cache-friendly
and take advantage of large caches, whereas the open systems workloads are
often very cache-unfriendly. For the S/390 workload, we have sophisticated
cache management algorithms and a large cache. For the workloads that cannot
take advantage of cache, we have high performance disk arrays with fast disks
and serial interconnect technology. So whatever the workload, even mixed
workloads, ESS delivers high performance.

Another example of why an Enterprise Storage Server can deliver on
performance is the RAID design; the RAID function is managed not by the main
RISC processors in the ESS, but at the disk loop level. Up to 16 RAID functions
can be performed simultaneously, delivering fast response times and high
throughput.

OS/390 Parallel Sysplex I/O Management
For the OS/390 Parallel Sysplex customer, the Workload Manager (WLM)
controls where work is run and optimizes the throughput and performance of the
total system. Until now, WLM management of the I/O has been limited. With ESS
we have some exciting new functions that allow the Workload Manager to control
I/O across the Sysplex. These functions, described in detail later in this book,
include parallel access to both single system and shared volumes and the ability
to prioritize the I/O based upon your WLM goals. The combination of these
features can significantly improve performance in a wide variety of workload
environments.

Disaster Recovery and Availability
The Enterprise Storage Server has been designed with no single points of failure.
It is a fault tolerant storage subsystem, which can be maintained and upgraded
concurrently with customer operation. Some of the enhanced functions of the
ESS are shown in Figure 5 on page 7.
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Figure 5. Disaster Recovery and Availability

The Peer-to-Peer Remote Copy function is now recognized as the future for
disaster recovery in the S/390 Sysplex world by all the leading S/390 storage
vendors. PPRC together with enhancements to OS/390 and Geographically
Dispersed Parallel Sysplex (GDPS) lead the industry in high availability solutions.
Recent Gartner1 analysis shows a Parallel Sysplex solution as having, on
average, less than 10 minutes outage per year. With GDPS and PPRC, IBM is
bringing the recovery time following a disaster into minutes rather than days.

The PPRC solution is available with the Enterprise Storage Server for UNIX and
Windows NT. Management of the PPRC setup is through the ESS Specialist Web
interface. Now we have disaster solutions for many platforms using a simple and
easy-to-use interface.

Finally, we have enhanced Extended Remote Copy (XRC), the OS/390 disaster
recovery solution that you can use over long distances. Enhancements to XRC
delivered by the Enterprise Storage Server eliminate the need to recopy the data
should the Data Mover function fail. Now the ESS will keep track of changes on
the primary storage, and the Data Mover will just copy the changed data to the
secondary storage after it is restarted.

Instant Copy and Your Backups
For all environments today, taking backups of your data probably takes you a
long time. Even though we have high availability storage that is fault tolerant and
protected by RAID, you still need to take backups to protect your data from logical
errors and disasters. Backups are often taken outside prime shift because of the
impact to normal operations. Databases must be closed to create consistency
and data integrity, and the online systems are normally shut down.

1 Gartner Research Note 29 October 1998. Platform Availability Data: Can you Spare a Minute?
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To help reduce the impact of backups and other copy requirements, IBM
introduced an instant copy function, called SnapShot on S/390 and the RAMAC
Virtual Array (RVA). SnapShot used the unique architecture of the RVA to be able
to take a volume or dataset copy almost instantaneously. Then you could take
your backups from the copies in parallel with normal processing. This enabled
RVA customers to save valuable time—a study has shown an average of four
hours—out of the backup window, not only saving time, but also requiring almost
no additional capacity to take the copies.

The Enterprise Storage Server, although it does not have the architecture that
can perform instant copies without using disk capacity today, does have an
equivalent function called FlashCopy. This new function not only applies to the
S/390, but also to all the other platforms. For the OS/390 customer, we have
made the interface to invoke FlashCopy transparent—you can use the IBM
utilities you use today, and they will automatically select the FlashCopy feature of
ESS, or SnapShot on RVA, or even Concurrent Copy on 3990. This protects any
investment you make in procedures and automation, no matter which IBM
storage solution you may have.

Data Sharing
Data Sharing is one of those areas where there has been lots of talk, but not
always much delivered. We at IBM have defined three levels of data sharing:

1. Partitioned Storage:

Data is consolidated onto a common storage box, but the capacity is
partitioned between the different attached hosts.

An example of this is the VSS and also the ESS as shown in Figure 6.

The Enterprise Storage Server can attach to S/390, AS/400, Unix systems,
and Windows NT. The advantage of ESS is that storage can be
dynamically added to any of the hosts, or reallocated from one host to
another.

Figure 6. Data Sharing

S/390

ESCON SCSI

Unix

Windows NT

IBM Data Path
Optimizer

InfoSpeed

ESCON SCSI

Up to 32 Host
Ports ESCON
or SCSI
8 IBM Enterprise Storage Server



2. Data Copy Sharing:

Data is copied from one platform to another and at the same time may
undergo some form of translation and reformatting so that the other
platform can understand the data.

An example of this is the IBM InfoSpeed, which transfers data at channel
speed between OS/390 and UNIX or NT.

3. True Data Sharing:

True data sharing between homogeneous hosts has been available for
many years; for example OS/390 IMS Datasharing has been available for
more than 15 years. Similar data sharing capabilities exist on Compaq
VMS and Sun systems.

In terms of datasharing with database access from homogeneous hosts
today, we have S/390 with DB2 and IMS/DL1. UNIX systems can use
Oracle Parallel Server to share data. But there are as yet no cases where
we can share databases between heterogeneous systems. The issue to be
resolved is not a hardware one—it is easy to physically share disks—but
rather, a software one. The software on each platform must be able to
understand the format and content of the data and manage database
integrity, through common locks, logs and recovery facilities.

Sharing of non-database data is easier providing both parties understand
the content of the data. Agreeing on a common format will be a first step to
true datasharing. The Seascape architecture of the Enterprise Storage
Server will enable us, in the future, to include powerful new functions to
start us down the path towards true datasharing. ESS has the powerful,
intelligent UNIX based RISC processors to enable us to achieve this.

Storage Area Networks Announcement Preview
For the open systems customer who is looking at Storage Area Networks and
Fibre Channel, the ESS supports a variety of Fibre Channel attachment options.
Initially support is provided by the IBM SAN Data gateway which provides support
for Fibre Channel attachment to ESS SCSI ports. As servers migrate from SCSI
to Fibre Channel, the IBM gateway strategy allows the ESS to support this
migration while protecting customer investments.

IBM is previewing plans for the ESS to support native Fibre Channel, providing a
basis for future development of full SAN exploitation in areas such as disk
pooling, file pooling, and copy services. Up to 16 Fibre Channel ports will be
available on an ESS. Each port will support point-to-point and fabric (switched)
connections as well as FCAL. Fibre Channel ports also support FICON, the Fibre
Channel interface for S/390 servers. Fibre Channel ports will be available as an
upgrade option for installed ESSs.

The preview information in the preceding paragraph provides insight into IBM
plans and direction. General availability, prices, ordering information, and terms
and conditions will be provided when the specific ESS product features are
announced.
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IBM has more than eight years production experience with fiber, its ESCON
technology being based on early Fibre Channel developments. For the S/390
customer, ESCON already delivers many of the advantages of SANs, and with
the introduction of FICON (S/390 I/O protocols running over Fibre Channel),
S/390 will take advantage of the higher data rates that FC offers too. Figure 7 on
page 10 shows how the ESS participates in a SAN.

The key to SANs is their management. In the ESCON SAN environment, we
manage the infrastructure by using System Automation for S/390, and we
manage the data with DFSMS/MVS. In the UNIX and NT environments, we have
the Storwatch range of products that also manage the fiber infrastructure and the
storage capacity, as well as the performance measurement information.

Figure 7. Storage Area Networks
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1.3 Statement of Direction

Figure 8. Statements of Direction

IBM plans continuing growth and enhancements for the ESS, and will make these
enhancements available as upgrades to installed ESSs.

• Continued performance enhancements by utilizing faster, more efficient, and
higher bandwidth processing engines

• Increased cache capacity

• Significantly increased maximum storage capacity

• Implementation of a virtual architecture similar to that used by the RAMAC
Virtual Array (RVA), enabling many storage system enhancements such as:

• Improved use of space through compression and the storage of only the
written data

• A more efficient FlashCopy, enabling many copies to be made available in
less time

• FlashCopy elimination of physical storage space required by a physical
copy

• Easier storage management

This statement represents IBM’s current intent and is subject to change or
withdrawal.

Performance enhancements
Increased cache size
Increased storage capacity
Virtual Architecture

Data compression
Efficient FlashCopy for multiple copies
No physical space required for FlashCopy
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1.3.1 Terminology

Figure 9. Terminology

Before we start looking at the hardware, architecture, and configuration, we will
briefly cover the terminology we use. For those who are not familiar with S/390,
we point out the terminology used by ESCON. For those who are not familiar with
UNIX or NT, we describe the SCSI Terminology.

1.3.2 S/390
First we explain the S/390 terminology shown in the Terminology diagram.

1.3.2.1 ESCON Channel
The ESCON channel is a hardware feature on the S/390 that controls data flow
over the ESCON Link. An ESCON channel is usually installed on an ESCON
channel card which may contain up to four ESCON channels.

1.3.2.2 ESCON Port
The ESCON port is the physical interface into the ESCON Channel. An ESCON
port has an ESCON connector interface. You have an ESCON port wherever you
plug in an ESCON Link.

1.3.2.3 ESCON Link
An ESCON link is the fiber connection between the S/390 and the ESS. An
ESCON link can also exist between a S/390 processor and an ESCON Director
(fiber switch), and between an ESCON Director and the ESS (or other ESCON
capable devices).

1.3.2.4 Volumes
A volume is the OS/390 term for a disk. It may be a physical disk or, more
typically, a logical disk spread across multiple physical disks.
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In OS/390 we define the volumes as having particular characteristics. They can
either represent a 3390 track format (56K) or 3380 track format (47K), and the
number of cylinders on a volume can be set to match a specific 3380 or 3390
model. For example, a 3390 Model 3 has 3339 cylinders, and a 3390 Model 9 has
10017 cylinders (a cylinder is 15 tracks).

1.3.2.5 CKD
Count key data (CKD) is the disk architecture used by S/390. Because data
records can be variable length, they all have a count field that indicates the
record size. The key field is used to enable a hardware search on a key, however,
this is not generally used for most data anymore.

ECKD is a more recent version of CKD that uses an enhanced S/390 channel
command set.

The commands used by CKD are called Channel Command Words (CCWs);
these are equivalent to the SCSI commands.

1.3.3 UNIX and Windows NT
Let us now look at the terminology used by UNIX and NT systems with SCSI
disks.

1.3.3.1 SCSI Adapter
A SCSI Adapter is usually a card installed in a host system. It connects to the
SCSI bus through a SCSI connector. There are different versions of SCSI, some
of which can be supported by the same adapter. The two that are supported by
the ESS are:

• SCSI-Fast-Wide

20 MB/sec

• Ultra-SCSI-Wide

40 MB/sec

The protocols that are used on the SCSI adapter (the command set) can be either
SCSI-2 or SCSI-3 (equivalent, for example, to CKD and ECKD on S/390).

1.3.3.2 SCSI Port
A SCSI Port is the physical interface into which you connect a SCSI cable. The
physical interface varies, depending on what level of SCSI is supported.

1.3.3.3 SCSI Bus
The SCSI bus is the path linking all the devices that are chained together on the
same SCSI adapter. Each device on the bus is connected to the next one by a
SCSI cable, and at the last device on the bus, there is a terminator. (From the
S/390 view, this is almost identical to the S/390 parallel channel design.)

1.3.3.4 SCSI Host Adapter
The ESS has a SCSI Host Adapter (you will see this referred to as the Host
Adapter or HA in the book). The SCSI Host Adapter is connected to the SCSI bus
and accepts the SCSI commands that are sent by the host system.
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1.3.3.5 Disks
Disks (or maybe logical disks) are the logical representations of a SCSI disk as
seen from the UNIX or NT system. In reality, a disk may span multiple physical
disks, and the size of the disk is set when the disk is defined to the ESS.

1.3.3.6 Fixed Block Architecture
SCSI disks use a fixed block architecture, that is, the disk is arranged in fixed
size blocks or sectors. With an FB architecture the location of any block can be
calculated to retrieve that block. The concept of tracks and cylinders also exists,
because on a physical disk we have multiple blocks per track, and a cylinder is
the group of tracks that exists under the disk heads at one point in time without
doing a seek.

In the ESS, all the tracks and cylinders are logical; they are mapped onto arrays
and disks which may have very different track and cylinder sizes.
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Chapter 2. Hardware

This chapter covers the physical hardware components of the Enterprise Storage
Server (ESS). These include the models, expansion racks, and use of existing
VSS drawers. We will describe the internal device adapters and connections to
the host systems.
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2.1 IBM Enterprise Storage Server Overview

Figure 10. IBM Enterprise Storage Server Overview

The IBM Enterprise Storage Server is a high performance, high availability, high
capacity storage subsystem. It contains two 4-way RISC processors with 6 GB of
cache and 384 MB of non-volatile storage to protect from data loss. The ESS has
a maximum capacity of over 11 TB with the second frame attached. Connectivity
to S/390 is through up to 32 ESCON channels; and to UNIX, AS/400, or NT hosts,
through up to 32 SCSI interfaces; or a combination of the two. In the future, the
ESS will support both S/390 Fiber Channel (FICON) and Fibre Channel Protocol
(FCP), including Fiber Channel Arbitrated Loop (FCAL) and FC-switched for open
systems.

Currently you can attach to a FICON channel using the 9032 ESCON Director,
and to a Fibre Channel network using the IBM SAN Data Gateway.
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8 x 160 MB/sec SSA loops
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2.2 ESS Models and Expansion Rack

Figure 11. ESS Models and Expansion Racks

2.2.1 Enterprise Storage Server Models
There are two models of the IBM Enterprise Storage Sever shown in Figure 11:

• The IBM 2105-E20 Enterprise Storage Server

This model has two three-phase supplies and supports the full complement of
128 disks in two 2105 cages.

• The IBM 2105-E10 Enterprise Storage Server

This model has two single-phase power supplies and, because of this, has
limited capacity in terms of disk arrays. Only 64 disks can be installed in the
base rack. These occupy a single 2105 cage.

A 2105-E10 can be upgraded to a 2105-E20.

Only 2105 cages can be installed in the E10 and E20.

2.2.2 ESS Expansion Rack feature 2100
This rack attaches to the 2105-E20 only and uses three-phase power
supplies. Up to four ESS cages can be installed in the 2105-E20 expansion
rack. This gives a maximum of 256 disks in the four cages.

Enterprise Storage Server Models
2105-E20 Enterprise Storage Server

Three phase power supply
Supports maximum capacity of 128 disks in base rack
Feature for expansion rack

2105-E10 Enterprise Storage Server
Single-phase power supply
Restricted to a maximum of 64 disks in base rack
Feature for expansion rack

ESS Expansion Rack Feature
2105-E20 ESS expansion rack feature

Three-phase power supply
Supports up to 256 disks in ESS cages
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2.3 ESS Support of IBM 2105-B09/100

Figure 12. ESS Support of IBM 2105-B09/100

2.3.1 IBM 2105-B09 Versatile Storage Server
The IBM 2105-B09 Versatile Storage Server disk capacity can be used by an IBM
2105 Enterprise Storage Server. All the drawers in the VSS can be attached to an
ESS, giving a capacity of 64 disks (in four drawers). Only 7133-D40 and
7133-020 drawers are supported.

The attachment of an existing VSS allows a customer to protect the investment
made in VSS disk capacity.

Attaching the VSS to an ESS requires that you configure the Device Adapters to
attach the VSS drawers. This is described in section 4.4.2, “The Device Adapters”
on page 78.

Note: The processors in the VSS are not used once the VSS drawers are
attached to the ESS. They remain in the rack and provide stability.

2.3.2 IBM 2105-100 Versatile Storage Expansion Rack
Up to three IBM 2105-100 VSS Expansion Racks can be attached to an
Enterprise Storage Server. Each expansion rack supports up to seven 7133-D40
or 7133-020 Drawers. The drawers must contain full configurations of 16 disks
and are attached to the ESS Device Adapters. See section 4.3, “Mixing with
2105-B09 / 100 Racks” on page 77 for more details.

Maximum capacity for any combination of 2105-E10 or E20 and 2105-B09 or
2105-100 Expansion Racks is 384 disks.

Neither the 2105-B09 nor the 2105-100 can be used if the ESS already has a
2105-E20 expansion rack attached.

Attachment of 2105-B09 or 2105-100 will be supported after General
Announcement.

2105-B09 Versatile Storage Server
SSA disks attached to ESS Device Adapters

VSS processors disabled
Capacity 64 disks

2105-100 Versatile Storage Expansion Rack
SSA disks attach to ESS Device Adapters
Up to 112 disks supported
Up to 3 racks can be attached to a ESS
Cannot be attached together with ESS expansion racks
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2.4 Photograph of the IBM Enterprise Storage Server

Figure 13. Photograph of the IBM Enterprise Storage Server

Shown in Figure 13 is a photograph of a 2105-E20 Enterprise Storage Server
(ESS) with the covers removed. At the top of the frame are the disks, below that
the DC power supplies, and directly below these are the RISC processors. Just
below the processors are the Device Adapters and the Host Adapters and at the
bottom of the frame are the AC power supplies and batteries.

The photo clearly shows the two clusters, one on each side of the frame.

The height of the ESS is 70.7 inches (1.793 meters), width is 54.4 inches (1.383
meters), and depth is 35 inches (0.89 meters), without its top cover. The ESS
requires a raised floor environment.

The ESS expansion rack is the same size as the ESS.
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2.5 ESS Components

Figure 14. ESS Components

This diagram shows a 2105-E20 Enterprise Storage Server and its major
components. As you can see, the ESS rack consists of two clusters, each with
their own power supplies, batteries, host adapters, device adapters, processors,
and disks.

At the top of each cluster is an ESS cage. This provides slots for up to 64 disks,
32 in the front and 32 in the back of each cage. If this were a 2105-E10, it would
have only one ESS cage located above the left cluster.

In the following sections we will look in detail at each of the major components.

Cages

DC Power Supplies

RISC Processors and
Device Adapters

Host Adapters

Power

Batteries
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2.6 Components — ESS Cages

Figure 15. Components — Enterprise Storage Server Cages

2.6.1 Cages
The Enterprise Storage Server cages provide a higher disk capacity in the ESS
rack when compared to 7133 drawers. Some common functions have been
provided at the rack level. For example, a single battery provides power to all the
disks should a power outage occur. Similarly, a central fault tolerant rack power is
used for all the racks, removing the need for the drawer level power supplies
found on the 7133 and the VSS.

Disks can be installed in the cages in groups of 8. These are called disk 8-packs.
Two disk 8-packs are required in either the 2105-E10 or 2105-E20 to provide a
minimum configuration. The cage provides the power connections for each
8-pack which comes packaged into a slimline case and slides into a slot in the
cage. Empty slots have a protective flap that controls the airflow over the disks.

Each group of 8 disks is configured as a RAID Rank of either 6 Data + Parity +
Spare, 7 Data + Parity, or JBOD (Just a Bunch Of Disks)—No Parity.

2.6.2 Expansion Rack
The IBM 2105-E20 expansion rack supports from 1 to 4 ESS cages. Each cage
supports up to 64 disks in groups of 8, giving a maximum capacity of 256 disks in
4 cages.

Cages
E20 1-2 Cages, E10 1 Cage
Supports up to 64 disks/cage
Disks installed in groups of 8 only
('8-packs')
8 disks = 1 RAID rank

6 + Parity + Spare or
7 + Parity

Expansion Rack
1-4 ESS cages / E20 expansion rack

Cage - 64 disks
(32 front/32 back)
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2.7 Components — Disks

Figure 16. Components — Disks

The maximum capacity of the ESS is 384 disks—128 disks in the base unit and
256 disk in the expansion rack. Using 36 GB disks and RAID-5, this gives a total
usable capacity of approximately 11 TB.

The minimum configuration of an 2105-E10 or E20 is 16 disks of 9.1 GB capacity
in two 8-packs in an ESS cage. All 8-packs must be ordered and installed in
pairs.

The disks installed in the ESS are all state-of-the-art IBM magnetoresistive head
technology. The disks support all the advanced disk functions, including
predictive failure analysis (PFA). For details about IBM disk technology, see the
redbook IBM Versatile Storage Server, SG24-2221.

2.7.1 2105 8-Pack
The ESS 8-pack is the basic unit of capacity within the ESS base and the ESS
expansion rack. These 8-packs are ordered and installed in pairs. Each 8-pack is
set up initially as a RAID Rank (6+P+S or 7+P) or as a JBOD (Just a Bunch Of
Disks). You have the choice of three different disks for use within an 8-pack. Each
disk uses the 40 MB/sec SSA interface.

• 9.1 GB - 10,000 RPM

Use this disk size for the highest performance RAID Ranks.

• 18.2 GB - 10,000 RPM

Use this disk size for high performance and capacity.

• 36.4 GB - 7200 RPM

Use this disk size for high capacity and standard performance.

2105 8-pack
Installed in 2105 cages
40 MB/sec SSA disks

9.1 GB
18.2 GB
36.4 GB

7133-D40 Drawer*
16 disks/drawer only
40 MB/sec

4.5 GB
9.1 GB
18.2 GB
36.4 GB

7133-020 Drawer*
16 disks/drawer only
20 MB/sec only

4.5 GB
9.1 GB

7133-010 Not Supported

*Available after General Announcement
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It is required that all disks attached to the same SSA loop should be of the same
type, capacity, and loop performance. The reason for this is that sparing
operations take place within the loop (not within RAID Rank), so that over time,
as failed disks are replaced, the RAID Ranks within the loop become intermixed.
Mixing different loop speeds on the same loop would slow the loop down to the
slowest speed.

You cannot mix 8-packs and 7133 drawers on the same loops.

2.7.2 7133-D40 Drawer
The 7133-D40 Drawer can be attached to the base unit from an existing
2105-B09 or 2105-100 rack. 7133-D40 Drawers in a 7015-R00 rack cannot be
attached directly to an ESS. They must be removed and installed in a 2105 VSS
Model 100 expansion rack. This restriction is because the ESS cannot manage
the power sequencing of the 7015-R00 rack.

The 7133-D40 Drawer must contain the full 16 disks to be supported by an ESS.

Disks supported by ESS in the 7133-D40 Drawer are:

• 4.5 GB - 7200 RPM

• 9.1 GB - 7200 or 10000 RPM

• 18.2 GB - 7200 or 10000 RPM

• 36.4 GB - 7200 RPM

The 4.5 GB disks in the 7133-D40 drawer only operate at 20MB/sec.

Note that the 7133-D40 Drawer is not supported by ESS until after General
Availability of the IBM Enterprise Storage Server.

2.7.3 IBM 7133-020 Drawer
The 7133-020 Drawers are supported by an ESS only when installed in the
2105-B09 VSS or in the 2105-100 VSS Expansion rack.

The 7133-020 operates at 20 MB/sec on its SSA interfaces, and should not be
mixed on the same loop as 40MB/sec disks. Mixing the disks will impact the
performance of all the disks on the loop.

Disks supported by the ESS in the 7133-020 Drawer are:

• 4.5 GB - 7200 RPM

• 9.1 GB - 7200 RPM

Note that the 7133-020 Drawer is not supported by ESS until after General
Availability of the IBM Enterprise Storage Server.

2.7.4 IBM 7133-010
The 7133-010 is not supported by an ESS.
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2.8 Components — RISC Processors

Figure 17. Components — RISC Processors

2.8.1 Processors
The Enterprise Storage Server is a Seascape architecture subsystem and uses
high performance IBM RISC processors to manage its operations.

Each cluster has a 4-way SMP RISC processor running at 332 MHz.

2.8.2 Cache
Cache is used to store both read and write data to improve ESS performance to
the attached host systems. Each cluster has its own non-shared cache of 3 GB.
Cache operation is described in section 3.10, “Cache and Read Operations” on
page 50.

2.8.3 Non-Volatile Storage (NVS)
NVS is used to store a second copy of write data to ensure data integrity, should
we get a power failure or a cluster failure and we lose the cache copy. The NVS
for cluster 1 is located in the cluster 2 frame and the NVS for cluster 2 is located
in the cluster 1 frame. Should a cluster fail, the remaining cluster can access the
NVS of the failed cluster and destage all the unwritten data. This process ensures
that no data is lost even in the event of a component failure.

Each cluster has 192 MB of NVS.

Each NVS is protected by a battery that protects the data in the case of a total
power outage. The battery protects the data for up to 7 days.

A more detailed description of the NVS use is described in section 3.11, “NVS
and Write Operations” on page 53.

Two 4-way SMP RISC processors
332 MHz Processors
6 GB Cache

3 GB cache per processor
Managed independently

384 MB NVS
192 MB NVS per processor
Cluster 1 NVS in Cluster 2 frame
Cluster 2 NVS in Cluster 1 frame
Non-volatile battery backup for 7 days
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2.9 Components — Device Adapters

Figure 18. Components — Device Adapters

2.9.1 SSA160 Device Adapters
The Enterprise Storage Server uses the latest SSA160 technology in its device
adapters. With SSA160, each link operates at 40 MB/sec, giving a total
bandwidth of 160 MB/sec across the loop. Each device adapter card supports two
independent SSA loops, giving a total bandwidth of 320 MB/sec per adapter card.
There are four pairs of device adapters in an ESS providing a total disk
bandwidth capability of 1,280 MB/sec. One adapter from each pair of adapters is
installed in each cluster as is shown in Figure 18.

The SSA loops are between adapter pairs, which means that all the disks can be
accessed by both clusters. During the configuration process each rank (RAID
array or JBOD) is configured to be normally accessed by only one of the clusters.
Should a cluster failure occur, the remaining cluster can takeover all the disks on
the loop.

2.9.2 Disks per Loop
Each loop supports up to 48 disks, and each adapter pair supports up to 96 disks.
There are four adapter pairs supporting 384 disks in total.

The diagram in Figure 18 is a logical depiction of a single loop with 48 disks, (the
RAID ranks are actually split across two 8-packs for optimum performance).

There are 6 RAID Ranks labelled A-F. Ranks A and B both have spare disks that
are used across the loop in case of a disk failure. The failed disk is replaced and
becomes the new spare. Over time the disks in the RAID Ranks on the loop
become mixed. So it is not possible to remove an 8-pack or RAID-Rank without
deleting all the data on the loop.

SSA 160 Device Adapters
4 DA pairs per Subsystem
4 x 40 MB/sec loop data rate
2 Loops per Device Adapter pair

Up to 48 disks per loop
No mix of '8-packs' and drawers
Each group of 8 is

RAID-5 array, 6+P+S or 7+P
or 8 JBOD

2 spares per loop
No mix of capacity, data-rate or
RPM per loop

DA DA

A AA AA AS A

B BB BB BS B

C CC CC CC C

D DD DD DD D

E EE EE EE E

F FF FF FF F

48 disks
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For a JBOD configuration, each disk in the 8-pack is independent and is set up
individually.

It is recommended that all disks on the loop be of the same type, speed, and size.

7133-D40 and 7133-020 Drawers can be used in the loops—all the disks in one
drawer will be on the same loop. The drawers must have all 16 disks installed.
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2.10 Components — SSA Loops

Figure 19. Components — SSA Loops

2.10.1 SSA Operation
SSA is a high performance, serial connection technology for disk drives. SSA is a
full-duplex loop based architecture, with two physical read paths and two physical
write paths to every disk attached to the loop. Data is sent from the adapter card
to the first disk on the loop and then passed around the loop by the disks until it
arrives at the target disk. Unlike bus based designs, which reserve the whole bus
for data transfer, SSA only uses the part of the loop between adjacent disks for
data transfer. This means that many simultaneous data transfers can take place
on an SSA loop, and it is one of the main reasons that SSA performs so much
better than SCSI. This simultaneous transfer capability is known as spatial reuse.

Each read or write path on the loop operates at 40MB/s, providing a total loop
bandwidth of 160MB/s.

2.10.2 Loop Availability
The loop is a self-configuring, self repairing design which allows genuine
hot-plugging. If the loop breaks for any reason, then the adapter card will
automatically reconfigure the loop into two single loops. In the ESS, the most
likely scenario for a broken loop is if the actual disk drive interface electronics
should fail. If this should happen, the adapter card will dynamically reconfigure
the loop into two single loops, effectively isolating the failed disk. If the disk were
part of a RAID array, the adapter card would automatically regenerate the missing
disk using the remaining data and parity disks to the spare disk. Once the failed
disk has been replaced, the loop will automatically be reconfigured into full
duplex operation, and the replaced disk will become a new spare.

SSA operation
4 links per loop

2 read and 2 write simultaneously
in each direction
40 MB/sec on each link

Loop Availability
Loop reconfigures itself
dynamically

Spatial Reuse
Up to 8 simultaneous operations
to local group of disks (domains)

DA

read

read
write

write

DA

read
write

DA DA
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2.10.3 Spatial Reuse
Spatial reuse allows domains to be set up on the loop. A domain means that one
or more groups of disks “belong” to one of the two adapter cards, as is the case
during normal operation. The benefit of this is that each adapter card can talk to
its domains (or disk groups) using only part of the loop. The use of domains
allows each adapter card to operate at maximum capability because it is not
limited by I/O operations from the other adapter. Theoretically, each adapter card
could drive its domains at 160MB/s, giving 320MB/s throughput on a single loop!
The benefit of domains may reduce slightly over time, due to disk failures causing
the groups to become intermixed, but the main benefits of spatial reuse will still
apply.

If a cluster should fail, the remaining cluster device adapter will own all the
domains on the loop, thus allowing full data access to continue.
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2.11 Components — Host Adapters

Figure 20. Components — Host Adapters

2.11.1 Host Adapter Bays
The Enterprise Storage Server has four Host Adapter (HA) bays, two in each
cluster. Each bay supports up to four host adapters. Each HA supports two SCSI
ports or two ESCON channels

Each host adapter can communicate with either cluster, so there is no
requirement to install a host adapter in a cluster 1 bay just to attach to cluster 1.

To install a new host adapter card, the bay must be powered off. For this reason,
it is important to spread the host connections across all the adapter bays; this will
minimize the impact, particularly for ESCON, where you would normally configure
multiple paths to the ESS. For example, if you have four ESCON links to a host,
each connected to a different bay, then the loss of a bay for repair or upgrade
would only impact one link out of four.

For an AIX or NT host, you can use the new IBM Data Path Optimizer (DPO) to
attach multiple paths to the same host. The DPO will manage up to 16 paths,
handling errors and distributing the I/O load over all available paths.

2.11.2 ESCON
From zero to 32 ESCON channels are supported by the ESS, two per ESCON
host adapter. Both 17 MB/sec and 10 MB/sec ESCON channel speeds are
supported.

It is recommended that if you are using less than the maximum number of
ESCON adapters, that you spread the ESCON adapters equally across the four
adapter bays. This is because each adapter bay is connected to a different PCI
bus, and by spreading the adapters across the four busses, you optimize
performance.

Host Adapter bays
Four bays
Four host adapters per bay

ESCON
0-32 ESCON channels
2 ESCON channels/host adapter

SCSI
0-32 SCSI ports
2 SCSI ports/host hdapter

Mixed ESCON & SCSI
Any combination of host adapters
(each adapter is 2 ports/channels)
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2.11.3 SCSI
From zero to 32 SCSI ports are supported by the ESS, two per SCSI host
adapter.

Each port is an FW Differential Ultra SCSI and supports both Ultra SCSI
(40MB/sec) and SCSI-2 (20MB/sec).

The same recommendation applies to SCSI as we mentioned above for ESCON:
Spread the SCSI adapters across all the adapter bays equally.

2.11.4 Mixed ESCON and SCSI
Any combination of SCSI and ESCON host adapters are supported, up to a
combined maximum of 16 adapters (32 ports).
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2.12 Host Adapters — ESCON

Figure 21. Host Adapters — ESCON

2.12.1 ESCON Host Adapters
Each ESCON Host Adapter is connected to both clusters. An Enterprise Storage
Server emulates 0, 8 or, 16 of the 3990 Logical Control Units. Half the LCUs are
in cluster 1 and half in cluster 2. Because the ESCON adapters are connected to
both clusters, each adapter can address all 16 LCUs.

More details on the CKD logical structure can be found in 3.15, “Logical
Subsystem — CKD” on page 58.

2.12.2 Logical Paths
An ESCON link consists of two fibers—one for each direction—connected at
each end by an ESCON connector to an ESCON port.

Each ESCON adapter card supports two ESCON ports or links, and each port
supports 64 logical paths. With the maximum of 32 ESCON ports, the maximum
number of logical paths is 2048.

2.12.3 ESCON Distances
Apart from the standard 2 km with 50 micron multimode fiber, and the 3 km with
62.5 micron multimode fiber, you can extend the distance at which you can
operate the ESS to 103 km for PPRC—control unit to control unit. This distance
can be achieved, for example, by using two IBM Optical Wave Division
Multiplexors (MuxMasters), each of which supports a distance of 50 km. Although
the ESS will support distances of up to 103 km from host to control unit, this is not
recommended for optimum performance.

ESCON Host Adapters
Each ESCON HA communicates with
both clusters
Each ESCON channel can address all
16 Logical Control Unit images

Logical Paths
64 Logical Paths per ESCON link
Up to 2048 Logical Paths per ESS

ESCON Distances
2 km with 50 micron LED
3 km with 62.5 micron LED
PPRC max of 103 km with Channel
Extenders

8 ESCON
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2.13 Host Adapters — FICON/ESCON

Figure 22. Host Adapters — FICON/ESCON

2.13.1 FICON/ESCON Bridge Support
Currently, the Enterprise Storage Server supports FICON through the IBM 9032
Model 5 ESCON Director FICON Bridge card. This card supports up to 8 ESCON
paths over a single Fibre Channel link.

2.13.2 Preview for Native FICON Support
As part of the Enterprise Storage Server announcement, IBM is previewing the
support for Fibre Channel, including FICON, on the ESS.

FICON operates at 100 MB/sec bi-directional from a S/390 host to an ESS with a
FICON adapter card.The FICON adapter will occupy one adapter slot and
support a single FICON link. Also supported will be a Fibre Channel switch.

FICON/ESCON Bridge Support
Card on 9032 Model 5 ESCON Director
8 ESCON per FICON link

Preview for native FICON support
One FICON per Host Adapter slot
100 MB/sec bi-directional

FICON Bridge
card

9032 Model 5

S/390

FICON
32 IBM Enterprise Storage Server



2.14 Host Adapters — SCSI

Figure 23. Host Adapters — SCSI

2.14.1 Ultra SCSI Host Adapters
The Enterprise Storage Server provides an Ultra SCSI interface with the SCSI-3
protocol and command set for attachment to UNIX systems, Windows NT, and
AS/400. This interface also supports SCSI-2.

Each SCSI Host Adapter supports two SCSI interfaces. The interface is Fast
Wide Differential and uses the VHDCI (Very High Density Connection Interface).
VHDCI cables are orderable from IBM.

Hosts supported by the ESS SCSI interfaces include:

• IBM RS/6000
• HP 9000 Series
• Sun
• IBM Netfinity
• Data General
• IBM AS/400

For a current list of supported SCSI Hosts, visit the IBM Web site at:

http://www.ibm.com/storage

The ESS SCSI interface supports 16 target SCSI IDs (the host requires one ID for
itself) with up to 64 logical unit numbers (LUNs) per target (the SCSI-3 standard).
The number of LUNs actually supported by the host systems listed above varies
from 8 to 32. Check with your host supplier on the number supported by any
specific level of driver or machine.

Ultra SCSI Host Adapters
Differential Fast Wide
40 MB/sec
2 ports per Host Adapter
Each HA communicates with both
clusters

Fibre Channel
Support through IBM SAN Data Gateway

Three FC link to four SCSI ports

Any-to-any connectivity
Preview of native Fibre Channel support

Fibre Channel

IBM SAN
Data
Gateway

UNIX

UNIX
SCSI

NT

SCSI
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2.14.2 Fibre Channel
Fibre Channel is supported by the ESS through the IBM 2108 Model G07 SAN
Data Gateway. The SAN Data Gateway supports short-wave laser FC interfaces,
and by using 62.5 micron fiber, supports distances up to 500 meters. Each SAN
Data Gateway can connect to four SCSI ports on the ESS and provides three
FCP ports. To extend the distance up to 10 km, use the IBM SAN Hub. This
provides support for both long-wave and short-wave lasers, the long-wave laser
supporting distances of up to 10 km.

2.14.3 Example
The diagram in Figure 23 on page 33 shows some of the possible attachments to
the ESS.

• Up to four host SCSI adapters can attach to the same ESS SCSI bus; they
must all be the same type.

• Multiple SCSI busses can attach from the same host, and you may want to
consider using the IBM Data Path Optimizer product. The DPO manages
multiple paths from a host distributing I/O operations across the paths and
recovering over the remaining paths, should a path fail.

• The SAN Data Gateway is used to attach a host with FCP to the ESS.

2.14.4 Fibre Channel Preview
IBM is also previewing support for Fibre Channel Protocol (FCP), including Fibre
Channel Arbitrated Loop (FCAL), FCP-switched, and point-to-point on the ESS.
This will allow the ESS to take advantage of the 100 MB/sec data rate of FC. This
preview allows you to include the ESS in your future plans for Storage Area
Networking.
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2.15 Components — Other Interfaces

Figure 24. Components — Other Interfaces

Each cluster has external interfaces that allow Licensed Internal Code (LIC)
installation and the off-load of information.

The CDROM drive is used to load the Licensed Internal Code when LIC levels
need to be changed. Both clusters have a CDROM drive, diskette drive, and a
hard disk drive that is used to store both the current level of LIC and a new level,
or the current level and the old level.

The CE port is used by the IBM Service Representative to connect the CE
Service Terminal. This allows the CE to set up and test the ESS, and to perform
upgrades and repair operations.

The customer interface is through an ethernet connection (10BaseT) from the
StorWatch ESS Specialist running on the ESS to a customer supplied Web
browser (Netscape or Internet Explorer). This interface allows you to configure
the RAID ranks, and assign capacity to the various hosts. Details of how to
configure the ESS are in Chapter 4, “Configuration” on page 73, and the
StorWatch ESS Specialist is discussed in detail in 7.8, “StorWatch Family” on
page 176.

The two clusters are normally connected together by a simple Ethernet cable.
When you connect your external browser, you must install an ethernet hub, so
that the two clusters can communicate with each other as well as with the
browser.

The ESS contains two service processors, one in each cluster, that are used to
monitor each cluster and to handle power on and re-IML of the RISC processors.

CDROM

Diskette

Hard disk

CE port

Ethernet

All interfaces are on both clusters

StorWatch
Enterprise Storage
Server Specialist

Hub
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2.16 Components — Power Supplies

Figure 25. Components — Power Supplies

The final part of the hardware description is the power supplies. The Enterprise
Storage Server is a fault tolerant subsystem and has dual power cords to protect
against power loss. The power units are N+1—so a failure in a singe power unit
has no effect and the failing unit can be replaced non-disruptively. Likewise, the
fans can be replaced non-disruptively should they fail.

2.16.1 Power Requirements
The two models of the ESS have different power connections, the 2105-E20
requiring 3-phase supply and the 2105-E10 using a single phase supply. Note
that you cannot just plug the E10 power connector into a wall socket; the single
phase requires a 50-60 Amp supply.

2.16.2 Power Redundancy
Each external power source can power the entire ESS in the event of the failure of
one power input. The ESS has a battery with sufficient capacity to keep a fully
configured ESS operational for a minimum of 5 minutes during a power failure. If the
ESS is not fully configured, battery operation will be longer, in direct proportion to
disk capacity. When power is lost, the ESS initially destages all modified data in
cache to disk, in readiness for a controlled shutdown. If the power loss is transient,
then the ESS will continue with normal operations. If the power loss is permanent,
then the ESS will shut down.

Power Requirements
Dual Power cords

2105-E20 and E20 expansion rack
2105-E10 and E10 expansion rack

Three phase power
2105-E20 and its expansion rack

Single phase power
2105-E10

Power Redundancy
N+1

DC-DC power
Cooling

Battery
Up to 5 minutes
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Chapter 3. Architecture

In this chapter we will look at the logical structure of the Enterprise Storage
Server (ESS) and the concept of Logical Subsystems (LSS). We will also look at
the data flow, both read and write operations. Finally, we will look at the
availability features of the ESS, from failure handling to maintenance procedures.

We will not discuss the principles of RAID-5, as there are many redbooks that
have already covered this in detail—for example, RAMAC Virtual Array,
SG24-4951; IBM Versatile Storage Server, SG24-2221; and Configuring the IBM
VSS for Performance and Availability, SG24-5279.
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3.1 Overview

Figure 26. Overview

Figure 26 shows a schematic of the Enterprise Storage Server. At the top we
have up to 16 host adapters (HAs), each HA supporting two ports. Each HA is
connected to both clusters through the Common Parts Interconnect (CPI) busses,
so that either cluster can handle I/O from any host adapter. You can see the two
clusters that contain the RISC processors, the cache, and the NVS for the
opposite cluster. We shall discuss the NVS structure later. Within each cluster we
have one to four device adapters (DAs). They are always installed in pairs, and
the disk arrays (or ranks, as they are called in the ESS) are attached through an
SSA loop to both DAs in a pair. The ranks can be configured as RAID arrays, or
as Just a Bunch Of Disks (JBOD), as we shall see in the next section. We shall
look at each of these components in more detail on the following pages.

A Logical Subsystem (LSS) consists of one or more ranks on an SSA loop
specified as either CKD or FBA. Details of the LSS can be found in Figure 61 on
page 86.

HA HA HA HA HA HA HA HA HA HA HA HA HA HA HA HA

Common Parts Interconnect (CPI)

Cluster Processor Complex

Cluster Cache NVS

DA DA DA DA

Cluster Processor Complex

Cluster Cache

NVS

DA DA DA DA

A AA AA AS A

B BB BB BS B

Rank or array
Cluster

Device Adapter

Host Adapter
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3.2 Rank (Array) Types

Figure 27. Rank (Array) Types

3.2.1 RAID Rank
The basic unit of capacity in the Enterprise Storage Server is the 8-pack or group
of 8 disks in a drawer. A RAID rank or RAID array is owned by one Logical
Subsystem (LSS) only, either an FB LSS or a CKD (S/390) LSS.

Each rank is formatted as a set of Logical Volumes (LV). The number of LVs in a
rank depends on the capacity of the disks in the array (for example, 9 GB, 18 GB,
or 36 GB), and the capacity of logical disks being emulated (for example, 3390-3
for CKD) that were selected during the configuration steps. See 4.7, “Logical
Configuration Process” on page 85 and the following sections for more details.
The LVs are striped across all the data and parity disks in the array.

As an example, a group of 8 disks (6+P+S) has a capacity of about 53 GB
(assuming 9 GB disks). This can then be formatted into 18 of the 3390-3 disks, or
even one 53 GB LUN for use by a UNIX system.

3.2.2 Non-RAID Rank
A non-RAID rank, also called a JBOD rank, is very different; each disk in the
group of 8 is a rank in itself. So there are 8 ranks in a JBOD group. Each of the 8
ranks is attached to only one of the four Logical Subsystems that support the
loop. Each JBOD disk can be defined as one or more Logical Volumes, either as
multiple CKD (S/390) volumes or as multiple FB (SCSI) disks.

A JBOD rank is not RAID protected and, should a disk fail, all data on it will be
lost.

RAID Rank (Array)
Minimum unit of RAID capacity is 2
Formatted as multiple Logical Volumes
LVs striped across the RAID Array
Whole Rank is CKD or FB only
Owned by one Logical Subsystem

Non-RAID Rank
Group of 8 non-RAID disks
Each disk is a Rank
Each disk formatted as one or more
Logical Volumes
Mixed CKDand FB within the group
Individual JBOD Ranks owned by CKD or
FB LSS

RAID Rank

Logical Volume

Logical Volume

JBOD
Rank

JBOD
Rank

JBOD
Rank

JBOD
Rank

JBOD
Rank

JBOD
Rank

JBOD
Rank

JBOD
Rank

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

LV

8 disks
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Note that if you create a JBOD group in the first 16 disks on a loop, the VS
Specialist will leave 1 disk out of the 8 as spare, in case you create a RAID rank
on the next 8 disks (you must always have 2 spares on a loop with RAID ranks).
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3.3 Rank RAID Operation

Figure 28. Rank RAID Operation

3.3.1 RAID-5 Configuration
Protection against disk failures is provided by operating the disk ranks in RAID-5
mode. The Enterprise Storage Server only supports RAID rank arrays consisting
of 8 disks. These are arranged in one of two RAID rank arrays as shown in Figure
28. The first array type contains one spare, one parity and 6 data disks. The
second array type contains a parity disk plus 7 data disks. Within any loop there
must always be two ranks with spare disks, and therefore, always two 6+P+S
ranks. All other arrays in a loop will be 7+P. As always with RAID 5, parity is
distributed over all the disks. The 8 disks in the RAID rank are not always in the
same 8-pack.

3.3.2 RAID Managed by Device Adapter
Each device adapter contains an SSA adapter that manages the two loops
(A and B). The RAID operation is managed by the SSA adapter. Parity generation
and the RAID-5 write operation is handled entirely within the SSA adapter for
each loop, the SSA adapter containing on board memory to hold the data. No
parity is seen by the RISC processors or is held in the ESS cache.

Sparing—the recovery of a failed disk onto one of the spare disks—is also
handled automatically by the SSA adapter. The sparing process takes place in
the background over a period of time, thus minimizing its impact on normal I/O
operations. A failed disk can immediately be replaced and automatically becomes
the new spare. Should a second disk fail in the same RAID rank before the
sparing is complete, then we lose all the data in the rank and all write operations
to that rank are suspended. If the second disk failure is on another RAID rank,
then we will rebuild to the second spare.
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Throughout the rest of this section, we will show RAID ranks as if all the disks
were grouped together on the same part of the loop. In practice, the disks in a
RAID rank are organized for performance by splitting the rank into two groups of
four disks. This allows the SSA adapter to achieve maximum throughput for each
RANK by having a path to each half of the rank down each leg of the loop. See
the discussion on Spatial Re-use (“Spatial Reuse” on page 28) for more detail.
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3.4 Device Adapter (DA) to Logical Subsystem (LSS) Mapping

Figure 29. Device Adapter to Logical Subsystem Mapping

Before we look at how the device adapter and the RAID and JBOD ranks are
used within a Logical Subsystem, we need to look at how the Logical Subsystems
are defined and related to the device adapters. The LSS is a logical structure that
is internal to the ESS and is used for configuration of the ESS. Although it relates
to similar concepts in ESCON architecture, it does not directly relate to SCSI
addressing.

The device adapter to Logical Subsystem mapping is a fixed relationship. Each
DA supports two loops, and each loop supports two CKD Logical Subsystems
and two FB Logical Subsystems (one from each cluster). So a DA pair supports
four CKD and four FB LSSs.

When all four DA pairs are installed, there are 16 CKD Logical Subsystems and
16 FB Logical Subsystems available to support the maximum of 48 RAID ranks
(or groups of 8 JBOD ranks). Each LSS supports up to 256 Logical Disks (each
Logical Disk is mapped to a Logical Volume in the RAID ranks or JBOD groups).

The numbering of the Logical Subsystems indicates the type of LSS. S/390 CKD
Logical Subsystems are numbered x’00’ to x’0F’ and the SCSI FB Logical
Subsystems are numbered x’10’ to x’1F’. From an S/390 view, a Logical
Subsystem is also mapped one-to-one to a Logical Control Unit, as we will see
later.

As part of the configuration process, you can define the maximum number of
Logical Subsystems of each type you plan to use. If you plan to use the ESS only
for S/390 data, then you can set the number of FB LSSs to 0. This releases the
definition space for use as cache storage (up to 2MB/LSS).
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3.5 Logical Subsystems (LSS)

Figure 30. Logical Subsystems (LSS)

Let us now look at how the RAID and JBOD ranks are used within a Logical
Subsystem. Logical Subsystems are related to the device adapter SSA loops, as
we discussed in the last topic.

Each loop supports from 16 to 48 disks. The minimum is 16 for RAID ranks,
because we always need two spare disks on any loop with RAID ranks, so the
minimum is two 6+P+S ranks. The disks are defined in 2 to 6 RAID ranks—either
CKD or FB, or 2 to 6 JBOD groups, or a combination of the two types. If, for
example, all 48 disks on the loop were JBOD, we would have 48 JBOD ranks,
each of which would be CKD or FB.

As part of the configuration process, each rank is assigned to ONE Logical
Subsystem, either CKD or FB.

In the example shown in Figure 30, we have the maximum of 48 disks installed on
one loop. Five RAID ranks are defined and one group of 8 JBODs. We have four
Logical Subsystems available on the DA. If we assume that this is the first DA
pair in an ESS, then we can also show you the Logical Subsystem numbers too.

• DA1 Loop A LSS(00)—CKD

• Two RAID ranks of 16 disks

• DA 1 Loop A LSS(10)—FB

• One RAID rank of 8 disks

• DA 2 Loop A LSS(01)—CKD

• One RAID rank of 8 disks and four JBOD disks (ranks) formatted for
CKD use

• DA 2 Loop A LSS(11)—FB

• One RAID rank and four JBOD disks (ranks) formatted for FB use.
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3.6 Host Mapping to Logical Subsystem

Figure 31. Host Mapping to Logical Subsystem

The relationship between the Logical Subsystems and the host definitions is
shown in Figure 31.

3.6.1 SCSI Mapping
Each SCSI Bus/Target/ LUN combination is associated with one Logical Device,
each of which can be in only one Logical Subsystem. Another Target/LUN can
also be associated with the same Logical Device, providing the ability to share
devices within systems or between systems.

See 4.7.12, “Defining Logical Devices to an FB LSSs” on page 91 for a detailed
example.

The maximum number of Logical Devices you can associate with any LSS is 256.

3.6.2 CKD Mapping
For S/390, we have a simpler arrangement; every Logical Subsystem relates
directly to an S/390 Logical Control Unit, and each Logical Device to a S/390 Unit
Address.

Every ESCON port can address all 16 Logical Control Units.
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3.7 Data Flow — Host Adapters

Figure 32. Data Flow — Host Adapters

3.7.1 Each Host Adapter Is Connected to Both Clusters
The host adapters are the external interface to the ESS. Each host adapter plugs
into a bus in its bay and the bus is connected to both clusters (indicated by the
black lines connecting the first bay to both clusters).

The HAs direct the I/O to the correct Cluster, based upon the defined
configuration for that adapter port.

For an ESCON port, the connection to both clusters is an active one allowing I/O
operations to devices in S/390 LCUs defined in either cluster. The LCUs map
directly to the ESS Logical Subsystems, each LSS being related to a specific
SSA loop and cluster.

For SCSI, a target ID and all of its LUNs are assigned to one LSS in one cluster.
Other target IDs from the same host can be assigned to the same or different FB
LSSs. The host adapter directs the I/O to the cluster with the LSS that has the
SCSI target defined during the configuration process.

3.7.2 Failover
The advantage of having both clusters actively connected to each HA, is this:
In the case of a failure in one cluster, all I/Os will automatically be directed to the
remaining cluster. See 3.21, “Failover” on page 66.

Each host adapter is connected to both clusters
For SCSI - connect any port to any cluster
For ESCON all LCUs are available to all ESCON links
Enables failover should a cluster fail
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3.8 Data Flow — Read

Figure 33. Data Flow- Read

This schematic shows the structure of the Enterprise Storage Server with its two
clusters, each with their own cache and NVS. In the following pages on data flow,
assume that the description applies to both S/390 and SCSI unless mentioned
otherwise.

3.8.1 Host Adapter
The HA accepts the commands from the host and directs them to the appropriate
cluster. For ESCON, each LCU is mapped to one LSS in one cluster, so the
command can be directed to the correct cluster. For SCSI, each target is mapped
to an LSS in either cluster, so part of the configuration process is to provide the
HA with the SCSI target to LSS mapping.

3.8.2 Cluster Processor Complex (CPC)
The CPC processes the commands. If the data is in cache then the cache-to-host
transfer takes place. If the data is not in the cache, then a staging request is sent
to the Device Adapter to fetch the requested data.

3.8.3 Device Adapter
The DA (or SSA adapter for the loop) will request the blocks from the devices in
the rank. SSA can multiplex multiple requests so that the disks can start
searching and reading the requested data at the same time. The SSA adapter
has buffers that it uses for holding recently used data, primarily for RAID-5
operations.
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3.8.4 Disks
The disk(s) in the rank will read the requested data into their buffers and continue
to read the rest of a 64K buffer. Once in the buffer, data can be transferred at
40MB/sec to the DA and the cache. Subsequent reads of data from the same
track will find it already in the disk buffer, and it will be transferred without seek or
latency delays.
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3.9 Data Flow — Write

Figure 34. Data Flow — Write

3.9.1 Host Adapter
The host adapter (HA) accepts the commands from the host and routes them to
the correct cluster. For most write operations, data is already resident in cache
from a previous operation, so the update is written to NVS and cache. The I/O
completes once the data is in NVS.

3.9.2 Cluster Processor Complex (CPC)
The cache copy of data will remain in cache until the LRU algorithm of the cache
or NVS determines that space is needed, and the data is scheduled to be
destaged. All modified data for the same track is sent to the device adapter at the
same time to maximize the destage efficiency.

3.9.3 Device Adapter
The device adapters contain an SSA adapter which manages the two loops. The
SSA adapter also manages the RAID-5 operation. If we are performing an update
write to several blocks on a track, the data track and the parity must first be read
into the SSA adapter RAM, and the updates made, the parity re-calculated and
the data and new parity written back to the two disks. In the Enterprise Storage
Server all the RAID-5 parity handling is done by the SSA adapter.
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3.10 Cache and Read Operations

Figure 35. Cache and Read Operations

3.10.1 Cache
The cache in the Enterprise Storage Server is split between the clusters and is
not shared. Each cluster has 3 GB of read cache. The cache is managed in 4-KB
segments, a full track of data in 3380 track format taking 12 segments, and a full
track in 3390 track format taking 14 segments. The small size allows efficient
utilization of the cache, even with small records and blocks operating in record
mode. For FB mode, a track is up to 9 segments. The 32K size is used by the
ESS to stripe FB data across the array and generate parity, similar to the way it
stripes 3390 or 3380 tracks across the array.

3.10.1.1 Read operations
Read operations on an Enterprise Storage Server in both S/390 mode and FB
mode are similar to the operations of the IBM 3990 Storage Control.

A read operation sent to the Cluster Processor Complex will result in:

• A cache hit if the requested data resides in the cache. In this case the I/O
operation will not disconnect from the channel/bus until the read is complete.
Highest performance is achieved from read hits.

• A cache miss occurs if the data is not in the cache. The I/O is disconnected
from the host (allowing other I/Os to take place over the same interface) and a
stage operation from the RAID rank takes place. The stage operation can be
one of three types:

• Record or block staging

Only the requested record or blocks are staged into the cache.

• Partial track staging

All the records or blocks on the track from the requested record until the
end of the track are staged.

Cache
3GB /cluster
Managed in 4k segments
3380= 12 segments/track
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• Full track stage

The full track is staged into the cache.

The method selected by the ESS to stage data is determined by the data access
patterns. Statistics are held in the ESS on each zone. A zone is a contiguous
area of 128 cylinders or 1920 32-KB tracks. The statistics gathered on each zone
determine which of the three cache operations is used for a specific track.

• Data accessed randomly will tend to use the record access or block mode of
staging.

• Data that is accessed normally with some locality of reference will use partial
track mode staging. This is the default mode.

• Data that is not a regular format, or where the history of access indicates that
a full stage is required, will set the full track mode.

The adaptive caching mode data is stored on disk and is reloaded at IML.

3.10.1.2 Staging
Cache space is released through the use of a Least-Recently-Used (LRU)
algorithm. Space in the cache used by sequential data is freed up quicker than
normal cache or record data. Use of Inhibit Cache Load and Bypass Cache, will
also cause the tracks/records to be freed quickly.

The ESS will continue to pre-stage sequential tracks when the last few tracks in a
sequential staging group are accessed.

Stage requests can be performed by the RAID Array in parallel for sequential
operations, giving the ESS its high sequential throughput characteristic. Parallel
operations can take place because the data tracks are striped across the data
disks in the RAID array.

3.10.2 S/390 I/O Accelerators
The ESS EX Performance Enhancement Package provides several new functions
for S/390 performance:

• Multiple Allegiance provides parallel access to the same data from multiple
systems images.

• Parallel Access Volumes provides parallel access to the same data from within
the same systems image.

• Priority I/O Queueing enhances the I/O queue management capabilities of the
ESS.

3.10.3 Parallel Access Volumes (S/390)
Parallel Access Volumes allow the host system (OS/390) to access the same
Logical Volume over multiple S/390 device addresses. There are two types of
PAVs, base Unit Address and alias Unit Address. The base represents the real
device and the aliases represent an alternate access. Multiple read requests for
the same track in cache will be read hits and will provide excellent performance.
Write operations will serialize on the write extents and prevent any other PAV
address from accessing these extents until the write I/O completes. As almost all
writes are cache hits, there will be only a short delay. Other read requests to
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different extents can carry on in parallel. See 5.3, “Parallel Access Volumes” on
page 111 for more details.

3.10.4 Multiple Allegiance (S/390)
Multiple Allegiance allows multiple requests, each from a different S/390 host to
the same Logical Volume. Each read request can operate concurrently if data is
in the cache, but may queue if access is required to the same physical disk in the
array. If you try to access an extent that is part of a write operation, then the
request will be queued until the write operation is complete. See “Multiple
Allegiance” on page 109 for more details.
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3.11 NVS and Write Operations

Figure 36. NVS and Write Operation

3.11.1 NVS
The NVS size is 192MB per cluster. The NVS is protected by a battery that must
be operational and charged for the NVS to be used. The battery will power the
NVS for up to 7 days following a total power failure.

3.11.2 Write Operations
Data written to an ESS is almost 100% Fast Write hits. A Fast Write hit occurs
when the write I/O operation completes as soon as the data is in the ESS cache
or NVS. The benefit of this is very fast write operations. This applies to both
S/390 and SCSI I/O operations.

3.11.3 Fast Write
Data received by the host adapter is transferred first to the NVS and a copy held
in the host adapter buffer. The host is notified that the I/O operation is complete
as soon as the data is in NVS. The host adapter, once the NVS transfer is
complete, then transfers the data to the cache.

The data remains in the cache and NVS until it is destaged. Destage is triggered
by cache and NVS usage thresholds.

3.11.4 NVS LRU
NVS is managed by a Least Recently Used algorithm. The Enterprise Storage
Server attempts to keep free space in the NVS by anticipatory destaging of tracks
when the space used in NVS exceeds a threshold. In addition if the ESS is idle
for any period of time an idle destage function will destage tracks until, after
about 5 minutes, all tracks will be destaged.
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Both cache and NVS operate on LRU lists. Typically space in the cache and NVS
occupied by sequential data and Inhibit Cache Write or Bypass Cache data is
freed faster than space occupied by data that is likely to be rereferenced.

When destaging tracks, the ESS attempts to destage all the tracks that would
make up a RAID stripe, minimizing the RAID-5 parity handling operation in the
SSA adapter.

3.11.5 NVS Location
NVS for cluster 1 is located in cluster 2, and the NVS for cluster 2 is located in
cluster 1. This ensures that we always have one good copy of data, should we
have a failure in one cluster.

Section 3.20, “Normal Operation of Cluster—Before Failover” on page 65
discusses failover in more detail.
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3.12 Sequential Operations — Read

Figure 37. Sequential Operations — Read

3.12.1 Sequential Reads
The Enterprise Storage Server sequential prediction algorithm analyzes
sequences of I/Os to determine if data is being accessed sequentially. This
algorithm applies equally to both S/390 and FB I/Os, although S/390 generally
benefits more because of the way it stores its data on the disks. As soon as the
algorithm detects that 6 or more tracks have been read in succession, the
algorithm triggers a sequential staging process. One area where the new ESS
algorithms will detect sequential operations is for S/390 VSAM. VSAM does not
set any sequential mode through software, and its sequential processing often
skips areas of the dataset—because, for example, it has imbedded free space on
each cylinder.

The second method of triggering sequential staging is though the software (S/390
only) specifying sequential access in the channel program.

The sequential staging reads ahead up to 2 cylinders; the actual amount depends
on the array configuration, for a 6+P it is 30 tracks and for 7+P it is 28 tracks. As
the tracks are read, when we get to about the middle of a staging group, we start
staging the next. This delivers maximum sequential thoughput with no delays
waiting for data to be read from disk.

Tracks that have been read sequentially are eligible to be freed quickly to release
the used cache space. This is because sequential data is rarely reread within a
short period.

Sequential Reads
Sequential predict

detects sequential by looking at previous accesses
more than 6 I/O in sequence will trigger sequential staging

Sequential operation specified in CCW by S/390
Access Methods specify sequential processing intent

Stage tracks ahead
Up to 2 cylinders are staged
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Read

Cache RAID Rank
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3.13 Sequential Operations — Write

Figure 38. Sequential Operations — Write

3.13.1 Sequential Writes
Sequential write operations on the ESS minimize the RAID-5 write penalty; this is
sometimes called RAID-3 mode. An entire stripe of data is written across all the
disks in the RAID array, and the parity is generated once for all the data
simultaneously and written to the parity disk.

Sequential writes
RAID-3 operation - minimizes RAID-5 write penalty for sequential data

RAID Rank

s D D D D D DP
write

Cache
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3.14 S/390 View of Logical Subsystem

Figure 39. S/390 View of Logical Subsystem

From the S/390 view an Enterprise Storage Server looks like multiple 3990-6
Storage Controls, each with up to 256 volumes. Up to 16 of the 3990s may be
defined through HCD using the CUADD parameter to address each LCU (this is
similar to the way that the RVA is defined with its 4 LCUs). Each LCU is mapped
directly to the CKD Logical Subsystem number. So LSS 0 is mapped to LCU 0
and CUADD 0, and so on for all 16 CKD LSSs.

S/390 can only address 1024 devices on an ESCON channel. This is unlikely to
be a restriction for most customers. Even with very large ESS configurations, you
will want to spread the devices over many ESCON channels.
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3.15 Logical Subsystem — CKD
‘

Figure 40. Logical Subsystem — CKD

3.15.1 0/8/16 Logical Control Unit Images per ESS
When configuring an Enterprise Storage Server, you can specify whether you
want 0, 8 or, 16 LCU to be supported. If, for example, you plan to use an ESS for
SCSI data only, setting the CKD LSS number to zero frees up storage for use as
cache.

3.15.2 Emulation of 9390/3990-6, 3990-3, 3990-3+TPF
The Enterprise Storage Server emulates the 9390/3990-6, the 3990-3 and the
3990-3 with TPF LIC. OS/390 will recognize the ESS as a 2105 device type when
you have the appropriate PTFs applied to your system; see 7.1, “OS/390
Support” on page 160.

Devices emulated include 3390 Model 2, 3 and 9. You can also define Custom
Volumes, volumes whose size varies from a few cylinders to as large as a 3390
Model 9 (or as large as OS/390 can support). The selection of the model to be
emulated is part of the ESS Specialist configuration process.

The ESS also supports 3380 track format, in a similar way to 3990 Track
Compatibility Mode. A 3380 is mapped onto a 3390 volume capacity. So the 3380
track mode devices will have 2226 cylinders on a volume defined with the
capacity of a 3390-2, or 3339 cylinders on a volume of 3390-3 size. If you wanted
to have volumes that were exactly the same, for example, as a 3380-K, then you
could use the Custom Volume function and define your logical volumes with
exactly the same number of cylinders as a 3380-K.

0/8/16 Logical Control Unit Images per ESS
Up to 256 devices / CU image
4096 devices maximum
1:1 Mapping between LCU and LSS

Emulation of 9390/3990-6, 3990-3, 3990-3+TPF
3390 2,3, and 9 emulation

3380 track format with 3390 capacity volumes
Variable size 3390 & 3380 volumes (FlexVolumes)

S/390 Support
Maximum of 1024 devices on one ESCON path
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3.15.3 S/390 Support
S/390 systems support 256 devices per Logical Control Unit. Every Logical
Subsystem (and therefore LCU) can be addressed by every ESCON link. This
means that, in theory, an ESCON channel could see all 16 LCUs, each with 256
devices (a maximum of 4096 devices). However, the S/390 ESCON channel
hardware implementation limits the number of devices that can be addressed
over a link to 1024.
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3.16 UNIX or NT View of LSS

Figure 41. UNIX or NT View of ESS

If you imagine a SCSI host’s view of an Enterprise Storage Server, it looks like a
bunch of SCSI disks attached to a SCSI bus. The actual number that any UNIX or
NT system can support is considerably less than the maximum shown here.

One target/LUN is used for each host attached to the ESS SCSI port. Typically,
you will only have one host per SCSI port, leaving you with 15 target IDs and a
number of LUNs per target that varies, depending on the host system’s LUN
support. Today, this operating system support can range from four to 32 LUNs per
target ID.
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3.17 Logical Subsystem — SCSI

Figure 42. Logical Subsystem — SCSI

3.17.1 0/8/16 Logical Subsystems per ESS
When configuring a Enterprise Storage Server, you can specify the maximum
number of FB Logical Subsystems you plan to use. If you have an S/390-only
ESS, you can set the number of FB LSSs to zero.

Each FB Logical Subsystem supports up to 256 Logical Volumes. The size of the
Logical Volume within an LSS varying from 0.5 GB to 245 GB (the size of a RAID
rank with 36 GB disks). A single FB Logical Subsystem can contain Logical
Volumes from multiple SCSI hosts.

In total, with 16 FB Logical Subsystems defined, each with 256 Logical Volumes,
you can have 4096 Logical Devices.

3.17.2 0-32 SCSI Ports per ESS
You can install the SCSI Host Adapters into any of the Host Adapter bays. Each
SCSI card contains two SCSI ports. For a SCSI-only ESS, you can fill all the host
adapter bays with SCSI cards, giving you a maximum of 16 cards and 32 SCSI
ports.

Each SCSI port supports the SCSI-3 standard—16 target SCSI IDs with 64 LUNs
per target. This gives a total of 15 x 64 = 960 Logical Devices on one SCSI port
(only 15 because the host uses one SCSI ID).

You can attach up to four hosts to each ESS SCSI port.

3.17.3 UNIX and NT Support
See 4.7.13, “SCSI Target/LUN Restrictions” on page 92 for details on the number
of LUNs supported by different systems.

0/8/16 Logical Subsystems per ESS
Up to 256 FB logical devices per LSS
Up to 4096 FB Logical Devices
1-N targets per LSS

0-32 SCSI Ports / ESS
1-15 Targets/port 1-64 LUNs/Target (SCSI-3 architecture)
Maximum 4096 devices

Maximum 960 LUNs/ port
Up to 4 initiators/host

UNIX and NT Support
Currently restricted to 32 LUNs (RS/6000)/ target or less
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3.18 ESS Availability Features

Figure 43. Enterprise Storage Server Availability Features

3.18.1 Fault Tolerant Subsystem
The Enterprise Storage Server has a number of features that make it a fault
tolerant subsystem.

It has dual power supplies (2N), each with their own power cord. Each of the two
power supplies is capable of powering the whole subsystem.

The DC power supplies are N+1—we have three DC power supplies, two of which
are capable of supplying all the DC power.

3.18.2 Planned Failover/Failback
The ESS consists of two clusters;each cluster is independent and can operate all
host connections and access all the disks should the other cluster fail. The
failover/failback function is used to handle both unplanned failures and planned
upgrades or configuration changes, eliminating most planned outages and
providing you with continuous availability (see “Normal Operation of
Cluster—Before Failover” on page 65).

Within the RAID subsystems, we have spare disks, so that in the event of a disk
failure, data is rebuilt onto a spare disk with no loss in availability (see 3.19,
“Sparing” on page 63).

Fault Tolerant Subsystem
Dual power cords

N+1 and 2N power

Dual clusters
Failover/ Failback

RAID-5
Sparing

Small Impact when installing/maintaining
Host Adapter
Device Adapter and RAID arrays

Planned Failover/Failback
Concurrent LIC upgrade

Cache / NVS upgrades
62 IBM Enterprise Storage Server



3.19 Sparing

Figure 44. Sparing

3.19.1 Sparing in a RAID Rank
In Figure 44, we show how sparing is handled within a RAID rank (or array).

The top diagram illustrates an SSA loop with two RAID ranks (each with a spare
disk). When a disk (DDM) fails, the SSA adapter recreates the missing data by
reading the corresponding track on each of the other data disks and the parity
disks, and recalculating the missing data.

The SSA Adapter in the DA will—at the same time as normal I/O access—read
the tracks from the data and parity drive and rebuild the data from the failed drive
on one of the spares on the loop.

Once the rebuild has completed, the original spare is now part of the RAID rank,
and the failed disk becomes the new spare, once it has been replaced.

3.19.2 Spare Capacity Must be Greater than or Equal to Array DDM Size
As you may have to rebuild any of the disks on the loop onto the spare, the spare
must be the same size as, or larger than, all the other disks in the array. It is
strongly recommended that you always use disks of the same capacity and
performance rating for all the disks on a loop (not just in the array).

3.19.3 Array Spare Considerations
The spare in an array can be used by any of the other arrays in the loop. This
means that over a period of time, an array that started out with all the disks being
grouped together in one 8-pack or drawer, may have some of its disks in other
8-packs or drawers and vice-versa. For this reason, individual 8-packs cannot be
removed from a loop without a significant disruption to all the arrays on the loop.
You would have to backup all the data on the loop, then delete and re-define all
the arrays once the 8-pack had been removed.

DA DA
A AA AA AB A

B BB BBS B

Spare Capacity must be Greater
than or Equal to Array DDM Size

Array Spare Considerations

Replacement DDM is new Spare

X
Rebuild Array on Spare

Replace Failure and Create Spare

DDM Fails

DA DA
A AA AA AS A

B BB BB BS B

DA DA
A AA AA AB A

B BB BB SS B
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3.19.4 Replacement DDM is New Spare
Once data has been rebuilt on a spare, it remains there. So the replacement disk
always becomes the new spare; this minimizes data movement overheads,
because it removes the requirement to move data back to an original location.
Because the spare disk "floats" across the arrays, the RAID array will not always
map to the same 8 disks on which it was initially defined.
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3.20 Normal Operation of Cluster—Before Failover

Figure 45. Normal Operation of Cluster—Before Failover

The normal setup of the clusters is shown in Figure 45. For the purposes of
showing how a cluster failover is handled, we will use the following terminology:

• Subsystem A (SS-A): This is the subsystem that normally runs in CPC 1 and
uses NVS 1.

• Subsystem B (SS-B): This is the subsystem that runs in CPC2 and
uses NVS 2.

Within an ESS, the two subsystems will be handling different RAID ranks and
talking to different host adapters and device adapters. During a failover, the
remaining cluster must run both subsystems within the one CPC and NVS.

The host adapters are connected to both clusters, and the device adapters in
each cluster can access all the RAID ranks.

NVS
2

NVS
1

Cluster 1

Normal operation of Cluster/NVS
Cluster 1 NVS is in Cluster 2
Cluster 2 NVS is in Cluster 1

SS-A is CPC 1 and NVS 1

SS-B is CPC 2 and NVS 2

SS-A SS-B

Cluster 2

CPC 1 CPC 2
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3.21 Failover

Figure 46. Failover

Should the ESS have a failure in one of the clusters, then the remaining cluster
takes over all of its functions. The RAID arrays, because they are connected to
both clusters, can be recovered on the remaining device adapters. As we only
have one copy of data, any modified data that was in Cluster 2 in the diagram is
destaged, and any data in NVS 1 is also destaged. Cluster 2 can now continue
operating using NVS 1.

Cluster 2 takes over functions of
cluster 1

Any modified data is destaged
from CPC 2 and NVS 1

Access to all arrays is through DAs
on Cluster 2

NVS
2

NVS
1

SS-A SS-B

Cluster 1 Cluster 2

CPC 1 CPC 2
66 IBM Enterprise Storage Server



3.22 Failback

Figure 47. Failback

When the failed cluster has been repaired and restarted, the failback process is
activated. CPC2 starts using its own NVS, and the subsystem function SS-A is
transferred back to CPC1. Normal operations then resume.

Re-activate failed cluster

CPC 2 starts using NVS 2

Transfer SS-A to CPC 1

Return to normal processing

NVS
2

NVS
1

SS-A SS-B

Cluster 1 Cluster 2

CPC 1 CPC 2

SS-A
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3.23 ESS Maintenance Strategy

Figure 48. ESS Maintenance Strategy

Figure 48 shows the maintenance strategy of an Enterprise Storage Server
(ESS). You can see that an important part of the maintenance strategy is the
capability of the ESS to place a Call Home in case of failures as well as the
possibility of remote support. These two basic aspects are essential for
successful, quick, and accurate maintenance.

3.23.1 Call Home and Remote Support
This feature of the ESS enables it to contact the IBM Support Center directly in
case of a failure. The advantage of the Call Home feature is that the user will
have a 7-day / 24-hour watch-dog on the ESS environment. The support center
will receive a short report about the failure. With that information, the support
center will already be able to start analyzing the situation by using several
databases for more detailed error information. If required, the support center will
be able to dial the ESS, in case additional error logs, traces, or configuration
information are needed for a more accurate failure analysis.

The capability of dialing the machine also allows the support center to help the
user with configuration problems, or the restart of a cluster after a failover. The
remote support capability is a password-protected procedure, which is defined by
the user and entered by the CE at installation time.

Note: The routines that are used to support these maintenance procedures will
not allow any access to the data residing in the disk drives.

Call Home

Dispatch CE with
Action Plan

CE Onsite, Concurrent
Maintenance

Remote Support

IBM Support
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3.23.2 CE Dispatch
After failure analysis using remote support, the IBM support center will be able to
start an immediate CE dispatch if the reported problem requires it. The CE will
get an action plan that will most likely solve the situation on-site. That action plan
is based on the analysis of the collected error data, additional database
searches, and if required, laboratory input. All this occurs without any intervention
by the user and helps to solve the raised problem without any big delays, such as
phone calls to get support, discussions with on-site people, and so on.

3.23.3 Concurrent Maintenance
A CE who is on-site running maintenance at the ESS will be able to run all
maintenance actions concurrently to the customers operation. This is possible
due to the architecture of the ESS, which is designed to have full backup for all
logic and power components. Procedures like Cluster Failover / Failback
(see 3.21, “Failover” on page 66, and 3.22, “Failback” on page 67) will allow a
service representative to run service, maintenance, and upgrades concurrently, if
configured properly.
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3.24 Concurrent Logic Maintenance

Figure 49. Concurrent Logic Maintenance

Figure 49 provides details about the logic maintenance boundaries of the ESS.
These boundaries allow an IBM service representative to do repairs,
maintenance, and upgrades concurrently, without the need to take away the ESS
from customer operations.

Concurrent Maintenance Actions: All logic components are concurrently
replaceable. Some of them will even allow hot plugging. The following list
indicates the parts that are concurrently replacable and upgradable:

Cluster Logic All components belonging to the cluster, such as DA
cards, IOA cards, cache memory, NVS and others, can
be maintained concurrently using the Failover/Failback
procedures. The cluster logic also manages the
concurrent LIC load.

SSA Disk Drives The SSA disk drives can be maintained concurrently,
and because of their design, a replacement is
hot-pluggable. This is also valid for SSA cables.

LIC Load The Licensed Internal Code, the control program of the
ESS, is designed in such a way that an update to a
newer level will take place while the machine is
operational using the Failover/Failback procedure.

Concurrent Upgrades The ESS is upgradable with HA cards, cache size, DA
cards, and disk drives. Whenever these upgrades are
performed, they will run concurrently. In some cases
the Failover/Failback procedure is used. Upgrade of
an HA card will impact other cards on the same HA
bay.

Cluster 1

Cluster Cache

NVS

DA DA DA DA

Cluster 2

Cluster Cache

NVS

DA DA DA DA

A AA AA AS A

B BB BB BS B

IOA IOA

HA-BAY HA-BAY HA-BAY HA-BAY

IOAIOA

HA-Cards, CPI-Cards

SSA Disk Drive

Cluster Logic

SSA Cables

CPI Cable
70 IBM Enterprise Storage Server



3.25 Concurrent Power Maintenance

Figure 50. Concurrent Power Maintenance

Figure 50 shows the main power units. All maintenance actions required in the
power area are concurrent, both replacment of failed units, as well as any
upgrades. The three power areas in the Enterprise Storage Server are:

DC Power Supplies All DC power required in the ESS is provided by an N+1
concept. This will ensure, in case of outage of one of the
DC power supplies, that an IBM service representative is
able to replace the failed part concurrently.

Dual AC Distribution The ESS is a dual AC cord machine, and because of that,
it has a 2N concept in AC power. This allows an IBM
service representative to replace or upgrade either of the
AC supplies.

Rack Batteries Two rack batteries have been integrated in the racks to
allow a controlled destage of cache data to the disk drives
and a controlled power-down of the rack in case of power
loss. The IBM service representative will be able to
replace them concurrently.

DC-Power Supplies

Rack Batteries

AC-Power Supplies
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Chapter 4. Configuration

Figure 51. Configuration Process

In this chapter we will cover the configuration of the ESS. Configuring the
subsystem requires two basic steps:

1. Physical configuration

2. Logical configuration

During the physical configuration, you must determine the basic configuration of
the ESS—by finding out the amount of disk capacity required, the rack
configuration, power options, and usage of already existing 2105-B09, 2105-100
racks. This includes the host attachment configuration, which can be ESCON or
SCSI.

Standard Physical Configurations
The ESS will be available with standard hardware configurations. These range
from ultra-high-performance configurations of 420 GB and 840 GB, high
performance configurations of 420 GB to 1.7 TB, and high capacity configurations
of 1.7 TB to 11.2 TB. You will order your ESS specifying a feature code that
defines the capacity and type of disk you want. All the standard configurations
are listed in A.2.1, “Physical Configuration Options” on page 212.

Physical Configuration Logical Configuration
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During the logical configuration you will define how the ESS is seen from the
attached hosts. You can configure the subsystem for open systems (RS/6000,
AS/400, PC Servers, HP-9000, SUN, and others) and S/390 systems. The open
system host will see the ESS as SCSI generic devices, while an AS/400 will see it
as a 9337 external disk. For the S/390 systems, the ESS is seen as up to 16 x
3990 subsystems with defined 3390-2, 3390-3 or 3390-9 DASD attached to it.
The ESS can emulate 3380 track formats, to be compatible with 3380 devices.

Standard Logical Configurations
To assist the customer with the installation process, you also have the option of
specifying some standard formatting options for each loop. Once the ESS has
been installed, the Service Representative will format each loop according to the
standard configurations selected by the customer. Formatting options include
S/390, UNIX, AS/400, and NT. Details are in “Standard Logical Configurations” on
page 214.

The following sections will provide you with the necessary information to be able
to configure the IBM 2105 Enterprise Storage Server.
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4.1 The 2105-E10 / E20 Server Racks

Figure 52. 2105-E10 / E20 Server Racks

Figure 52 shows the storage server racks of a ESS. These can be either the
2105-E10 model or the 2105-E20 model. Notice that an E10 model can hold
fewer disk drives in the rack because it is a single-phase power machine. The
E20 model is a three-phase power machine, and because of that, it can provide
the maximum disk capacity in the rack. The E10 and E20 models will carry the
drives in 8-packs only, and the minimum number of drives will be 16. The E10 can
be upgraded to 64 drives, while the E20 can hold up to 128 drives.

The 8-packs are located in cages. The cages are required to provide the 8-packs
with power. The E10 can hold 8-packs only in cage 1, while the E20 holds
8-packs in cage 1 and cage 2. Cage 1 must have a least two 8-packs installed to
hold the first 16 drives. When upgrading the machines with 8-packs, you will do
this from the bottom front of the cage to the top rear. Cage 1 will be filled out first,
and then you will continue with Cage 2 in the same order. The upgrade will be
done by 8-pack pairs.
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4.2 The 2105 Expansion Rack

Figure 53. 2105 Expansion Rack

The 2105-E20 expansion rack can have four cages to hold 8-packs. All of these
options offer the capability to start without any 8-pack installed. When adding
drives to the rack, it will be done by installing 8-pack pairs. An 8-pack will then
hold eight drives. If the 2105-E20 expansion rack is fully populated with 8-packs,
it can hold up to 256 drives.
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4.3 Mixing with 2105-B09 / 100 Racks

Figure 54. ESS with 2105-B09/100 Racks

For investment protection, the ESS offers the capability to have 2105-B09 or
2105-100 racks attached to it. Figure 54 shows various examples of how you can
attach already existing 2105-B09 or 2105-100 racks to the ESS. Because of the
ESS requirements, all drawers must have 16 drives installed; otherwise they will
not be supported by the 2105-Exx storage server racks. When attaching a
2105-B09 rack to a 2105-Exx, the cluster electronics in the B09 will be disabled,
by disconnecting the SSA cables from its SSA adapters. New SSA cables will be
routed from 2105-Ex0 storage server to the 7133 drawers in the 2105-B09. Even
when the clusters in the 2105-B09 rack are disabled, they cannot be removed
from the rack to gain space for additional 7133 drawers. You cannot attach
8-packs and 7133 drawers on the same SSA loop. If you plan to attach 7133
drawers, you must reserve one or more loops for their attachment using feature
code 9904. The 7133-010 drawer is not supported in conjunction with the ESS.

4.3.1 Maximum Drawer support
Whenever you plan to mix ESS racks with 2105-B09/100 racks, the total amount
of disk drives cannot be greater than 384. This is the maximum number of drives
and drawers supported by the ESS, as shown in the following example:

3x 2105-100 each 7x 7133 drawers = 336 drives

1x 2105-E20 = 48 drives max.

TOTAL = 384 drives

4.3.2 Data Migration Considerations
The ESS offers the option to use already existing 7133-D40 and 2105-B09/100
units. Whenever those units are attached to an ESS, the drives of the drawers
must be reformatted to be supported by the Enterprise Storage Server. The ESS
needs a different format and internal drive information, which is not compatible
with a 2105-B09. The sector size is 524 bytes to support AS/400 (520
bytes/sector). The remaining four bytes are used internally by the ESS.
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4.4 ESS Architecture

Figure 55. Block Diagram of an ESS

Figure 55 shows the basic layout of the ESS architecture and illustrates a single
SSA loop. At this time you will start with the configuration of the device adapters
loops and the host adapters.

4.4.1 The Host Adapters
The host adapters are mounted in bays. Each bay is able to hold up to 4 HA
cards. Each cluster has 2 HA bays installed. The host adapter cards can be either
ESCON or SCSI adapters. All of the HA- ards are connected to the clusters by
the CPI. This will allow any of the cards to communicate with either cluster. If you
are configuring the ESS for ESCON attachment, then the minimum number of
ports available must be 4, or 2 ESCON adapter cards. A minimum of 4 SCSI
ports, or 2 SCSI HA cards, are required if the ESS will be attached to open
system hosts. You can mix ESCON and SCSI cards in the ESS, but the total
number of ports cannot exceed 32. The upgrade of HAs will be done by installing
additional HA cards to a bay, adding 2 SCSI or ESCON ports to the subsystem.

4.4.2 The Device Adapters
The DA cards are installed into the cluster logic. There are no bays for the DA
cards. Each DA card can support two loops. A maximum of 48 drives are
supported in the loop.The first loop must have a minimum of 16 drives installed;
additional drives in groups of 16 are installed in a sequence specified in 4.5.1,
“2105-E20 Upgrade with 8-Packs” on page 81. A DA-pair will always have access
to all drives that belong to a SSA-loop. Should you wish to attach 7133-D40
drawers you must specify a feature code that ensure loop space is reserved for
them (see A.1, “Feature Codes” on page 208 ).
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4.4.3 DA SSA Loop Configuration

Figure 56. DA-Pair SSA Loop Configuration

Figure 56 provides details about the SSA loop configuration in an ESS. Each
DA-Pair supports two loops: one is loop A and the other is loop B. The example
shows the maximum drive configuration. If you plan to run in RAID-5 mode, each
loop must have two spare drives assigned to it. These drives are shown in the
figure with an "S" and are globally available for any array in the loop. A loop
supports either 8-packs or 7133-D40 drawers only. The 7133-020 drawer is
supported to protect your investment in existing technology. You cannot mix
8-packs and 7133 drawers in the same loop. A loop supports a maximum of 48
disk drives. All of the drives must have the same size, 9 GB, 18 GB, 36 GB for
8-packs, and should support the 40 MB/s loop speed. You should not mix disk
drives of different speeds (20 MB/s, 40 MB/s) because it will cause performance
degradation on the loop. The same applies for drives mounted in 7133 drawers.

4.4.4 RAID-5 Implementation
For disk drive redundancy, the DA-Pair supports RAID-5 arrays. This option is of
interest when the customer requires high availability. If you plan to configure the
ESS in RAID-5 mode, then groups of up to 8 drives are selected by the microcode
for that purpose with 2 spares in each loop.

4.4.5 JBOD Implementation
The Enterprise Storage Server also supports JBOD (Just a Bunch Of Disks)
configurations. JBODs do not provide disk redundancy by the DA pairs. If this
option is used, the attached host must provide disk redundancy options if the user
wishes high availability. For open system environments, this may mean that the
operating system will need to provide that kind of solution. With AIX / HACMP,
such a solution may be disk mirroring. JBODs may be of interest also for
customers using TPF on S/390 systems. TPF has routines that ensure volume
redundancy from the operating system.
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4.4.6 JBOD versus RAID-5 Performance
Very often you will hear that open systems users like to use JBODs for
performance reasons. This is correct when disks are grouped to logical volumes
at operating system level, because data striping may used for the LVs. Data
striping, on the other hand, must be managed by system software, and once
users add mirroring for availability, you must analyze how big the impact to the
systems performance will be, because mirroring is done also by software tools. In
such a case you may end up with a system that is very busy managing the
striping and mirroring. The ESS, because of its design, will do both tasks at
hardware level when using RAID-5, because it stripes the data across several
disk drives and provides disk redundancy. The result of using RAID-5 in the ESS,
instead of letting it be done by the systems, will be that the host will experience a
dramatic reduction in processor load and a gain in processor performance.
Because of that, you must carefully investigate whether JBODs will really be of
advantage for UNIX-like systems.
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4.5 2105-E20/Expansion Loop Configuration

Figure 57. 2105-E20 8-Pack Configuration

Figure 56 shows the maximum 8-pack, or drive configuration, that is supported
with the 2105-E20 and its expansion rack. The minimum configuration will have
8-pack 3 and 4 (16 drives) installed in the 2105-E20 rack.

4.5.1 2105-E20 Upgrade with 8-Packs
If you plan to upgrade the 2105-E20 with disk drives, you must do this by ordering
pairs of 8-packs; if the cages are not already present, they will automatically be
shipped. The upgrade sequence with 8-packs in a 2105-E20 is as follows:

• 8-packs 2,1,8,7,6,5

• Cage 2

• 8-packs 12,11,10,9

• 8-packs 16,15,14,13
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4.5.2 2105-E20 Expansion Rack 8-Pack Upgrades
• Cage 1

• 8-packs 20,19,18,17

• 8-packs 24,23,22,21

• Cage 2

• 8-packs 28,27,26,25

• 8-packs 32,31,30,29

• Cage 3

• 8-packs 36,35,34,33

• 8-packs 40,39,38,37

• Cage 4

• 8-packs 44,43,42,41

• 8-packs 48,47,46,45
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4.6 ESS Logical View

Figure 58. ESS Logical View

4.6.1 ESS Supported Systems
The ESS is designed to handle open system hosts such as RS/6000 with AIX,
AS/400 running OS/400, PC Servers with Windows NT, and many other
UNIX-based systems. All of these systems will need SCSI generic devices or
specific disk emulations defined to them, so that they can address disk storage.
Up to 4096 S/390 devices are supported in addition to 4096 SCSI devices.

The ESS supports the full SCSI-3 protocol, which will offer the assigment of up to
64 LUNs to a SCSI target or SCSI ID. You must understand that not every open
system operating system supports 64 LUNs per SCSI ID. For example, AIX
handles up to 32 LUNs / SCSI target; Windows NT only handles 8 LUNs / SCSI
target. The order of SCSI IDs assigned to a device affects the performance of the
device, within an ESS is does not make a difference which SCSI IDs are
assigned, although the IDs that you assign to the ESS should be prioritized with
other devices.

The ESS is also capable of having S/390 running OS/390 or a VM host attached
to it. For these systems, the ESS will appear as 3990 control units with emulated
3390 CKD devices.

You must configure the ESS, so that the attached hosts are able to address their
corresponding storage devices. These devices will be configured during the
logical configuration process of the ESS. An example of how the ESS is seen
from the different types of hosts is shown in Figure 58.
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4.6.2 ESS Logical Configuration Terminology

Figure 59. ESS Logical Configuration Terminology

The basic terms concerning the logical configuration are shown Figure 59. The
denotations are as follows:

Disk Drive Module: This is an SSA hard disk drive of 9.1, 18.2 or 36 GB
attached to a SSA loop in a DA-Pair.

Rank: This is a group of 7 or 8 DDMs, that have been selected
by the microcode to build an RAID-5 array, or just a
single drive if the rank is configured as JBOD.

Logical Volume: This is a data partition in the rank whose size is
defined by the CKD device emulation mode (3390-2/3/9),
or the AIX, UNIX, NT requirements (0.5 GB to 224 GB),
or the OS/400 9337-580/590/5AC/5BC emulation (4.2,
8.6, 16, 32 GB).

Logical Subsystem: This is an S/390 representation of a control unit
(3990-3/6) or, for open systems, it is a group of generic
SCSI device definitions.

Logical Devices: This is a pointer used to get access from the host to the
logical volumes. For S/390 control units it can be seen as
the ESCON unit address of a 3390. For the open system
host, it is the SCSI target, LUN assigned to a logical
volume.
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4.7 Logical Configuration Process

Figure 60. Basic Logical Configuration Process

This diagram provides a basic idea of the logical configuration process. The
logical configuration requires that the physical configuration of the ESS has been
completed. The physical configuration is finished after the customer engineer has
installed the machine and has formatted all drives in the 8-packs or drawers. The
logical configuration is defined using the ESS Specialist directly or using the
standard logical configurations (which also use the ESS Specialist interface). The
basic steps that are done during logical configuration are:

1. Define the Fixed Block (FB) or S/390 (CKD) LSSs.

2. Assign disk drives modules (DDMs) to form a rank.

3. Assign ranks to the corresponding logical subsystems (LSSs).

4. Define Logical Volumes (LVs) to the assigned ranks.

5. Assign LV to logical devices (LDs).

6. Assign LDs to HA (for SCSI attachment only), CKD LDs will have an exposure
to all ESCON HA in the Enterprise Storage Server.

Some of these steps will not require an action from your side. For example, when
assigning ranks to an LSS, the Enterprise Storage Server will do this, depending
on which rank or LSS you are configuring. The process of logical configuration is
described in the following pages.
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4.7.1 Defining Logical Subsystems
As a first step, you must define the LSSs that will be available in the ESS. Up to
32 LSSs can be configured in an Enterprise Storage Server, 16 for S/390 CKD
and 16 for FB for open system use. Each LSS will get a hexadecimal identifier.
An LSS is designed to have up to 256 logical devices defined to it. The LSS have
predefined mappings to the DA pairs. Figure 61 shows details of the predefined
assignments.

Figure 61. LSS to DA-Pair Assignment

4.7.2 S/390 Logical Subsystems
The ESCON protocol supports up to 16 logical control units (control unit images)
from x’0’ to x’F’. This settings are mapped directly to the LSSs IDs, which means
that LSS 00 will be the logical CU 0, LSS 01 will logical CU 1, and so on. For each
control unit image, you must specify its emulation mode. You can choose
between the following CU emulations:

• 3990-6

• 3990-3

• 3990-3 TPF

After that, each of the configured logical control units will need you to specify a
4-digit subsystem identifier (SSID). This is the usual setting done for a real 3990,
and it is required to identify the CU from the host for error reporting reasons and
also for functions like Peer-to-Peer Remote Copy (PPRC). At this step you will
need to define if the CU will support PAV also. At this time, you must assign ranks
(RAID-5, JBOD) to the S/390 LSSs you are configuring.
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4.7.3 Configuring S/390 Ranks
The S/390 Ranks can either operate in RAID-5 or as JBODs, and will have the
following setup:

• 6+P: This option will be used to leave spares in the loop. Because 16
drives are the minimum configuration, whenever configuring for RAID-5,
the first 2 arrays in the first loop will be 6+P, leaving 2 drives in the loop as
spares.

• 7+P: This is for all other arrays that may be left in the loop you are
configuring. This is done for loops that have more than 16 drives.

• JBODs: These will require only one drive to form a rank.

The S/390 RAID ranks can be configured in interleaved mode. Ranks that are
configured in interleaved mode, will have logical volumes assigned to it already
during this step. Note that the default is a non-interleaved partition. Figure 62
shows CKD LVs mapped into an interleaved partition and into a non-interleaved
partition. For an explanation of interleaved and non-interleaved partitions see
4.7.4, “S/390 Interleaved Partitions” on page 87 and 4.7.5, “S/390
Non-Interleaved Partitions” on page 88.

Figure 62. CKD Interleaved / Non-Interleaved Partition

4.7.4 S/390 Interleaved Partitions
An interleaved partition is one where a number of logical volumes of identical size
are striped across all the disks in the array. The mapping of CKD LVs into an
interleaved partition will occur in multiples of 4 logical volumes with the same
number of cylinders per volume. When you format an interleaved partition, you
specify the size of volume you require (for example 3390-3) and the array is
formatted with as many 3390-3s as can be fitted into the space in multiples of
four. At the end of each interleaved partition there is an unformatted area with a
minimum size of 5000 cylinders, plus any space that could not be filled with a
multiple of four volumes.
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The volumes are formatted from the beginning of the partition until all the CKD
logical volumes have been fitted into the partition. This method ensures that none
of the CKD LVs will have performance disadvantages related to the physical
charcteristics of the disk drives forming a rank, like long seeks to reach the data
of a logical volume, because it has been placed at the end of a disk drive.

All the volumes that are automatically defined when you specify an interleaved
partition must be the same size. However, there will be some unformatted space
at the end of the interleaved partition, and you can use this for manually
formatting more volumes of standard size, or for custom volumes. We
recommend that, wherever possible, you use interleaved partitions for ease of
management and optimum performance.

4.7.5 S/390 Non-Interleaved Partitions
Whenever you are configuring a CKD rank, the configuration process will use as
a default setting a non-interleaved partion. In a non-interleaved partition, all CKD
LVs assigned to it will be defined to the rank in the order of creation. Each logical
volume must be defined individually. Because of that, the first LV created will get
space assigned at beginning of the partion, the second one the next available
space in the partition and so on. This may cause some performance
disadvantages for LVs that are placed near the end of a partition, because it may
require longer seeks from the disk drive to reach the assigned space for a
specific LV. On the other hand, if the rank is configured in RAID-5, the data of the
LVs will be striped across several disk drives, and this reduces the problem
mentioned. Only the non-interleaved partitions will accept CKD logical volumes
as custom volumes. If you use non-interleaved partitions, you must plan how
many volumes of the required size will fit into your partition.

4.7.6 FB Logical Subsystems
When you start configuring an FB LSS, you will have also to assign at the same
time the ranks to the corresponding LSS and define, if the ranks should operate
in RAID-5 or as JBOD.

4.7.7 Configuring FB Ranks
In this step you will configure the ranks. Ranks can either operate in RAID-5 or as
JBODs, and will have the following setup:

• 6+P: This option will be used to leave spares in the loop. Because 16
drives are the minimum configuration, whenever configuring for RAID-5,
the first 2 arrays in the first loop will be 6+P, leaving 2 drives in the loop as
spares.

• 7+P: This is for all other arrays that may be left in the loop you are
configuring. This is done for loops that have more than 16 drives.

• JBOD ranks: These can be formed from a single disk drive module.
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4.7.8 Rank Capacities
Figure 63 provides details about the rank capacities in the ESS when they are
configured as RAID-5. The usable capacities on the ESS differ slightly from the
usable capacities of the VSS; this is due to the subsystem metadata that is stored
on the disk arrays. JBOD ranks have the capacity of the disk drive module.

Figure 63. Rank Capacities

DDM Capacity 6+P 7+P

4.5 GB 25 GB 29 GB
9.1 GB 52 GB 61 GB
18.2 GB 105 GB 122 GB
36 GB 210 GB 245 GB
Configuration 89



4.7.9 Assigning Logical Volumes to a Rank
Once the ranks have been set up, you can start assigning logical volumes (LV) to
the ranks. The LVs can be configured according to the following specifications:

• LVs that will be used by open systems such as UNIX, AIX, or Windows NT
can have an LV size from 0.5 GB to 224 GB (full rank size). OS/400 will
support LVs with a size that matches a 9337-580 (4.2 GB) or 9337-590
(8.6 GB). For greater flexibility and LV reassignments, OS/400 will also
support two new 9337 models, 9337-5AC (16 GB) and, 9337-5BC (32 GB).
This may be of interest for customers that decide not to use the OS/400
LVs anymore and would like to assign the LVs to a UNIX or AIX or NT
system without configuring the rank again. 16 GB or 32 GB LVs are
supported by AIX, UNIX, and NT.

• The S/390 LV sizes will match a 3390-2 (1.89 GB) or 3390-3 (2.83 GB) or
3390-9 (8.49 GB). This applies if the track format selected is 3390. The
3390-2 and 3390-3 LVs can run also in 3380 track format. This does not
mean that the 3390s defined are running in track compatibility mode. What
happens is that the S/390 systems will see a 3380 with either 2226
cylinders (3390-2) or 3339 cylinders (3390-3).

For non-interleaved rank partitions, the S/390 logical volumes may be defined as
Custom Volumes. This option will allow you to configure 3390s with a cylinder
range from 1 cylinder up to the size of a 3390-9 (10005 cylinders). An S/390
Custom Volume will allow you to break down a dataset to a single unit control
block (UCB) in the S/390 systems. The advantage of this is that the dataset will
have a dedicated UCB for it, which will result in less device contention. For more
details about Custom Volumes see 5.6, “Custom Volumes” on page 128.

Figure 64 shows the capacities available when you configure the S/390 ranks.
This may be of interest when you would like to know the amount of 3390s you can
configure for a rank. This figure shows RAID-5 ranks. Normally you do not need
to calculate these numbers, because when assigning S/390 LVs to a rank, the
configuration process will give you information about the available and remaining
capacities in the rank you are configuring.

Figure 64. CKD Rank Capacity
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4.7.10 Configuring the SCSI Host Adapters
Next, you must configure the host adapter ports information. For each SCSI port
you must define whether it will handle AS/400, RS/6000, HP, Data General, or PC
Servers. This is required to run the correct SCSI protocol on the SCSI interface.
Another important option required for the SCSI port is the SCSI host initiator IDs
used by the host adapters. Most SCSI adapters will use SCSI ID = 7 as the
default. The AS/400 adapter has a default ID = 6.

4.7.11 Configuring the ESCON Host Adapters
The ESCON ports do not need any special settings, because each configured CU
image (CKD LSSs) will be exposed to all ESCON HAs. The ESCON protocol
supports up to 16 logical control units (control unit images) from x’0’ to x’F’.
These settings are mapped directly to the LSSs IDs, which means that LSS 00
will be the logical CU 0, LSS 01 will logical CU 1, and so on.

4.7.12 Defining Logical Devices to an FB LSSs
Once the ranks have been assigned to the corresponding LSS and all host
configuration information has been defined, you will start defining the logical
devices in the LSS. Each LSS supports up to 256 LDs. For FB devices you must
set the SCSI targets and LUNs that a logical volume will have, so that it can be
addressed from an open system host. This is a unique setting in the complete
subsystem.

Once each of the logical volumes has a logical device assignment, you must map
the logical devices to the desired SCSI ports. You can map the same logical
devices to different SCSI ports. Doing this will result in shared logical volumes. If
you do that, the host applications must handle the shared device situation. These
definitions may be of interest if you wish to configure for high availability. For AIX
and Windows NT, the Data Path Optimizer (DPO) will support shared devices
from a host. For more details, see 7.6, “IBM Data Path Optimizer” on page 172.
Figure 65 shows the SCSI port assignments and mappings to an FB logical
volume.
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Figure 65. FB Storage Map

4.7.13 SCSI Target/LUN Restrictions
The ESS supports the full SCSI-3 protocol set, and because of that, it allows the
definition of up to 64 LUNs per target. Not every host operating system and host
SCSI adapter supports this. Therefore, you must consider the following:

• AS/400 accepts only 6 target and 8 LUNs ranging from 0 to 7. All LUNs on an
LSS are required to be on the same target ID.

• RS/6000 with AIX supports up to 32 LUNs per target for the ultra wide SCSI
adapters, and a maximum of 8 LUNs with the SCSI-2 fast wide differential
adapters.

• PC Servers with Windows NT 4.0 will handle only up to 8 LUNs per target.

• SUN systems with SOLARIS will allow a maximum of 8 LUNs per target.

• You must check for other systems for their specific support.
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4.7.14 Defining Logical Devices to an S/390 LSSs
The S/390 logical volumes are mapped into a logical device map in a CKD LSSs.
Figure 66 shows that the logical devices in such an LSS represent the device
address of the logical volume. It ranges from x’00’ to x’FF’. Because each LSS is
seen as a logical control unit, the S/390 systems will see it as a 3990-x with up to
256 devices.

Figure 66. CKD Storage Map

4.7.15 Configuring S/390 Base / Alias Devices
Since the ESS supports also alias addresses for Parallel Access Volumes (PAV)
(see Chapter 5.3 Parallel Access Volumes for details), you must specify two
types of logical devices.

• Base Devices, for primary addressing from the host

• Alias Devices, as an alternate UCB to a base device

At least device x’00’ must be a base device. The Enterprise Storage Server is
capable having up to 4096 (16x 256 devices) configured, which is much more
than an S/390 ESCON channel can handle (ESCON can have 1024 devices).
Because some software may not be capable of addressing 256 devices on a
3990 CU image, you can set an address range of 64, 128, or 256 devices for the
CU images you are configuring.

Whenever you set an address range, you must understand that it will be used for
both base and alias devices. The base devices are assigned from the lowest
order address in the order of creation, which means that the last used device
address will be assigned to the logical volume you are configuring. Alias devices
are assigned from the highest device address available in the boundary. Figure
66 shows a CKD Storage Map and an example of how base devices and alias are
mapped into a 64 address range boundary. During configuration of alias devices,
you must define which base device they will initially be used for.
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4.8 LSS / Ranks Configuration Example

Figure 67. LSS to Ranks Assignments

In the example in Figure 67, you can see how a final logical configuration of a
loop may look. In this case, LOOP A has the maximum possible (48) drives
installed. The loop has been configured with five RAID-5 ranks and eight JBOD
ranks. A single DA pair loop can have up to four LSSs assigned to it, two CKD
LSSs and two FB LSSs. All of these possibilities have been used here. Assuming
that this example shows the first DA pair, then the LSSs defined are:

• DA CL1 Loop A: CKD LSS 00 (CU Image 0)

• Two RAID ranks

• DA CL1 Loop A: FB LSS 01

• One RAID rank

• DA CL2 Loop A: CKD LSS 10 (CU Image 1)

• One RAID rank and four JBOD ranks

• DA CL2 Loop A: FB LSS 11

• One RAID rank and four JBOD ranks
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4.9 The ESS Specialist

Figure 68. Storage Allocation Window

Figure 68 shows the Storage Allocation window you will use to enter the logical
configuration of the ESS. You must use the buttons in the following way to enter
the logical configuration.

Fixed Block Storage To configure FB LSSs and their ranks.

S/390 Storage To configure CKD LSSs (CU Images), the CKD ranks,
and their logical volumes and devices (bases/aliases).

Modify Host Systems To add, remove, or change information on hosts that
are attached to the Enterprise Storage Server.

Configure SCSI Ports To assign FB logical devices to the corresponding
SCSI HA-Ports.

Add FB Volumes To add logical volumes to FB rank.

Modify FB Volumes To change the SCSI target and LUN for already
existing FB logical volumes.

Whenever you use these functions, additional windows may be displayed for your
further entries. For example, if you are adding volumes, you will be asked for the
size of the logical volume (for AIX, NT, UNIX logical volumes) or the emulation
mode of the logical volume (9337 for AS/400 LVs).

CKD logical volumes will be added by using the S/390 Storage function. This
function will provide you with additional entry fields for that purpose.
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4.10 ESS-Specialist Web Browser Setup

Figure 69. Web Server for ESS-Specialist

A Web browser is needed to run the ESS-Specialist. The ESS-Specialist server is
part of the control program running in the ESS clusters and can be accessed by a
Web browser.

4.10.1 ESS-Specialist Web Browser Requirements
The prerequisites needed for accessing the ESS-Specialist functions in the ESS
are minimal. You need access to the Ethernet of the ESS. Using an Ethernet
adapter simplifies the attachment to the network but you can also use a bridge if
you have Token Ring adapters. The browser needs to support Java 1.1.

The Web browsers supported by the ESS Specialist are:

• Netscape Navigator

• Windows NT, Windows 95, and Windows 98 Version 4.04 or greater

Note: Version 4.04 requires Java 1.1 fixpack; later versions may not require this
fixpack.

• Microsoft Internet Explorer

• Windows NT, Windows 95, and Windows 98 Version 4.0 or greater

Note: Version 4.0 requires Service Pack 1.

4.10.2 Enterprise Storage Server ESSNet
The ESSNet is a dedicated, private local-area network maintained by IBM that
connects up to seven ESSs. Included with ESSNet is the ESSNet Console, a PC
running Windows NT, which provides the ESS Specialist Web management
interface to your ESSs.

Users or 'Private' Network

Web-Browser for ESS-Specialist
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ESSNet is provided by the Remote Support Facility feature, which provides call
home and remote support capability for the ESS. All ESS orders require either
feature code 2715, or 2716. Feature 2715 includes a switch, modem, cables, and
connectors, along with the ESSNet items, to connect the first ESS in the
installation. The second to seventh ESSs require feature code 2716.

4.10.3 Network Provider
The Web browser can be hooked up to the user’s network or to a private network.
If it is hooked up to the user’s network, a firewall is a requirement to ensure the
highest possible security on the network. You must understand that accessing the
ESS-Specialist is necessary to enter and update the configuration of the
Enterprise Storage Server. It is designed specifically for the user, and not for IBM
maintenance or support functions. Therefore, all functions performed with the
ESS-Specialist are the user’s responsibility.

4.10.4 2105-Exx / Network Setup
If the Web server will participate in the user’s network, the user must provide the
TCP/IP addresses that the 2105-Exx clusters will have in his network. Each
cluster must have a unique TCP/IP address. The service representative will enter
that information during installation. Any cables, hubs, or other equipment that
may be required to attach the ESS clusters to the ETHERNET network must be
provided by the user.
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4.11 SCSI Host Connectivity

Figure 70. SCSI Connectivity

Figure 70 shows the different possibilities for attaching SCSI hosts to the ESS.
There are several rules you must follow to connect the SCSI hosts to an
Enterprise Storage Server.

4.11.1 SCSI Connection for Availability
For availability purposes, you can configure a logical device in the ESS as a
shared device. To do that, you must assign it to two different SCSI ports in the
ESS. This will allow you to interconnect your host to two or more separate SCSI
HA ports located on different bays. If your host operating system is AIX or
Windows NT, then you can use the IBM Data Path Optimizer (DPO) to distribute
the I/O activity through the SCSI adapters in the host and it will recover I/Os that
failed on an alternate path. This is valid for any cause of connection failures, such
as SCSI interface failures, SCSI host adapter failures, or even ESS HA port
failures. Another advantage for using DPO is the capability of having some
concurrent maintenance of the SCSI HA cards. In such a case, DPO offers
commands that will allow you to deactivate the I/Os through a specific adapter
and return it back to operation once the maintenance action has finished. For
more information about DPO, see 7.6, “IBM Data Path Optimizer” on page 172.

4.11.2 2108 SAN Data Gateway Support
Fibre Channel is supported by using the 2108 SAN Data Gateway. This
component will convert Fibre Channel protocols to SCSI protocols. If you plan to
implement FCP attachment in this way, only a maximum of 16 SCSI ports will
support the 2108.
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4.11.3 Daisy-Chaining Host SCSI Adapters

Figure 71. SCSI Daisy-Chain

As you can see from Figure 70, the ESS allows daisy-chaining of several host
adapters. You can serially attach (daisy chain) up to four RS/6000 host systems,
and up to four Windows NT-based servers. You can attach one or two HP host
systems, one Sun, one AS/400, and one Data General host system. Whenever
you need to do this, follow these rules:

• A maximum of four host initiators is recommended on a single ESS HA-SCSI
port. It is recommended to use SCSI ID 6/5/4/3 for the adapters in the hosts.
This ensures the best possible arbitration on the interface.

• The SCSI adapters will be daisy chained with Y-Cables. Both ends of the
cables must be terminated. The ESS must be at one end of the interface,
because it has internal terminators on the SCSI HA-cards.

• Avoid mixing host SCSI adapters of different types in the chain. The best
results are obtained when running the chain with the same type of adapter.

• The cables must be 2-byte differential SCSI cables and must match the
requirements for the host SCSI adapters. For more details about the
supported host SCSI adapters, see the Web site:

http://www.ibm.com/storage

• The maximum cable length from terminator to terminator cannot exceed 25
meters.

• Daisy-chaining should be avoided because it creates an overhead of SCSI
arbitration on the interface, which may result in performance degradation.

• AS/400 does not allow daisy-chaining with the adapters used to connect
external 9337 devices. This interface is not designed for that.
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4.12 ESCON Host Connectivity

Figure 72. ESCON Connectivity

Figure 72 provides an example of how an ESS can be attached through ESCON
links to different CEC and LPARs. This diagram also considers availability. For the
best availability, you should spread all ESCON HAs through all available bays. It
is recommended that you have at least eight HA ports installed (four ESCON-HA
cards) in the ESS, which will ensure the highest possible performance from the
attached systems.

4.12.1 ESCON Control Unit Images
The ESS allows you to configure up to 16 LSSs that will represent up to 16 CU
images in the Enterprise Storage Server. The CU images will handle the following
ESCON interconnections:

• Up to 256 devices (bases and aliases) per CU image

• Up to 4096 devices (bases and aliases) on 16 CU images

• Up to 128 logical paths, and up to 64 path groups for each CU image.

• Total of 2048 logical paths in the ESS.

HA HA HA HA HA HA HA HA
Common Parts Interconnect (CPI)

Cluster 1 Cluster 2

ESCD ESCD

CEC 1 CEC 2

LPAR A LPAR C LPAR DLPAR B

CU 0CU 0 CU 2 CU 4 CU 6 CU 1 CU 3 CU 5 CU 7
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4.12.2 Logical Paths Establishment

Figure 73. Establishment of Logical Paths

Figure 73 displays how logical paths are established in the ESS. An ESCON-HA
port will handle a maximum of 64 logical paths. This example shows a single port
on an ESCON-HA card and an Enterprise Storage Server with 8 CU images
(LSSs) configured.

4.12.3 Calculating Logical Paths
The example shown here refers to Figure 72 on page 100 and assumes the
following information:

• The ESS is configured for 8 CU images.

• All 4 LPARs have access to all 8 CU images

• All LPARs have 8 pathing to each CU image.

This results in the following:

4xLPARs x 8xCU images = 32 LPs

per ESCON adapter port, which does not exceed the 64 LPs / Port.

Under the same assumptions, each CU image must handle:

4xLPARs x 8xCHIPs = 32 LPs

This will not exceed the 128 LPs a single CU image can manage. These
calculations may be needed if the user is running large sysplex environments. In
such a case, it is also recommended to have many more channel paths attached
to the ESS, to spread the CU images to several different channels.

Port A

ESCON HA

Port B

CU Image 0

CU Image 2

CU Image 1

CU Image 3

CU Image 4

CU Image 6

CU Image 5

CU Image 7

64 Logical
Paths

LP's from HOST

64 Logical
Paths
Configuration 101



4.12.4 Standard Physical Configurations
You may choose to order standard physical configurations. These configurations
have been designed in such a way that they meet most customer requirements.
The advantages of these configurations, is that they will allow a quick setup and
drop in into a customer account. You will just need to know the basic
requirements of the user; then you can match those requirements to the best
option available. The standard configurations cover the following:

• Performance considerations

• Capacity considerations

• ESCON-only environments

• Fixed-Block-only environments

• Mixed environments (SCSI, ESCON)

The proposed configurations are ordered by feature code, which simplifies the
ordering procedure. For details about the feature codes required at ordering time,
refer toA.2, “Standard Physical Configurations” on page 212.

4.12.5 Standard Logical Configurations
To simplify the initial configuration of an ESS, there are some standard logical
configurations that can be applied to a partition of the total ESS capacity. The
ESS has four or eight partitions depending on the raw capacity installed. These
standard logical configuration options will configure the partition with one
standard logical volume or LUN size. The logical configuration options, which are
available for all the supported platforms, are:

• For S/390:

• 3390-3 in interleaved mode. If you have the PAV feature code installed,
one PAV alias is defined for each 3390-3.

• 3390-9 in interleaved mode. If you have the PAV feature code installed,
three aliases are defined for each 3390-9.

• For AS/400:

• 9337-590 (8.59 GB)

• For UNIX, NT or AIX:

• 4 GB LUNs

• 8 GB LUNs

• 16 GB LUNs

• Max Array Size LUN

The size of the logical device defined does not generally have an impact on
performance of the subsystem. The ESS does not serialize I/O on the basis of
logical devices.

These standard options speed the logical configuration process, and the only
setup you must do is the assigment to the HA ports, which is a quick process. The
effective capacity of each standard configuration depends on the disk array
capacity.
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Chapter 5. Performance Enhancement Features for S/390

The Enterprise Storage Server (ESS) is an excellent performing storage
subsystem. In addition to its fast Seascape components and intelligent caching
algorithms, the ESS in an S/390 environment draws some major additional
benefits from the cooperation with S/390 operating systems. This makes ESS’s
performance even more outstanding in the S/390 environment.

The Enterprise Storage Server allows OS/390 to do parallel I/Os to OS/390
volumes on an ESS. The Workload Manager in OS/390 can tune the parallelism
of I/Os and the I/O priority in a sysplex.
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5.1 Enhancements Overview

Figure 74. Performance Enhancement Functions

The new functions that ESS supports for S/390 (mainly OS/390) are:

• The ESS EX Performance Package—this consists of three performance
features:

• Multiple Allegiance
• Parallel Access Volumes (PAV), which is a chargeable feature
• I/O Priority Queueing

• Custom Volumes

• Improved Caching Algorithms

• Performance Enhanced Channel Command Words (CCWs)

ESS EX Performance Package
Multiple Allegiance
Parallel Access Volume
Priority I/O Queueing

Custom Volumes
Improved Caching algorithms
Performance enhanced CCWs

Cut down DASD response times

Currently ESS

IOSQ
PEND
DISC
CONN

OS/390 ESS
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5.1.1 Traditional MVS Behavior

Figure 75. Traditional MVS Behavior

Traditional DASD subsystems (here, we use the term DASD, Direct Access
Storage Device, instead of disk, since the term DASD is more common in the
S/390 world) have permitted only one channel program to be active to a DASD
volume at a time, in order to ensure that data being accessed by one channel
program cannot be altered by the activities of some other channel program. Also,
from a performance standpoint, it did not make sense to send more than one I/O
at a time to the storage subsystem, because the DASD hardware could process
only one I/O at a time. OS/390 systems knew that, and did not try to issue
another I/O to a DASD volume—represented in MVS by a Unit Control Block
(UCB)—while an I/O was already active for that device, as indicated by a UCB
busy flag.

Not only were the S/390 systems limited to processing only one I/O at a time, but
also, the storage subsystems accepted only one I/O at a time from different
system images to a shared DASD volume, for the same reasons mentioned
above.

Appl. A Appl. B

100

UCB 100UCB 100

UCB Busy

Appl. C

UCB 100

Device Busy

One I/O to
one volume
at one time
Performance Enhancement Features for S/390 105



5.1.2 Parallel I/O Capability

Figure 76. Parallel I/O Capability

The ESS is a modern storage subsystem with large cache sizes and disk drives
arranged in RAID 5 arrays. Cache I/O is much faster than disk I/O. No
mechanical parts are involved (actuator), and I/Os could take place in parallel,
even to the same volume. This is true for reads, and it is also possible for writes,
as long as different extents on the volume are accessed.

The IBM RAMAC storage subsystems and the ESS emulate S/390 ECKD
volumes on FBA RAID 5 disk arrays. While S/390 systems continue to work with
these logical DASD volumes, the logical tracks are spread over several physical
disks. So parallel I/O to the same shared logical volume would also be possible
for cache misses, when the I/Os have to go to disk drives involving mechanical
movement of actuators, as long as the logical tracks are on different physical
drives.

The ESS has the capability to do more than one I/O to an emulated S/390
volume. The ESS introduces the concept of Alias addresses. Instead of one UCB
per logical volume, an OS/390 host can now use several UCBs for the same
logical volume. Apart from the conventional Base UCB, Alias UCBs can be
defined and used by OS/390 to issue I/Os in parallel to the same logical volume.
The function that allows parallel I/Os to a volume from one host is called Parallel
Access Volumes (PAV).

But I/Os are not limited to coming from one host in parallel. The ESS also accepts
I/Os to a shared volume coming from different hosts in parallel. This capability is
called Multiple Allegiance.

Appl. A Appl. B

UCB 100UCB 1FF
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UCB 100
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5.1.3 OS/390 Software Support

Figure 77. OS/390 Software Support Levels

To exploit the new functions of the Enterprise Storage Server, several changes to
OS/390 had to be made. Some support is already in previous releases of OS/390
in anticipation of the ESS. You may also need to apply some PTFs to be able to
use the ESS.

Three levels of support are provided (see Figure 77):

Transparency Support

This is the lowest level of support. It is available for DFSMS/MVS
1.1 - 1.4. PTFs are required to use the ESS in such an environment.
The OS/390 host sees the ESS as up to 16 logical IBM 3990 Model 6
subsystems with up to 256 unit addresses per logical subsystem.
Note that you cannot share an I/O Definition File IODF with exploiting
systems.

Toleration Support

This support is available for DFSMS/MVS 1.1 - 1.2. With the support
PTFs applied, the host recognizes the new control unit type 2105 of the
ESS and the new device types 3390 Base and 3390 Alias.

With toleration support, however, only non-PAV UCBs are built. You can,
however, share an IODF with other exploiting systems.

Exploitation Support

OS/390 Version 2 Rel. 3—Rel. 7 systems (DFSMS/MVS 1.3 - 1.5) at
this support level recognize the ESS as a new 2105 device type and can
exploit the new capabilities of the ESS with some additional PTFs.
OS/390 Version 1 Release 3, together with DFSMS 1.3, allows you to
define PAVs in HCD and to exploit the benefits of PAV. OS/390 Version
2 Release 7 allows you to exploit the dynamic and automatic tuning of
PAVs by the Workload Manager (WLM).

Three levels of support:
Transparency Support (3990 emulation) DFSMS/MVS 1.1 - 1.4

PTFs available
Emulation of several 3990 Model 6 with up to 256 unit addresses each
NO sharing of IODF with exploiting systems

Toleration Support (3990 emulation) DFSMS/MVS 1.1 - 1.2
PTFs available
Definition of new 2105 CU and device types (Alias / Base)
Builds non-PAV UCBs
Allows sharing of IODF with exploiting systems

Exploitation Support (2105 native) DFSMS/MVS 1.3 - 1.5
SPE available at GA
Support of new CU / device types, functions and features
OS/390 Rel. 3 - Rel. 7, RMF Rel. 3 - Rel. 7
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Figure 78 shows the level of support available for the concerned software
products.

Figure 78. OS/390 Software Support

Release Exploitation
Support

Toleration
Support

Transparency
Support

DFSMS/MVS 1.1 PTFs PTFs
DFSMS/MVS 1.2 PTFs PTFs
DFSMS/MVS 1.3 PTFs PTFs
DFSMS/MVS 1.4 PTFs PTFs
DFSMS/MVS 1.5 PTFs integrated
DFSMS Optimizer PTFs
DFSORT 13 PTFs
EREP 3.5 PTFs
ICKDSF 16 PTFs
MVS/DFP 3.3.x PTFs PTFs
RMF PTFs PTFs PTFs
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5.2 Multiple Allegiance

Figure 79. Multiple Allegiance

In previous storage subsystems a device had an implicit allegiance, that is, a
relationship created in the control unit between the device and a channel path
group when an I/O operation is accepted by the device. The allegiance causes
the control unit to guarantee access (no busy status presented) to the device for
the remainder of the channel program over the set of paths associated with the
allegiance.

ESS’s concurrent operations capability supports concurrent accesses to or from
the same volume from multiple channel path groups (system images). ESSs
Multiple Allegiance allows different hosts to have concurrent implicit allegiances
provided that there is no possibility that any of the channel programs can alter
any data that another channel program might read or write.

5.2.1 Eligible I/Os for Parallel Access
The ESS distinguishes between compatible channel programs that can operate
concurrently and incompatible channel programs that have to be queued to
maintain data integrity. In any case the ESS ensures that, despite the concurrent
access to a volume, no channel program can alter data of another channel
program.

Basically, there is no software support required for the exploitation of ESS’s
Multiple Allegiance capability. The ESS storage subsystem looks at the extent
range of the channel program and whether it intends to read or to write.
Whenever possible, ESS will allow the I/Os to run in parallel. Software changes,
however, can improve the global parallelism by avoiding reserves, limiting the
extent scope to a minimum, and setting an appropriate File Mask, for example, if
no write is intended.

Concurrent access from multiple Path Groups
(system images) to a volume

Incompatible I/Os are queued in the ESS
Compatible I/O (no extent conflict)
can run in parallel
ESS guarantees data integrity
No special host software required,
however:
Host software changes can improve
global parallelism (limit extents)

Improved system throughput
Different Workloads have less
impact on each other
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5.2.2 Benefits of Multiple Allegiance
The ESS’s capability to run channel programs to the same device in parallel can
dramatically reduce IOSQ and pending times in a shared environment.
Particularly different workloads—for example, batch and online—running in
parallel on different systems, can have an unfavorable effect on each other. In
such a case, ESS’s Multiple Allegiance can drastically improve the overall
throughput. See Figure 80 for an example of a DB2 data mining application
running in parallel with normal database access.

The application running long CCW chains (Host 2) drastically slows down the
online application in the example of Figure 80 when both applications try to
access the same extents. ESS’s support for parallel I/Os lets both applications
run concurrently without affecting each other adversely.

Figure 80. Benefits of Multiple Allegiance for Different Workloads (DB2)

Host 1
(4K read hits)

Host 2
(32 record 4K
read chains)

Max ops/sec -
Isolated

767 SIOs/SEC 55.1 SIOs/sec

Max ops/sec -
100% Extent
Conflicts

59.3 SIOs/SEC 54.5 SIOs/sec

Max ops/sec -
full Multiple
Allegiance

756 SIOs/SEC 54.5 SIOs/sec
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5.3 Parallel Access Volumes

Figure 81. Parallel Access Volumes

Enterprise Storage Server’s concurrent operations capabilities also support
concurrent data transfer operations to or from the same volume from the same
system or system image. A volume accessed in this way is called a Parallel
Access Volume (PAV).

OS/390 systems queue I/O activity on a Unit Control Block (UCB) that represents
the physical device. High I/O activity, particularly to large volumes (IBM 3390
Model 9), could adversely effect performance, because the volumes were treated
as a single resource, serially reused. This could result in large IOSQ times piling
up. The operating system does not attempt to start more than one I/O operation
at a time to the device. As mentioned before, today’s storage subsystem design,
with large caches and RAID 5 arrays, makes it possible for the storage control
unit to do I/Os in parallel.

The definition and exploitation of ESS’s Parallel Access Volumes required a
substantial amount of new software support to define and manage so-called Alias
device numbers and subchannels. When a system has been upgraded to this
level of software, it can issue multiple channel programs to a volume, allowing
simultaneous access to the logical volume by multiple users or jobs. Reads can
be satisfied simultaneously, as well as writes to different domains. The domain of
an I/O consists of the specified extents to which the I/O operation applies. Writes
to the same domain still have to be serialized to maintain data integrity. Other
systems that have not been upgraded continue to access the volume
one-I/O-at-a-time for all kinds of reads or writes.

Multiple UCBs per logical volume

PAVs allow simultaneous access to logical volume by
multiple users or jobs from one system
Reads are simultaneous

Writes to different domains
are simultaneous

Writes to same domain
are serialized

Eliminates or sharply
reduces IOSQ
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ESS’s parallel I/O capability can drastically reduce or eliminate IOSQ time in the
operating system, allow for much higher I/O rates to a logical volume, and hence
increase the overall throughput of an ESS (see Figure 82). This cooperation of
IBM’s Enterprise Storage Subsystem and IBM’s system software provides
additional value to your business.

Figure 82. Parallel Access Volumes Performance
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112 IBM Enterprise Storage Server



5.3.1 PAV Base and Alias Addresses

Figure 83. Parallel Access Volumes

Enterprise Storage Subsystem’s implementation of Parallel Access Volumes
introduces two new unit address types: Base addresses and Alias addresses.
Several Aliases can be assigned to one Base address. Therefore, there are
multiple unit addresses (and hence UCBs) available per volume. OS/390 can use
all these addresses for I/Os to a logical volume.

5.3.1.1 Base Address
The Base address is the actual or conventional unit address of a volume.
There is only one Base address associated with a volume. Disk storage space is
associated with the Base address. In commands, where you deal with unit
addresses—for example, when you set up a PPRC pair—you use the Base
address.

5.3.1.2 Alias Address
An Alias address is mapped to a Base address. I/Os to an Alias address run
against the associated Base address. There is no physical space associated with
an Alias address. The StorWatch ESS Specialist allows you to define up to 255
Aliases per Base, the maximum devices (Aliases plus Bases) is 256 per LCU.
Alias addresses are visible only to the I/O Subsystem (IOS). Alias UCBs have the
same memory storage requirements as Base addresses.

PAV provides multiple concurrent data transfers
from a host system to / from a DASD volume

Multiple unit addresses (and therefore UCBs) per volume

Base address
Actual unit address of the volume
One Base address per volume
Space associated with Base
Reserve / Release only to Base address

Alias address
Maps to base address. I/O to an alias address
runs against the base
No physical space associated with Alias
Aliases are visible only to IOS

Base Alias
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5.3.2 Parallel Access Volume Tuning

Figure 84. Parallel Access Volume Tuning

Initially, Alias addresses have to be defined in the ESS and in the IODF with
HCD. The number of Base and Alias addresses of both definitions must match.
The association between PAV Base addresses and Alias addresses is
pre-defined in the ESS by use of the ES Specialist. Adding new Aliases can be
done non-disruptively. The ESS Specialist allows the definition of up to 255
Aliases per Base. The association between Base and Alias addresses is not
fixed, however. Alias addressed can be assigned to other Base addresses by the
software. One distinguishes between passive (or manual) and automatic
reassignment of PAV Aliases (see Figure 84).

5.3.2.1 PAV Alias Reassignment
PAV Base and Aliases have a predefined relationship. This does not mean,
however, that changes are not allowed; it just means there is no software that
actively tunes the use of Alias addresses. The operating system, however,
recognizes the reassignment of an Alias address by another system, as
explained below.

PAV Alias reassignment is supported by OS/390 Version 1 Release 3 and
DFSMS/MVS 1.3 with support PTFs applied.

5.3.2.2 Automatic PAV Tuning
It will not always be easy to judge which volume should have an Alias address
assigned, and how many. If your software is at the right level, however, it can
manage the Aliases for you according to your goals.

OS/390 Version 2 Release 7 with PTFs, and DFSMS/MVS 1.5 can exploit
automatic PAV tuning if you are using the Workload Manager (WLM) in Goal
Mode. The WLM can dynamically tune the assignment of Alias addresses.

The Workload Manager monitors the device performance and can dynamically
reassign Alias addresses from one Base to another if predefined goals for a
workload are not met. The WLM can instruct IOS to reassign an Alias.

PAV Alias reassignment
Association between PAV-Base and its PAV-Alias is
pre-defined but can be changed
PAV Alias reassignment is supported by OS/390 V1 Release 3
and DFSMS/MVS 1.3 with PTFs

Automatic PAV tuning
Association between PAV-Base and its PAV-Aliases is
automatically tuned
The WLM in Goal Mode manages the assignment of
alias addresses
WLM instructs IOS when to reassign an Alias
Automatic PAV tuning is supported by OS/390 V2 Release 7 with
PTFs and DFSMS/MVS 1.5
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5.3.3 Configuring PAVs

Figure 85. Definition of PAV Aliases in ESS

Before Parallel Access Volumes can be used, they first must be defined in the
ESS (see Figure 85) and in OS/390’s Hardware Configuration Definition (HCD)
program.

Both ESS’s and OS/390’s HCD definitions must match. Otherwise, you will get an
error message. You can use the new DEVSERV QPAVS command to verify the
PAV definitions (see Figure 86 on page 116). This command will show you the
unit addresses currently assigned to a Base. If the hardware and software
definitions do not match, the STATUS field will not be empty, but rather will
contain a warning such as: INV-ALIAS for an invalid Alias or NOT-BASE

if the volume is not a PAV volume.

Note that the DEVSERV command shows the Unit Number and Unit Address.
The unit number is the address, used by OS/390. This number could be different
for different hosts accessing the same logical volume. The Unit Address is an
ESS internal number used to unambiguously identify a logical volume.
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Figure 86. Verifying PAVs

When defining PAV volumes in the Enterprise Storage Subsystem, and in HCD,
you must specify a new device type. The new device types are 3390B (or 3380B)
for a PAV Base or 3390A (or 3380A) for a PAV Alias. Device support UIMs
support these new PAV device types. Furthermore, you can enable or disable the
use of dynamic PAVs. In your HCD definition, you can specify WLMPAV = YES |
NO. If you stay with the default (WLMPAV=YES), dynamic PAV management by
WLM is enabled. In a Parallel Sysplex, if dynamic PAV management is specified
for one of the systems, then it is enabled for all the systems in the sysplex, even
if they specify WLMPAV=NO.

The association of Alias addresses to a Base address in the storage control is
done using the StorWatch ESS Specialist for the ESS (see Figure 85 on page
115).

OS/390 senses the Aliases that are initially assigned to a Base during the NIP
phase. If dynamic PAVs are enabled, the WLM can reassign an Alias to another
Base by instructing IOS to do so (see Figure 87 on page 117).

DEVSERV QPAVS
DS QPAVS,D222,VOLUME

IEE459I 08.20.32 DEVSERV QPATHS 591
Host Subsystem

Configuration Configuration
-------------- --------------------
UNIT UNIT UA
NUM. UA TYPE STATUS SSID ADDR. TYPE
---- -- ---- ------ ---- ---- --------
D222 22 BASE 0102 22 BASE
D2FE FE ALIAS-D222 0102 FE ALIAS-22
D2FF FF ALIAS-D222 0102 FF ALIAS-22
*** 3 DEVICE(S) MET THE SELECTION CRITERIA
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Figure 87. Assignment of Alias Addresses

Base Alias Alias

IOS

UCB 100

Alias Base
100 110to 100 to 100 to 110

Alias
to 110

WLM

WLM can dynamically
reassign an Alias to
another Base

Assign to Base 100

1F0 1F1 1F2 1F3
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5.3.4 Workload Manager Alias Tuning Support for Dynamic PAVs

Figure 88. Dynamic PAVs in a Sysplex

OS/390’s Workload Manager in Goal mode tracks the system workload and
checks if the workloads are meeting their goals established by the installation.

WLM now also keeps track of the devices utilized by the different workloads,
accumulates this information over time, and broadcasts it to the other systems in
the same sysplex. If WLM determines that any workload is not meeting its goal
due to IOSQ time, WLM will attempt to find PAV-Alias devices that can be moved
to help this workload achieve its goal (see Figure 88).

Actually there are two mechanisms to tune the Alias assignment:

1. The first mechanism is goal based. This logic attempts to give additional
Aliases to a PAV-device that is experiencing IOS queue delays and is
impacting a service class period that is missing its goal. To give additional
Aliases to the receiver device, a donor device must be found with a less
important service class period. A bitmap is maintained with each PAV-device
that indicates the service classes using the device.

2. The second is to move Aliases to high contention PAV-devices from low
contention PAV-devices. High contention devices will be identified by having a
significant amount of IOS queue time (IOSQ). This tuning is based on
efficiency rather than directly helping a workload to meet its goal.

Because adjusting the number of Aliases for a PAV-device affects any system
using the device, a sysplex-wide view of performance data is important, and is
needed by the adjustment algorithms. Each system in the sysplex broadcasts
local performance data to the rest of the sysplex. By combining the data received
from other systems with local data, WLM can build the sysplex view.

S/390 S/390 S/390 S/390

2105 Storage Subsystem

WLM WLM WLM WLM

Dynamic PAVs Dynamic PAVs

IOSQ on 100 ? IOSQ on 100 ? IOSQ on 100 ? IOSQ on 100 ?

WLMs exchange performance information
Goals not met because of IOSQ ?
Who can donate an Alias ?

Base Alias Alias
100 to 100 to 100

Alias Base
110to 110

Alias
to 110
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Note that Aliases of an offline device will be considered unbound. WLM will use
unbound Aliases as the best donor devices. If you run with a device offline to
some systems and online to others, you should make the device ineligible for
dynamic WLM Alias management in HCD.

RMF V3R7 with enabling PTFs applied will report the number of exposures for
each device in its Monitor/DASD Activity report and in its Monitor II and Monitor III
Device reports. RMF also reports which devices had a change in the number of
exposures.
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5.3.5 Movement of a PAV-Alias

Figure 89. Reassignment of Dynamic PAV Aliases

The movement of an Alias from one Base to another must be serialized within the
sysplex. IOS will track a token for each PAV-device. This token is updated each
time an Alias change is made for a device. IOS and WLM exchange the token
information. When the WLM instructs IOS to move an Alias, WLM will also
present the token. When IOS has started a move and updated the token, all
affected systems are notified of the change through an interrupt (see Figure 89).

S/390 S/390 S/390 S/390

2105 Storage Subsystem

WLM WLM WLM WLM

Dynamic PAVs Dynamic PAVs

To reassign an Alias, a Token is used by IOS to
serialize the Alias-change across the Sysplex
Systems informed when move complete

IOS IOS IOS IOS

Here
I am

Base Alias Alias
100 to 100 to 100

Alias Base
110to 110

Alias
to 110
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5.3.6 Mixing PAV Types

Figure 90. Activation of Dynamic Alias Tuning for the WLM

Within HCD, you can enable or disable dynamic Alias PAV tuning on a
device-by-device basis. On WLM’s Service Definition ISPF panel, you can
globally (sysplex-wide) enable or disable dynamic Alias tuning by the WLM
(see Figure 90). This option can be used to stop WLM from adjusting the number
of Aliases in general, when devices are shared by systems that do not support
dynamic Alias tuning. Such systems would include OS/390 systems running in
COMPAT mode or pre-OS/390 Version 2 Release 7 systems.

If you allow Alias tuning (this is the default in WLM) for devices shared by OS/390
systems that support only static PAVs, these systems still recognize the change
of an Alias and use the new assigned Alias for I/Os to the associated Base. They
support some kind of a manual dynamic change. The WLMs on systems that
support and allow dynamic Alias tuning, however, will not see the I/O activity to
and from these non-supporting systems to the shared devices. Therefore, the
WLMs cannot take into account this hidden activity when making their
judgements. Without a global view, the WLMs could make a wrong decision.
Therefore, you should not use dynamic PAV Alias tuning for a device from one
system and static PAV for the same device on another system.

If at least one system in the sysplex specifies dynamic PAV management, it is
enabled for all the systems in the sysplex; there is no consistency checking for
this parameter. It is an installation’s responsibility to coordinate definitions
consistently across a sysplex. WLM will not attempt to enforce a consistent
setting of this option (see Figure 91 on page 122).

Coefficients/Options Notes Options Help
-------------------------------------------------------------

Service Coefficients/Service Definition Options
Command ===>_________________________________________________

Enter or change the Service Coefficients:

CPU . . . . . . . . . . . . . _______ (0.0-99.9)
IOC . . . . . . . . . . . . . _______ (0.0-99.9)
MSO . . . . . . . . . . . . . _______ (0.0000-99.9999)
SRB . . . . . . . . . . . . . _______ (0.0-99.9)

Enter or change the service definition options:

I/O priority management . . . . . . . . NO (Yes or No)
Dynamic alias tuning management. . . . . YES (Yes or No)
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Figure 91. No Mixing of PAV Types

S/390 S/390 S/390 S/390
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5.3.7 Use of a Shared IODF

Figure 92. Use of a Shared IODF

In a sysplex, it is quite common to use a shared I/O Definition File (IODF). To
exploit the new capabilities of the ESS, at least one system is at the Exploitation
support level (see 5.1.3, “OS/390 Software Support” on page 107). Other
systems sharing the IODF must be at least at Toleration support level. You cannot
share an IODF between an Exploitation system and a Transparency system. If
you plan to share the IODF, you should check if you need to upgrade your system
(see Figure 92).

5.3.8 PAV for VM/ESA Guests
VM/ESA has not implemented the exploitation of Parallel Access Volumes for
itself. However, VM/ESA 2.4.0, with an enabling APAR, allows OS/390 guests to
use PAV volumes and dynamic PAV tuning. Alias addresses must be attached to
the OS/390 guest. You need a separate ATTACH for each Alias. You should
attach the Base and its Aliases to the same guest.

A Base cannot be attached to SYSTEM if one of its Aliases is attached to that
base. This means that you cannot use PAVs for Full Pack Minidisks.

There is a new QUERY PAV command available for authorized (class B) users to
query Base and Alias addresses:

QUERY PAV rdev
QUERY PAV ALL

Response for a PAV Base:

Device 01D2 is a base Parallel Access Volume device with
the following aliases: 01E6 01EA 01D3

Response for a PAV Alias:

Device 01E7 is an alias Parallel Access Volume device
whose base device is 01A0

Systems running different levels of DFSMS/MVS
To exploit the new capabilities of the ESS, at least one system is at the
Exploitation Support level
Other systems sharing the IODF MUST be at least at Toleration
Support level

Sysplex
IODF

System A
DFSMS/MVS 1.1

System B
DFSMS/MVS 1.4

System C
DFSMS/MVS 1.5

Install
Toleration

PTFs

Install
Exploitation

PTFs

System is at
Exploitation

level

Exploit new functions
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5.3.9 PAV Priced Feature Codes
Parallel Access Volumes is a special performance enhancement feature. It is a
priced feature that must be ordered to enable this function in the ESS. It provides
additional benefits for your applications by allowing I/Os to take place in parallel.

The price and the feature code depends on the total capacity of the ESS. This
includes capacity defined as FB for open systems.

Feature Code

1800 OS/390 PAV—up to 0.5 TB

1801 OS/390 PAV—up to 1 TB

1802 OS/390 PAV—up to 2 TB

1803 OS/390 PAV—up to 4 TB

1804 OS/390 PAV—up to 8 TB

1805 OS/390 PAV—over 8 TB
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5.4 Priority I/O Queueing

Figure 93. I/O Queuing

As noted in 5.1.2, “Parallel I/O Capability” on page 106, ESS’s concurrent
operations capability allows it to execute multiple channel programs concurrently
as long as no data to be accessed by one channel program can be altered
through the actions of another channel program.

5.4.1 Queuing of Channel Programs
But even when the channel programs conflict with each other and must be
serialized to ensure data consistency, the ESS can internally queue channel
programs. This subsystem I/O queuing capability provides significant benefits:

• Compared to the traditional approach of responding with device busy status to
an attempt to start a second I/O operation on a device, I/O queuing in the
storage subsystem eliminates the overhead associated with posting status
indicators and redriving the queued channel programs.

• Race conditions in a shared environment are eliminated. Channel programs
that cannot execute in parallel are processed in the order they are queued. A
fast system cannot monopolize access to a volume also accessed from a
slower system. Each system gets a fair share.

5.4.2 Priority Queuing
I/Os from different system images can be queued in a priority order. Again it is
OS/390’s Workload Manager that can utilize this priority to favor I/Os from one
system against the others. You can activate I/O Priority Queuing in WLM’s
Service Definition settings (see Figure 90 on page 121). Obviously, the WLM has
to run in Goal mode. All Releases of OS/390 Version 2, and OS/390 Version 1,
Release 3, support I/O Priority Queuing.

Note that I/O Priority is not used by the WLM to prioritize I/O from the same
system image; instead, it is used for systems in a sysplex.

If I/Os can not run in parallel, they are queued
ESS can internally queue I/Os

Avoids overhead associated with posting "device busy"
status and redriving the channel program
Eliminates race conditions when
one system is faster than the other

Priority queuing
I/Os can be queued in a priority order
OS/390's Workload Manager sets the
I/O Priority when running in Goal Mode
I/O priority for systems in a Sysplex
Fair share for each system
Performance Enhancement Features for S/390 125



When a channel program with a higher priority comes in and is put in front of the
queue of channel programs with lower priority, the priority of the low priority
programs is also increased. This prevents high priority channel programs from
dominating lower priority ones and gives each system a fair share (see Figure
94).

Figure 94. I/O Priority Queuing
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126 IBM Enterprise Storage Server



5.5 Performance Enhanced CCW

Figure 95. Performance Enhanced CCWs

The Enterprise Storage Server supports new Channel Command Words (CCW)
that reduce the overhead associated with previous CCW chains. Basically, with
these new CCWs, you can read or write more data with fewer CCWs (see Figure
95).

For example, there is a new set of Read/Write Track Data CCWs. These CCWs
will be used by the media manager to reduce ESCON protocol for multiple record
transfer chains. Measurements on 4K records using an EXCP channel program
showed a reduction in channel overhead for the Read Track Data CCWs.

OS/390 uses these new performance enhanced CCWs. CCW chains using the
old CCWs are converted to the new CCWs whenever possible. Again, the
cooperation of IBM OS/390 software and IBM hardware provides benefits to your
application’s performance.

VM/ESA itself does not use the new CCWs. VM/ESA, however, allows a guest to
use the new CCWs.

ESS supports new Channel Command Words (CCW)
Less overhead associated with CCW chains by combining
tasks into fewer CCWs
Read more data with fewer CCWs
Better performance by cooperation of OS/390 software
and IBM ESS hardware
Read Track Data and Write Track Data CCWs

Will be used by media manager to reduce ESCON protocol for multiple
record transfer chains
Measurements on 4K records using an EXCP channel program showed a
15% reduction in channel overhead for the Read Track Data CCW
Disclosed to ISVs

New CCW used by OS/390 on ESS
VM/ESA allows guests to use it
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5.6 Custom Volumes

Figure 96. Custom Volumes

Enterprise Storage Server’s capability to do several I/O operations to a logical
volume at the same time by the Parallel Access Volume and Multiple Allegiance
function dramatically reduces or eliminates IOS queuing and pending times. But
even when you cannot benefit from these functions, for example, because you
did not order the PAV optional feature, or your system does not share the
volumes with other systems, you have another option to reduce contention to
volumes and hence reduce IOS queue time.

When configuring the ESS, you have the option to define Custom Volumes.
That is, you can define logical 3390 or 3380 type volumes which do not have the
standard number of cylinders of a model 3 or model 9, for example, but instead
have a flexible number of cylinders you can choose.

You probably want to define small volume sizes to reduce contention to the
volume. You can put high activity data sets on separate Custom Volumes. You
can give each high activity data set its own Custom Volume.

You should carefully plan the size of the Custom Volumes, and consider the
potential growth of the data sets. You can adjust the size of each Custom Volume
to the data set that you plan to put on this volume. But you might also come to the
conclusion that you just need some standard small volume sizes of, let us say,
50, 100, and 500 cylinders.

Small size 3390 or 3380 volumes
Less contention on a volume
For high activity data sets
Careful size planning

Standard size 3390-3

3390-3

Flexible size 3390 volumes

3390-3
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Chapter 6. Copy Services Functions

The Enterprise Storage Server (ESS) supports several hardware-assisted copy
functions for two purposes: mirroring for disaster recovery solutions, and copy
functions that provide an instant copy of the data. The ability to make an instant
copy is also called time zero (T0) copy.
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6.1 Enterprise Storage Server Copy Services Overview

Figure 97. ESS Copy Services

The hardware assisted copy functions of the Enterprise Storage Server (ESS) are
as follows:

• FlashCopy allows you to make a T0 copy of a volume—SCSI and S/390 hosts.

• Concurrent Copy also allows for an instant T0 copy—S/390 only. It works on a
volume or data set basis and uses cache side files in the ESS.

• Peer-to-Peer Remote Copy maintains synchronous mirror copies of volumes
on remote ESSs—SCSI and S/390 hosts.

• Extended Remote Copy maintains asynchronous mirror copies of volumes on
remote storage systems over large distances—S/390 only.

While all of the copy functions mentioned above are supported by OS/390, other
systems can use the StorWatch ESS Specialist Copy Services Web user
interface to set up FlashCopy and Peer-to-Peer Remote Copy.

FlashCopy, Peer-to-Peer Remote Copy, and Extended Remote Copy will all be
available on the ESS after General Announcement.

Peer to Peer Remote Copy

FlashCopy

Data
Mover

Extended Remote Copy

Sidefile

Data
Mover

Concurrent Copy
S/390 and Open Systems S/390
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6.2 FlashCopy

Figure 98. FlashCopy Overview

6.2.1 Function
Frequently, an installation must make copies of its data. However, normal copy
operations take quite a long time, and there is often a need to have an instant
copy of the data.

With SnapShot on the IBM RVA or Concurrent Copy on the IBM 3990 Model 6,
you can create a copy of a logical volume or a data set within a few seconds.

The FlashCopy function of the ESS provides a similar function for volume copies.
As with SnapShot, you get an instant T0 copy when you start the command. In
contrast to the SnapShot implementation, however, FlashCopy on the ESS
requires backend storage for the copy.

6.2.2 Benefits
Since making an instant copy of your data takes only a few seconds, your
applications need only be stopped for a short time period. After that, your
applications can continue. This has several benefits. Examples of when you
might want to do a FlashCopy are:

• Asynchronous Backup—Copy your data and make the backup from the copy
while your data bases can access the source

• Data Mining and Data Warehousing on the copy

• Creating test data

• Creating a temporary checkpoint copy

Function
Instant T0 copy of a volume
Copy immediately available after command issued
Similar to volume level SnapShot on the IBM RVA

Benefits
Asynchronous Backup
Test environments
Checkpoints
Business intelligence applications

Invocation
In OS/390 by DFSMSdss
StorWatch Copy Services for other platforms
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6.2.3 Invocation
FlashCopy can be started by using OS/390’s copy program DFSMSdss, or from
the Web interface of the StorWatch ESS Specialist Copy Services.

6.2.4 FlashCopy Implementation
FlashCopy is only possible between disk volumes. FlashCopy requires a target
volume to be within the same logical subsystem as the source. When you set up
the copy, a relationship is established between the source and the target volume.
Once this relationship is established, the volume copy can be accessed. See
Figure 99 for an illustration of FlashCopy.

Figure 99. Implementation of FlashCopy

Once the relationship between source and target volumes is established, a
background task copies the tracks from the source to the target. If you are setting
up FlashCopy from the StorWatch ESS Specialist, you can suppress this
background copy task using the NOCOPY option. This may be useful if you need
the copy only for a short time.

A source volume and the target can be involved in only one FlashCopy
relationship at a time. The relationship ends when the physical background copy
task has completed. If you had started FlashCopy from the StorWatch ESS
Specialist with the NOCOPY option, you must withdraw the pair (a function you
can select) to end the relationship and delete the target.

At the time when FlashCopy is started, the target volume is empty in some sense.
The background copy task copies data from the source to the target. The ESS
keeps track of which data has been copied from source to target. If an
application wants to read some data from the target that has not yet been copied
to the target, the data is read from the source; otherwise, the read can be
satisfied from the target volume.

FlashCopy provides a T0 copy

Copy data command issued

T
im

e

Copy immediately available

Read and write to both source and
copy possible

Write Read

When copy is complete,
relationship between
source and target ends
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Before you can update a track on the source that has not yet been copied, the
track is copied to the target volume. The following reads to this track on the target
volume will be satisfied from the target volume. After some time, all tracks will
have been copied to the target volume, and the FlashCopy relationship will end.

6.2.5 FlashCopy Invocation in OS/390
FlashCopy in OS/390 is invoked by the use of DFSMSdss. There is no special
parameter to request FlashCopy. Whenever you use DFSMSdss to set up a full
volume copy with the COPY command, and source and target are within the
same logical subsystem on an ESS, DFSMSdss will automatically call FlashCopy
(see Figure 100). The copy job will complete after a few seconds when the
FlashCopy relationship has been established.

You will not be informed when the physical copy has completed. When another
FlashCopy is started while the source still is in a FlashCopy relationship with
another volume, DFSMSdss will do a normal copy of the volume.

You can make an identical copy of the source volume, including the label, by
specifying COPYVOLID for the COPY command. In this case you will have two
volumes with the same label. The target volume will go offline. You can set it
online to another system and access it from there.

Without COPYVOLID, the target label and VTOC name will be retained.

Figure 100. Volume FlashCopy Example

FlashCopy can be combined with other hardware-assisted copy functions. For
example, you could make a FlashCopy copy of a PPRC secondary volume. For a
table of valid combinations, check Figure 119 on page 155.

DFSMSdss COPY FULL Invokes FlashCopy

//COPYFULL JOB .....
//*
//INSTIMG EXEC PGM=ADRDSSU
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=V,OUTLIM=3000
//SYSIN DD *
COPY FULL INDYNAM ((SORCEV)) OUTDYNAM ((TRGVOL)) COPYVOLID

/*
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6.2.6 FlashCopy for Open Systems

Figure 101. StorWatch ESS Specialist Copy Services

FlashCopy can be used for all systems that can have volumes or LUNs on an
ESS. To set up FlashCopy for such an environment use the Web interface of the
StorWatch ESS Specialist. You will find a button on the left side marked Copy
Services (see Figure 101).

Since open systems often cache write data in processor storage you should first
force the system to write out the updates to the ESS before you start the
FlashCopy copy process.

After you have selected Copy Services you must identify the source and the
target volumes by a left click on the source and a right click on the target.

The ESS Specialist shows the volumes (LUNs) by their ESS internal serial
numbers. You must first determine the serial number of the volume you intend to
copy (source and target) to identify the volume on the ESS Specialist.

Next you select the task that you want to perform on the volume pair. In this case
it is FlashCopy. You have the option to suppress the background copy task. This
can be useful if you need the copy only for a short time. Another option lets you
remove (WITHDRAW) the relationship between source and target. You only need
this if you had specified the NOCOPY option, otherwise the relationship will
automatically end when the physical copy has completed.

If you click on a volume, a details section shows if the device is in a FlashCopy
relationship with another device.

Note that since FlashCopy is possible only between volumes within the same
logical subsystem, you cannot set up a FlashCopy copy between an open
systems FBA volume and a CKD S/390 volume.
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6.2.7 FlashCopy and PVIDs in AIX
FlashCopy, when set up by the StorWatch ESS Specialist, creates an identical
copy of the source volume. Some operating systems like AIX mark a physical
volume with a unique Physical Volume ID (PVID). When you copy a volume with
FlashCopy, the target volume will have the same PVID as the source volume. To
use this volume within the same AIX system, you must change the PVID. You can
do this with the chdev command:

chdev -l disk -a pv=clear
chdev -l disk -a pv=yes

Then you can use the normal commands to bring the volume online, mount it, and
so on. This command changes the PVID on disk and in the ODM, it does not
change the PVID in the VGDA; so if you are using logical volume manager (LVM),
you cannot use this procedure.

6.2.8 FlashCopy Priced Feature Codes
FlashCopy is a priced feature that must be ordered to enable the function on the
ESS.

The price and the feature code depends on the total capacity of the ESS.

Feature Code

1830 FlashCopy—up to 0.5 TB

1831 FlashCopy—up to 1 TB

1832 FlashCopy—up to 2 TB

1833 FlashCopy—up to 4 TB

1834 FlashCopy—up to 8 TB

1835 FlashCopy—over 8 TB
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6.3 Concurrent Copy

Figure 102. Concurrent Copy

Concurrent Copy is a copy function for the OS/390 operating system. Similar to
FlashCopy, it creates a T0 copy of the source. Concurrent Copy, however, can act
not only on a full volume, but also on data sets. The target is not restricted to
DASD volumes; the target can be a tape cartridge or a DASD volume on another
physical controller.

The System Data Mover (SDM), an OS/390 DFSMS/MVS component, reads the
data from the source (volume or data set) and copies it to the target.

6.3.1 Concurrent Copy Process
For the copy process, we must distinguish between the logical completion of the
copy and the physical completion. The copy process is logically complete when
the System Data Mover has figured out what to copy. This is a very short process.
After the logical completion, updates to the source are allowed while the System
Data Mover, in cooperation with the Enterprise Storage Server, ensures that the
copy reflects the state of the data when the Concurrent Copy command was
issued. When an update to the source is to be performed and this data has not
yet been copied to the target, the original data is first copied to a sidefile in cache
before the source is updated, as shown in Figure 102.

6.3.2 Concurrent Copy on the Enterprise Storage Server
Concurrent Copy on the ESS works the same way as on the IBM 3990 Model 6.
Concurrent Copy is initiated using the CONCURRENT keyword in DFSMSdss or
in applications that internally call DFSMSdss as the copy program, for example,
DB2’s COPY utility.

As on the IBM 3990, the System Data Mover establishes a Session with the
storage control unit. There can be up to 64 sessions active at a time (including
sessions for Extended Remote Copy XRC).

T0 copy/dump of a volume or data set
OS/390 function
Backups of data at time T0
while source can be modified

Concurrent Copy on the ESS works
the same way as on the IBM 3990-6

DFSMS/MVS Data Mover is used
to move the data
Sidefile in cache is used for the updates
Up to 64 Concurrent Copy sessions
(plus XRC sessions) at a time

Data
Mover

Sidefile
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If you used Concurrent Copy on an IBM 3990 or Virtual Concurrent Copy on an
IBM RVA T82, no changes are required when migrating to an ESS.

6.3.3 Concurrent Copy and FlashCopy
If DFSMSdss is instructed to do a Concurrent Copy by specifying the
CONCURRENT keyword, and the copy is for a full volume with the target within
the same logical storage subsystem, DFSMSdss will choose the fastest copy
process and start a FlashCopy copy process instead of Concurrent Copy.
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6.4 Peer-to-Peer Remote Copy

Figure 103. Peer-to-Peer Remote Copy Concept

Peer-to-Peer Remote Copy (PPRC) is a hardware-assisted remote copy or
mirroring solution that can preserve data integrity even in a rolling disaster.
PPRC, when properly set up, allows a rapid disaster recovery. PPRC is a
synchronous mirroring solution. This means that an I/O has not completed until it
was acknowledged from the remote site.

6.4.1 PPRC Concept
PPRC is set up on a volume or LUN basis. Two or more ESSs are connected by
ESCON links (fiber optic links using the S/390 ESCON protocol). Updates to a
PPRC volume on the local or primary site (primary volume) go first into cache and
non-volatile storage in the primary storage control (see (1) in Figure 103). The
updates are then sent over the ESCON links to the remote or secondary storage
control (2). When the data is in cache and NVS on the secondary site, the receipt
of the data is acknowledged (3) and the primary storage control signals the
application the completion of the I/O by a Device End status.

6.4.2 Interfaces
PPRC has been available for several years on the IBM 3990 Model 6, and more
recently, on IBM RVA storage subsystems for S/390 operating systems by use of
the TSO/E or ICKDSF command interface. OS/390 functions like PPRC Dynamic
Address Switching (P/DAS) and Geographically Dispersed Parallel Sysplex
(GDPS) are supported on the ESS in the same way as on previous control unit
implementations.

For other open systems operating systems like UNIX and Windows NT systems,
for example, PPRC can now be set up and managed using the Web browser
interface of the IBM StorWatch ESS Specialist Copy Services.

Concept
Synchronous copy, mirroring (RAID 1) to another ESS
Disaster recovery solution
Established on a volume level
Direct connections between ESS systems using ESCON links

Interfaces
TSO/E for OS/390 systems (and ICKDSF for S/390)
ESS Specialist Web interface for S/390, Unix, and Windows NT

S/390 UNIX

SSS

1 4

3

2
ESCON
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6.4.3 PPRC Implementation on the Enterprise Storage Server
As with other PPRC implementations, you can establish PPRC pairs only
between storage control units of the same type, which means that you can
connect an ESS with another ESS only. ESCON links between ESS subsystems
are required. If you have only SCSI hosts, you must order ESCON adapters, too.

6.4.3.1 ESCON Links
There have been a lot of enhancements to the way two ESS control units
communicate over ESCON links compared to the PPRC implementation on an
IBM 3990 Model 6. The ESCON protocol is streamlined, less handshaking is
done, and larger ESCON frames are transmitted between two ESSs. These
enhancements now allow an extended distance between two ESSs of up to 103
km, when using multi-mode to mono-mode ESCON converters and amplifiers like
the IBM 9036, IBM MuxMaster, or ESCON Directors (ESCON switches).

Up to eight ESCON links are supported between two ESS storage subsystems.
The local storage control is usually called primary storage control if it contains at
least one PPRC source volume, while the remote storage control is called
secondary storage control if it contains at least one PPRC target volume. A
storage control can act as primary and secondary at the same time if it has PPRC
source and target volumes. This mode of operation is called bi-directional PPRC.

A primary ESS can be connected to up to four secondary ESS storage
subsystems (see Figure 104).

Figure 104. PPRC Configuration Options with IBM Enterprise Storage Server

A secondary ESS can be connected to as many primary ESSs, as ESCON links
are available.

If the StorWatch ESS Specialist Copy Services Web browser interface is used to
manage PPRC, Ethernet connections are required between the ESS subsystems
(see Figure 105 on page 140).

Up to 8 ESCON links
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Primary storage
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Figure 105. PPRC for Open Systems

PPRC links are uni-directional. This means, a physical ESCON link can be used
to transmit data from the primary storage control to the secondary. If you want to
set up a bi-directional PPRC configuration with source and target volumes on
each ESS, you need ESCON PPRC links in each direction (see Figure 106). The
number of links depends on the write activity to the primary volumes

.

Figure 106. PPRC Links

Similar to the PPRC implementation on an IBM RVA, primary PPRC ESCON
ports are dedicated for PPRC use. A PPRC port operates in control unit mode
when it is talking to a host. In this mode, an ESCON port can also receive data
from a primary control unit when the ESS port is connected to an ESCON
director. So, the ESCON port on the secondary control unit does not need to be
dedicated for PPRC use.

An ESCON port is operating in channel mode when it is used on the primary
control unit for PPRC I/O to the secondary control unit.

The switching between control unit mode and channel mode is dynamic. There
are two ESCON ports on an ESCON adapter card. Each port on the adapter can
be loaded with different code and hence operate in control unit or channel mode.

If there is any logical path defined for an ESCON port to an S/390 host, you
cannot switch this port to channel mode for PPRC to use as primary port. You
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must first configure all logical paths from S/390 hosts to that port offline. Now you
can define a PPRC logical path over this ESCON port from the primary to the
secondary ESS. When you establish the logical path, the port will automatically
switch to channel mode.

6.4.3.2 PPRC Logical Paths
Before PPRC pairs can be established, logical paths must be defined between
the logical control unit images. The ESS supports up to 16 logical CKD control
unit images and up to 16 SCSI controller images. You establish logical paths
between control unit images of the same type over physical ESCON links (see
Figure 107).

Figure 107. PPRC Logical Paths

An ESCON adapter supports up to 64 logical paths per port.

When all logical PPRC paths of a physical link are removed, the primary PPRC
port can be used for host communication again. The port switches back to control
unit mode.

6.4.3.3 Setup of PPRC Pairs
In S/390 operating systems, PPRC paths and pairs are set up using TSO/E or
ICKDSF commands (see Advanced Copy Services, SC35-0355). These
commands require that you specify the serial number and the logical subsystem
number of the primary and secondary control unit. You can use the StorWatch
ESS Specialist or the OS/390 DEVSERV QDASD command to get the serial
numbers. You must use the last five digits of the serial number. This is the same
as for the IBM 3990 Model 6, while for an IBM RVA, you had to specify a 7-digit
serial number.

The cache and NVS is required for PPRC operation, so it must not be
deactivated. (On an IBM RVA this was not a requirement).

When you set up a PPRC pair, you can specify what the system should do in case
it cannot copy updates for a primary volume to the remote site. You can specify
CRIT = YES or NO, as follows:
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CRIT = YES
If you select the CRIT=YES option for a volume, any further writes to that volume
are prohibited when a certain type of error occurs. This is useful particularly in a
rolling disaster, when components fail at different times. It guarantees that source
and target contain the same data, which makes recovery easier.

There is an option that can be set by the CE in the VPD of the ESS which
determines how this CRIT=YES setting will behave in an error situation.

• CRIT=YES Paths version:

• Suspend the pair and do not accept any further writes if the control units
can no longer communicate.

• Suspend the pair and accept further writes if the control units still can
communicate with each other. The reason for not being able to copy the
data to the remote volume is probably only a device problem on the
secondary site and not a disaster. Therefore we continue with write
operations to the primary volume. The ESS records which cylinders have
changed. After investigation of the problem and after it has been solved,
you can resynchronize source and target volume again.

• CRIT=YES Heavy version:

• Suspend the pair and do not accept any further writes to the primary
volume if data cannot be sent to the secondary volume

This implementation of CRIT=YES is similar to the implementation on the IBM
3990 Model 6. The IBM RVA had only the Paths version of CRIT=YES.

CRIT = NO
The setting of the CRIT=NO option instructs the storage control to continue to
allow write I/Os to a primary volume even when the updates cannot be delivered
to the other side. This option ensures that your applications continue to run, even
if something goes wrong on the other side.

When applications are performing dependent writes to PPRC volume pairs
established with the CRIT=NO option, it could happen that, in a disaster, some
volumes get suspended while other PPRC pairs are still active. Since you allowed
updates to continue on the primary site, the secondary volumes might not be in a
consistent state. Data integrity is not guaranteed in this case.

To suspend all PPRC pairs within a group, consistency groups can be defined for
all the devices on an LSS or an entire subsystem. When an error occurs and one
volume in this group gets suspended, all volumes in that consistency group are
suspended. This allows for updates to primary volumes to continue and does not
stop your applications if a disaster takes place at the secondary site and it
preserves the integrity of your data at the secondary site.

CRIT=NO is the recommended value for implementation with GDPS automation.
The CGROUP FREEZE/RUN technology ensures data integrity and data
consistency.
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Pacing
When a PPRC pair is initially established and the ESS is copying the tracks from
the source to the target, it favors host I/O to allow you to set up the pairs during
normal production hours. We still recommend that you set up the pairs during
periods of lower activity.

6.4.4 PPRC for Open Systems
The StorWatch ESS Specialist Copy Services Web browser interface (see Figure
108) provides a means to set up PPRC and manage it for any environment. This
allows the use of PPRC for open systems environments (as well as OS/390, if
you prefer this interface). In a pure SCSI host environment, you must order
ESCON adapters to set up PPRC.

Figure 108. IBM StorWatch Copy Services
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6.4.5 Client / Server
For the use of the StorWatch ESS Specialist, one ESS has to be defined as a
server. The server can be any ESS, a primary secondary control unit, a
secondary control unit, or a control unit without any PPRC volumes. The server
ESS, however, needs Ethernet connections to each client ESS (see Figure 109).
For the server ESS, you can specify a backup server. To define the server ESS,
you must specify its TCP/IP address in one of the configuration screens of the
ESS Specialist for each client ESS. You can also specify the backup server there.
It is probably a good idea to have the server ESS on the remote site and a
backup at the primary site.

Figure 109. Copy Services Server and Clients

Client and server communication
All ESS's involved in PPRC must have an Ethernet connection
to the server and its backup
Not required if PPRC is managed by TSO commands

Copy
Services
Server

BackupBrowser

Copy Services Clients

Ethernet
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6.4.6 ESS Specialist Copy Services Functions for PPRC
The tasks you can perform with the StorWatch ESS Specialist Copy Services
functions are shown in Figure 110:

• Establish PPRC logical paths

• Establish PPRC pairs

• Suspend PPRC pairs

• Terminate PPRC pairs

• Remove PPRC paths

Figure 110. PPRC Operation

6.4.6.1 Establishment of Paths and Pairs
The normal order would be to establish logical paths between logical control units
or logical controllers and then establish the PPRC pairs. The ESS Specialist,
however, is smart enough to establish all possible paths for you between the
affected logical control units when you establish a PPRC pair.

6.4.6.2 Recover Secondary Volumes
If you are used to S/390 PPRC terms and commands, you will miss the
CRECOVER function. A secondary PPRC volume is protected by the storage
control unit. It cannot be set online to a S/390 host until you freed up the volume
with the CRECOVER command which reset the volume status to Simplex.

Using the ESS Specialist Copy Services, you can start the Terminate task for a
primary volume. In this case the primary volume or LUN is reset to Simplex mode,
and if there is a communication possible with the secondary control unit, the
secondary volume (LUN) will also be reset to Simplex mode.

But you can also address the secondary volume or LUN with the Terminate task.
This will reset the secondary volume to Simplex mode, at the same time leaving
the primary in suspended state, and hence does the same as S/390’s
CRECOVER command.

6.4.6.3 Suspending and Resuming Pairs
When you suspend a pair, the primary control unit maintains a bitmap in NVS with
a flag bit for each track that was changed on the primary volume. This allows for
a later resynchronization of the volume pair. Only cylinders flagged in the bitmap
table will be copied to the remote site.

Establish PPRC logical paths
Establish PPRC pairs
Suspend PPRC pairs
Terminate PPRC pairs

Terminate addressed to a primary resets both volumes to
simplex mode
Terminate addressed to secondary resets secondary volume to
simplex (compare to TSO/E CRECOVER command) and
suspends primary

Remove PPRC paths
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6.4.7 Setting up PPRC Pairs with the ESS Specialist Copy Services
Each ESS is self-aware of its volumes and its connectivity. The Server collects all
this information. The whole storage network topology is automatically detected by
the PPRC Server, including ESCON switches (Directors) and ESCON paths
between the ESSs (see Figure 111). The PPRC Server has a global view of the
configuration and can present each resource as an icon on the Web browser
interface. No manual entries of serial numbers, such as with the TSO/E
commands, are required.

Figure 111. PPRC Configuration Example

FA111111

FA222222

FA333333 FS1635

FS7890

Browser

Storage Network

Ethernet

ServerESCONESCON

ESCON

ESCON
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6.4.7.1 Operation Scope
You can operate on different resources, paths, volumes, or a whole logical control
unit (see Figure 112). For example, if you plan to copy all of your volumes of a
logical storage subsystem, you can operate on the control unit level. In this case,
however, you should have set up the primary and secondary logical control units
the same way; particularly, the volume sizes and numbers of Custom Volumes
should match.

Figure 112. Copy Services Functions Overview

There is a Task button on the Copy Services panel that allows you to define tasks
for later re-use. You could define a Paths task, for example, to set up paths
between control units, and you could define other tasks that establish PPRC pairs
for certain volume groups (see Figure 115 on page 150).

Operate on volumes
Operate on groups of volumes
Operate on paths
Manage tasks
View log, identify server

Return to ESS Specialist
Copy Services Functions 147



6.4.7.2 PPRC Source and Target Selection
Depending on the scope you choose, the browser shows icons for the available
resources. The scope can be, for example, a physical ESS with its logical
subsystems, a physical ESS with all volumes, or a subset of volumes. There is a
Filter function that lets you select the resources you want to act on. You could, for
example, select all CKD volumes. The scope could also be a logical subsystem
(logical control unit) with its associated volumes (or paths in the Paths panel).
Figure 113 shows a volume view for a logical subsystem. The volumes are
labeled with the ESS internal serial numbers.

Figure 113. Selecting Volumes

The labeling is TTTT:SSSSS:NN, where TTTT is the device type, for example,
3390 for a CKD volume; SSSSS is the serial number; and NN is the logical
subsystem number. If the scope you selected was not a volume view, these
numbers could be the device type of a switch (9032, for example) and its serial
number, or a control unit type.

You must use host commands to relate the ESS internal serial numbers to the
host volume that you want to act on. In OS/390, for example, you can use the
DEVSERV QDASD command to find out the relationship between the VOLSER
used in OS/390 and the ESS’s internal serial number for that volume.

To select a source volume, just do a left click with your mouse on the volume that
is to become a PPRC source volume (primary). Next you select within the panel
another logical subsystem on a remote ESS. To select the PPRC target, do a
right click with your mouse on that volume, followed by another right click to
finally define the pair.
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6.4.7.3 Setting up Paths
We already mentioned that paths can be automatically established for you when
a PPRC pair is started. You might prefer, however, to do it by yourself. This gives
you better control over which paths will actually be used. This can be done by
selecting the Paths button (see Figure 114).

Figure 114. Setting up Paths

First, you must choose which source ESS logical subsystem you want to act
upon. The browser shows all available ESCON ports with connected switches
and converters or amplifiers, if applicable, that can be used for PPRC (ports that
do not have any logical paths to S/390 hosts active).

Select the port or ports you want to use. Next, select the target ESS, and one or
more logical target subsystems. The ESS Specialist Copy Services will then
establish the PPRC paths for you.
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6.4.7.4 Defining Tasks
The actions you have performed to establish PPRC paths or PPRC pairs are
tasks. These tasks can be executed just one time, or you can save them and give
each task a name to run them at a later time (see Figure 115).

Figure 115. Defining Tasks

You should define tasks for all actions needed to define PPRC pairs and for a
recovery of your volumes after a disaster.

6.4.8 PPRC Priced Feature Codes
PPRC is a priced feature that must be ordered to enable the function on the ESS.
You need the feature for both the primary and secondary ESS.

The price and the feature code depends on the total capacity of the ESS.

Feature Code

1820 PPRC—up to 0.5 TB

1821 PPRC—up to 1 TB

1822 PPRC—up to 2 TB

1823 PPRC—up to 4 TB

1824 PPRC—up to 8 TB

1825 PPRC—above 8 TB
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6.5 Extended Remote Copy (XRC)

Figure 116. Extended Remote Copy (XRC)

Extended Remote Copy (XRC) is an asynchronous remote mirroring solution. It
requires the System Data Mover (SDM) of OS/390, and hence, works only in a
S/390 environment.

Application systems accessing the same source volumes need to have the same
time which is provided by a Sysplex-timer within the sysplex. Each write I/O gets
a time stamp.

Applications doing write I/Os to primary (source) volumes—see (1) in Figure
116—get a Device End status (write I/O complete) as soon as the data has been
secured in cache and NVS of the primary control unit (2). The System Data
Mover reads out the updates to XRC source volumes from the cache and sends it
to the secondary volume on a remote storage control.

The System Data Mover needs to have access to all primary control units with
XRC volumes the Data Mover has to handle, as well as to the target control units.
In this way, the Data Mover as the higher authority to all control units involved in
the remote mirroring process and can assure data integrity across several
primary control units. The application of I/Os in the right sequence to the target
volumes is guaranteed by the System Data Mover.

XRC was previously available on IBM 3990 Model 6 control units.

Remote mirroring of volumes
Disaster recovery solution
Asynchronous copy process
Supports large distances
XRC is supported in OS/390 only
OS/390's System Data Mover moves data from primary
storage subsystem to a remote storage subsystem

Data
Mover

1 43
2

Copy Services Functions 151



6.5.1 XRC Implementation on the Enterprise Storage Server
The implementation of XRC on the ESS is compatible with XRC’s implementation
on the IBM 3990 Model 6.

Figure 117. XRC Implementation on ESS

6.5.1.1 Support for XRC Version 2 Functions
ESS supports all these XRC Version 2 enhancements:

• Multiple System Data Mover reader support (maximum of 64 per logical
subsystem)

• Dynamic balancing of application write bandwidth with SDM read performance

• Floating utility device

• Use of 1-cylinder utility device (ESS’s Custom Volume capability)

The ESS, however, provides some enhanced support for XRC.

6.5.1.2 Unplanned Outage Support
On an IBM 3990 Model 6 XRC, pairs could be suspended only for a short time or
when the System Data Mover was still active. This was because the bitmap of
changed cylinders was maintained by the System Data Mover in the software.
This software implementation allowed a resynchronization of pairs only during a
planned outage of the System Data Mover or the secondary subsystem.

The ESS starts and maintains a bitmap of changed tracks in the hardware, in
non-volatile storage (NVS), when the connection to the System Data Mover is lost
or an XRC pair is suspended by command.

The bitmap is used in the resynchronization process when you issue the XADD
SUSPENDED command to resynchronize all suspended XRC pairs. Copying only
the changed cylinders is much faster compared to a full copy of all data. With
ESS’s XRC support, a resynchronization is now possible for a planned as well as
an unplanned outage of one of the components needed for XRC to operate.

6.5.1.3 Use of New Performance Enhanced CCWs
As already mentioned in 5.5, “Performance Enhanced CCW” on page 127, the
ESS supports new performance enhanced Channel Command Words (CCWs)
that allow a program to read or write more data with fewer CCWs and thus
reducing the overhead of previous CCW chains.

ESS's XRC implementation is compatible with
the previous implementation on IBM 3990-6
ESS supports all advanced XRC V2 functions

Multiple reader support (max 64 /LSS)
Dynamic balancing of application write bandwidth vs SDM
read performance
Floating utility device

Or use 1-cylinder utility device

Unplanned outage support
Use of new performance enhanced CCWs
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The System Data Mover of OS/390 will take advantage of these performance
enhanced CCWs for XRC operations on an ESS.

6.5.2 XRC for Data Migration
Many customers have used XRC for data migration. The control unit with the
XRC source volumes has to support XRC. There are no special requirements for
the control unit containing the XRC target volumes.

Since the ESS also supports XRC, you can do your data migration from IBM 3990
Model 6 storage to ESS using XRC.

Note that XRC on ESS is a specially priced feature (see 6.5.3, “XRC Priced
Feature Codes” on page 153). If you plan to use XRC for data migration, however,
the ESS acts as a secondary control unit. There is no restriction on using the
ESS as a secondary control unit for XRC. The special XRC feature is not required
in this case.

6.5.3 XRC Priced Feature Codes
XRC is a priced feature that must be ordered to enable the function on the ESS.

The price and the feature code depends on the total capacity of the ESS. This
includes capacity for open systems.

Feature Code

1810 OS/390 XRC—up to 0.5 TB

1811 OS/390 XRC—up to 1 TB

1812 OS/390 XRC—up to 2 TB

1813 OS/390 XRC—up to 4 TB

1814 OS/390 XRC—up to 8 TB

1815 OS/390 XRC—above 8 TB
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6.6 Dynamic Device Reconfiguration in OS/390

Figure 118. Dynamic Device Reconfiguration

OS/390 supports a function called PPRC Dynamic Address Switching (P/DAS).
With this function the primary and secondary volumes can be exchanged
dynamically using the OS/390 SWAP command. This SWAP is also called
Dynamic Device Reconfiguration. While the application continues to start I/Os to
address 100, for example (see address 100 volume on the left side), IOS will
send these I/Os (to address 100) to the volume previously known as address 120
and treated as address 100 after the SWAP.

In the previous implementation of Dynamic Device Reconfiguration, the first
address of the SWAP command had to be a PPRC primary volume and the
second address had to be the corresponding secondary volume.

On an ESS subsystem, it is no longer required that both volumes form an active
PPRC pair. You can swap any volume pair on an ESS. You could use this, for
example, to swap an XRC primary with its secondary volume pair. Since XRC
sends writes asynchronously to the target volume, you would have to quiesce
I/Os to the source and wait a few seconds until all updates to the primary volume
have reached the secondary as well.

It is your responsibility to ensure that swap volumes are identical.

DDR was used by the P/DAS SWAP function in OS/390
An active PPRC pair was required for the SWAP
function to complete
An active PPRC pair is no longer required
DDR SWAP can be used to swap XRC volumes

You have to quiesce the volume (IOACTION STOP)
Can be used to non-disruptively migrate data from an
IBM 3990-6 to an ESS

100 120

I/O to 100

SWAP 100, 120
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6.7 Combination of Copy Services

Some of ESS’s copy services can be combined with others. You can, for example
make a FlashCopy copy of a PPRC or XRC primary or secondary volume. This
provides for an easy and fast way, for example, to create test data on the remote
site or copies of the production data on the secondary site for data mining.

If the remote site is used purely as a disaster backup with no primary volumes,
the storage subsystem resources are not fully utilized. The cache, for example, is
hardly used. Therefore, it might be a good idea to run data mining applications on
the secondary site to utilize the cache for read operations.

6.7.1 Copy Services Combinations
For a list of valid Copy Services combinations, see Figure 119.

Figure 119. Copy Services Combinations

If Device is:

to become:

Flash-
Copy
Source

Flash-
Copy
Target

XRC
Source

XRC
Target

PPRC
Primary

PPRC
Secondary

Conc.
Copy
Source

XRC Source
Yes Yes No Yes Yes No Yes

XRC Target
Yes

Yes if no
updates
by XRC

Yes No Yes No Yes

PPRC
Primary Yes Yes Yes Yes No No Yes

PPRC
Secondary Yes Yes if no

updates No No No No No

Conc. Copy
Source Yes Yes Yes Yes Yes No Yes

FlashCopy
Source No No Yes Yes Yes Yes Yes

FlashCopy
Target No No No No No No No
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6.7.2 Dual Copy Not Supported
Dual Copy is a function available on previous IBM 3990 storage subsystems. It
provides a hardware RAID 1 mirroring of a source to one target.

The Dual Copy function is not available on an ESS.

The main reason for setting up a Dual Copy pair was to protect the data from
drive failures. The physical disks on an ESS will probably always be set up as a
RAID 5 array. At least, this is what we recommend, to protect your data from drive
failures. Dual Copy (or RAID 1 mirroring) is sometimes used by storage
subsystem vendors instead of RAID 5, where the storage subsystems do not
have such an efficient RAID 5 implementation as the ESS does. RAID 5 provides
the equivalent availability of data with a much smaller overhead in space used for
redundancy than RAID 1 or mirroring.

To protect your data in case of a disaster, you can set up remote mirroring with
PPRC.

If you previously used Dual Copy to create a copy of a volume, FlashCopy can be
used instead.

Dual copy was set up by OS/390 IDCAMS SETCACHE commands. These
commands do not work on an ESS. They are rejected with an error code.
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6.8 Specially Priced Copy Services Features

The following ESS Copy Services require the ordering of a specially priced
feature to enable the function on an ESS.

• FlashCopy

• PPRC

• XRC

The PPRC enabling feature is required for both primary and secondary ESS
control units.

The XRC enabling feature is required on each ESS with XRC primary volumes. If
the ESS acts as a secondary control unit only, you do not need this feature. In
this case, you can use XRC to migrate your data from an IBM 3990 Model 6
control unit to an ESS. If you use XRC for a disaster recovery protection,
however, keep in mind that without the XRC feature on the secondary control
unit, you cannot use XRC to copy your data back from the secondary to the
primary, if you intend to do so.

Check the announcement letter for details on the availability of these features.
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Chapter 7. Enterprise Storage Server Software Support

The Enterprise Storage Server (ESS) introduces some advanced new functions
for both open systems and S/390.

AIX, UNIX, Windows NT, and AS/400 systems are supported on ESS in the same
way as on the IBM Versatile Storage Server (VSS). Implementation of the new
Instant Image and PPRC functions for open systems is through the StorWatch
ESS Specialist. This is generally very straightforward, since no special software
support is required, apart from a Web browser that supports Java 1.1.

S/390 is able to exploit all of the new functions, provided the OS/390 operating
system is at the correct support level. This is discussed in 7.1, “OS/390 Support”
on page 160. Note that it is possible that some PTFs (Program Temporary Fixes)
may be needed in order to connect an ESS at all, so you must ensure that you
contact your local Support Center prior to installation.
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7.1 OS/390 Support

Figure 120. ESS Software Support Levels

As mentioned in 5.1.3, “OS/390 Software Support” on page 107, three levels of
software support are distinguished:

Transparency Support

This is the lowest level of support. It is available for DFSMS/MVS
1.1 - 1.4. PTFs are required to use the ESS in such an environment.
The OS/390 host sees the ESS as up to 16 logical IBM 3990 Model 6
with up to 256 unit addresses per logical subsystem. Note, that you
cannot share an I/O Definition File IODF with exploiting systems.

Toleration Support

This support is available for DFSMS/MVS 1.1 - 1.2. With the support
PTFs applied, the host recognizes the new control unit type 2105 of
the ESS and the new device types 3390 Base and 3390 Alias.

With toleration support, however only non-PAV UCBs are built. You
can, however, share an IODF with other exploiting systems.

Exploitation Support

OS/390 Version 2 Rel. 3 - Rel. 7 systems (DFMSM/MVS
1.3 - 1.5) at this support level recognize the ESS as a new 2105
device type and can exploit the new capabilities of the ESS.

Three levels of support:
Transparency Support (3990 emulation) DFSMS/MVS 1.1 - 1.4

PTFs available
Emulation of several 3990 Model 6 with up to 256 unit addresses each
NO sharing of IODF with exploiting systems

Toleration Support (3990 emulation) DFSMS/MVS 1.1 - 1.2
PTFs available
Definition of new 2105 CU and device types (Alias / Base)
Builds non-PAV UCBs
Allows sharing of IODF with exploiting systems

Exploitation Support (2105 native) DFSMS/MVS 1.3 - 1.5
SPE available at GA
Support of new CU / device types, functions and features
OS/390 Rel. 3 - Rel. 7, RMF Rel. 3 - Rel. 7
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7.1.1 OS/390 Support Levels
Figure 121 summarizes the support levels for OS/390 software.

Figure 121. Support Levels for OS/390 Software

7.1.2 OS/390 Related Support Issues
Several components of OS/390 software have been changed to support the ESS.

7.1.2.1 ICKDSF
The formatting of CKD volumes is performed when you set up the ESS and define
CKD volumes through the VS Specialist.

To use the volumes in OS/390 only a Minimal Init by ICKDSF is required to write a
label and VTOC index.

The following ICKDSF functions are not supported and not required on an ESS:

• ANALYZE with DRIVETEST

• INSTALL

• REVAL

• RESETICD

7.1.2.2 Access Method Services
The AMS LISTDATA command provides new Rank Counter reports. This is how
you can get some information on the activities of a RAID rank. While OS/390
performance monitoring software only provides a view of the logical volumes, this
rank information shows the activity of the physical drives.

7.1.2.3 EREP
EREP provides problem incidents reports and uses the new device type 2105
for the ESS.

7.1.2.4 Media Manager and AOM
Both components take advantage of the new performance enhanced CCW on
ESS, and they limit extent access to a minimum to increase I/O parallelism.

Product PTF Integrated
OS/390 - MVS V1R3 V2R7
OS/390 - HCD V1R3 V2R7
OS/390 - RMF V1R3 V2R7
DFSMS V1R3 V1R5
ICKDSF Rel 16 N/A
EREP 3.5.0 N/A
DFSORT Rel 13 N/A
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7.1.2.5 DFSMSdss and DASD ERP
Both of these components also make use of the performance enhanced CCWs
for their operations.
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7.2 VM/ESA Support

Figure 122. VM/ESA Support for ESS

VM/ESA supports the ESS as an IBM 3990 Model 6.

7.2.1 CP/CMS Support
No special support is required for VM/ESA’s CP and CMS to use an ESS. On the
other hand, VM/ESA does not exploit all the new functions of the ESS. There is
no native use of the new CCWs; and VM/ESA has not implemented Parallel
Access Volume support for CP/CMS use.

7.2.2 Exploitation of Enterprise Storage Server Functions
PPRC is supported in VM/ESA by the use of ICKDSF or the StorWatch ESS
Specialist. Instant Image can be maintained by use of the Web browser interface
of the ESS Specialist.

Multiple Allegiance and Priority I/O Queueing are ESS hardware functions
independent of software support. So VM/ESA can take advantage of this in a
shared environment. The priority, however, is not set by VM/ESA. So, there is no
I/O Priority queueing.

CP/CMS native support
Supported as a 3990-6
No native use of new CCWs

Exploitation of ESS Functions
Multiple Allegiance and I/O Queuing
PPRC and Concurrent Copy

FlashCopy (StorWatch ESS Specialist)

Guest Support
2105 device type not set, returns 3990-6
New features can be used by guests

VM/ESA 2.3.0 with an enabling APAR will allow guest use of new
performance CCW
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7.2.3 Guest Support

Figure 123. VM/ESA Guest Support

VM/ESA does not recognize the ESS by its new device type 2105, but sees it as
an IBM 3990 Model 6. VM/ESA 2.2.0 with PTFs applied supports the ESS as a
3990-6. However, when VM/ESA senses the control unit, the returned function
bits can be interpreted by guest systems to see what functions are supported on
this control unit.

VM/ESA 2.3.0 with enabling PTFs applied will allow guest systems to use the
new performance enhanced CCWs.

7.2.3.1 Parallel Access Volumes
Guest use of Parallel Access Volumes is supported in VM/ESA 2.4.0 with
enabling PTFs applied. PAV support has already been discussed in 5.3.8, “PAV
for VM/ESA Guests” on page 123.

7.2.3.2 FlashCopy
FlashCopy is supported for guest use (OS/390’s DFSMSdss COPY) for dedicated
(attached) volumes or for Full Pack Minidisks. FlashCopy is supported for guests
in VM/ESA 2.4.0 with an enabling PTF applied. The Web browser ESS Specialist
interface can also be used to copy any volume within the same logical
subsystem.

Parallel Access Volumes
Guest support in VM/ESA 2.4.0 plus an enabling APAR

Aliases can be ATTACHed to guests only
Separate ATTACH for each exposure

Base and aliases should be ATTACHed to same user

Base cannot be ATTACHed to SYSTEM if an alias is
ATTACHed to a guest

PAV can be used for dedicated volumes only

Query PAV command for authorized users

FlashCopy
Supported for guest use only

ATTACHed DASD
Full-pack minidisks
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7.3 VSE/ESA Support

VSE/ESA sees the ESS as an IBM 3990 Model 6. VSE/ESA provides only
Transparency support.

7.3.1 VSE/ESA Support Level
To use DASD volumes on an ESS, your VSE/ESA system must be at least at
level VSE/ESA 2.1.0. No PTFs are required, but it is always good to check this
with your IBM support center. The support level of VSE/ESA for ESS is
Transparency support only.

7.3.2 Exploitation of Enterprise Storage Server Functions
VSE/ESA does not exploit the ESS unique functions, but it supports PPRC. Both
PPRC and FlashCopy can be set up by the ESS Specialist. (You can still use
ICKDSF to manage PPRC.)

Multiple Allegiance and Priority I/O Queueing are ESS hardware functions
independent of software support. So, VSE/ESA benefits from these functions in a
shared environment. The priority, however, is not set by VSE/ESA. So, there is no
I/O Priority Queuing.
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7.4 Enterprise Storage Server Support for TPF

The inherent performance of the ESS makes it an ideal storage subsystem for a
TPF environment.

7.4.1 Control Unit Emulation Mode
To use an ESS in a TPF system, at least one logical subsystem in the ESS has to
be defined to operate in IBM 3990 Model 3 TPF control unit emulation mode. The
volumes defined in this logical subsystem can be used by TPF.

7.4.2 Multi Path Locking Facility
The ESS supports the Multi Path Locking Facility as previously available on IBM
3990 control units for TPF environments.

7.4.3 TPF Support Levels for Enterprise Storage Server Functions
The ESS is supported by TPF 4.1. Without additional PTFs applied, TPF 4.1
provides Transparency support only.

There are PTFs available for Exploitation support of TPF 4.1. With the PTFs
applied, the ESS function bits are interpreted and TFP will used the new
performance enhanced CCWs.

Multiple Allegiance was a function already available for TPF environments on
IBM 3990 systems as an RPQ. TPF benefits from ESS’s Multiple Allegiance and
I/O Queuing functions.
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7.5 Open Systems Support

Figure 124. Open Systems Support

Open systems and Windows NT support the ESS in the same way as the IBM
Versatile Storage Server (VSS).

You might need to adjust some parameters to use an ESS; the queue depth, for
example. For more information refer to the VSS manuals, such as the IBM
Versatile Storage Server, SG24-2221.

7.5.1 Supported Open Systems
The following systems are supported for use with an ESS at GA:

7.5.1.1 AIX
AIX 4.2.1 (with PTF IX62304 applied) and AIX 4.3.2 and above support the
attachment of an ESS. See Figure 125 on page 168 for a table of required
Program Temporary Fixes and the support level for HACMP configurations.

ESS is supported by the following open systems at GA:
AIX 4.2.1 and above
OS/400 V3R1 and above
HP Unix 10.20 and above
Sun Solaris 2.5.1 and above
Windows NT Server 4.0 and above
Data General DG/UX 4.2 and above
Novell Netware 4.2 and above

For an up to date list check:

http:/www.ibm.com/storage
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Figure 125. AIX Software Support for ESS

7.5.1.2 OS/400
OS/400 V3R1 and above supports the attachment of an ESS to an AS/400:

• Advanced Series 9406 300, 310, and 320
• Advanced Series 9406 500, 510, and 530
• e-Series 9406 620, 640, 650, 720, 730, 740, S20, S30, and S40

For more details about this support and for a list of PTFs see 7.7, “OS/400
Support” on page 175.

7.5.1.3 Hewlett Packard Systems
HP UNIX 10.20 and above supports the attachment of an ESS to the following HP
9000 Enterprise servers:

• D-class

• K-class Enterprise Parallel Servers

• E,G,H,I,K,T Enterprise Parallel Servers

• V-Class

IBM recommends that you install the appropriate General Release Patch Bundle
on your HP-UX operating system when you are attaching it to an ESS. Install the
Patch Bundle from Extension Software media dated April 1998 or later.

7.5.1.4 Sun Host Systems
Sun Solaris 2.5.1 and above supports the attachment of an ESS to the following
servers:

• SPARCserver models 1000 and 1000E
• SPARCcenter models 2000 and 2000E
• Ultra Enterprise 3000, 4000, 4000, 6000 and 10000
• Ultra 2 models and Ultra 30, 60, 450, 3500, 4500, 5500, and 6500.

AIX Level Program Temporary Fix

AIX 4.2.1 IX62304

AIX 4.3.2

AIX Support

AIX Level HACMP Level

AIX 4.2.1, and 4.3.1 2.2 and above
(the CRM feature requires
AIX PTF U458552)

AIX 4.3 and above 4.3 and above

HACMP Support
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You need to install the following required patches and set the system parameters
on the Sun host system, when you are attaching it to an ESS:

• Solaris 2.5.1 patch cluster dated 01/26/98 or later

• Set the maximum throttle (sd_max_throttle) to a value that you obtain from the
following formula:

256 divided by the number of drives (round to the next whole integer).
For example, the maximum throttle setting for 48 drives is 5
(256 divided by 48).

Supported Sun adapter types are:

• X1062A Sbus, SCSI Fast/Wide differential
• X1065A Sbus, Ultra SCSI
• X6541A PCI, Ultra SCSI-2, Fast/Wide differential dual channel

7.5.1.5 Windows NT
Windows NT Server 4.0 and Windows NT Server 4.0 Enterprise Edition support
the attachment of the Enterprise Storage Server. Both these versions of the
operating system require Service Pack 4 or later. Supported adapters are:

• Adaptec AHA2944UW
• Buslogic BT958D
• Mylex BT-958D
• Qlogic QLA1240D
• Symbios SYM8571D

7.5.1.6 Data General Systems
Data General DG/UX 4.2 and above supports the attachment of the Enterprise
Storage Server to AViiON 4900 and 5000. Supported adapters are:

• Adaptec AHA-2944UW
• Adaptec AHA-4944W

The list of supported systems will change. For an up-to-date list, check:

http:/www.ibm.com/storage

You might also have to apply PTFs to your system. Get in contact with your
support center before installing an ESS.

7.5.1.7 Novell Netware
Novell Netware 4.2 and 5.0 support attachment of an ESS on the following
adapters:

• Adaptec AHA-2944UW
• Symbios SYM8751D

7.5.2 Additional Open Systems Support
Following General Announcement, support will also be available for the Compaq
AlphaServer 2100, 4100 and 8400, which will support the attachment of an ESS
on the KZPBA-CB adapter at the following levels of software:

• OpenVMS - 7.2
• Tru64 UNIX - 4.0D, and 4.0E
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7.5.3 Enterprise Storage Server Functions for Open Systems

Figure 126. ESS Functions for Open Systems

The main advantage of ESS in an open systems environment are ESS’s excellent
performance, its reliability, and its serviceability. In addition, the ESS provides
some new functions for the Open System environment.

7.5.3.1 Data Sharing
ESS’s capability to share logical volumes (logical disks) between like systems
allows concurrent access to databases by different hosts. The database software,
however, must have some locking mechanism to guarantee data integrity. Oracle
Parallel Edition for example supports data sharing.

7.5.3.2 Peer-to-Peer Remote Copy
With ESS’s Peer-to-Peer Remote Copy function, open systems customers can
now realize a disaster recovery solution that can maintain data integrity even in a
rolling disaster, when components fail at different times.

This protects your precious enterprise data and lets you be back in business very
soon after a disaster.

PPRC is administered from the Web browser interface of IBM’s StorWatch ESS
Specialist. No software support is required, except that you need a Web browser
that supports Java 1.1.

7.5.3.3 FlashCopy
Whenever you need to get a copy of your data immediately, ESS provides the
solution for that. FlashCopy provides an instant T0 copy of a logical disk. If you
use logical volumes in UNIX spread over several logical disks, you will have to
make a FlashCopy of all the affected logical disks. Therefore, if you plan to use
this function, it is a good idea to have a logical volume on just one logical disk.

Data Sharing
Access to the same data from like systems
Host software must manage data integrity

Peer-to-Peer Remote Copy
Disaster recovery solution

FlashCopy
Immediate copy available for backup, data mining and other use

Peer-to-Peer
Remote Copy

FlashCopy

Data Sharing
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Since UNIX systems often cache write data in processor storage before writing it
to disk, you should first force the system to flush the buffers and write the updates
to disk before you start FlashCopy. This may also require you to stop your
applications.

PPRC is administered from the Web browser interface of IBM’s StorWatch ESS
Specialist. No software support is required, except that you need a Web browser
that supports Java 1.1.
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7.6 IBM Data Path Optimizer

Figure 127. IBM Data Paths Optimizer

The IBM Data Path Optimizer (DPO) is a separate product that provides high
availability and load balancing for IBM Versatile Storage Server (VSS) customers
as well as for the ESS in AIX and Windows NT Server environments today, and
will support additional UNIX platforms in the near future.

The product numbers are:

• DPO for Windows NT (5639-F97)

• DPO for AIX (5648-B58)

7.6.1 More than One Path from a Host
DPO supports more than one path from the host to the shared LUNs. A single
LUN can appear as 2 to 16 LUNs (see Figure 127).

7.6.2 High Availability Using Automatic I/O Path Failover
IBM Data Paths Optimizer enhances data availability. If a failure occurs in the
data path between the System Server and the ESS, IBM DPO automatically
switches the I/O to another path. DPO will also move the "failed" path back online
after a repair is made.

7.6.3 I/O Load Distribution
DPO takes advantage of multiple active paths, distributing the I/O workload. This
avoids bottlenecks that could occur when too many I/O operations are directed to
a common device using the same I/O path.

Optional product to enhance data availability
More than one path from the host
to shared LUNs

A single LUN can appear
as 2 to 16 LUNs

Provided host path failover
Enhances data availability
Load distribution across paths
Support for

AIX operating systems
Windows NT 4.0 systems

Not supported for shared LUNs

Storage
Subsystem

Host

Device Driver

Data Path Optimizer

SCSI
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7.6.4 Supported Systems
Data Path Optimizer Release 1.0 supports Windows NT and UNIX operating
systems:

• AIX 4.2.1 with PTF IX62304 and AIX 4.3.2

• Microsoft Windows NT 4.0 Server with Service Pack 3 or 4

AIX is the first UNIX platform supported, with additional UNIX platforms to be
added in the near future.

DPO Release 1.0 cannot be run in an environment where more than one host is
attached to the same LUN on an ESS (multi-host environment). This restriction
includes clustered hosts such as RS/6000 servers running HACMP, and Windows
NT High Availability Clusters.

7.6.4.1 Windows NT
DPO for Windows NT is installed using the Install Shield. It is self configuring.
The Data Path Optimizer operates as a filter device. Other paths to the drive
appear offline, but they are used in a round robin fashion.

7.6.4.2 AIX
The installation of the Data Path Optimizer is done using SMIT. Configuration can
be done also with SMIT or by a re-boot.

Conversion scripts replace hdisk devices by vpath devices for volume groups.
Affected file systems must be unmounted.

The hdisk devices are still online, but to use the DPO functions, the vpath devices
must be used.

datapath Commands
For AIX a command line path recovery command is provided. It allows you to
query devices and adapters. With the datapath command, you can vary paths
online or offline.

datapath query adapter/device [n]
datapath set adapter <n> online|offline
datapath set device <n> path <m> online|offline

7.6.5 Shared LUNs Not Supported
The IBM Data Path Optimizer currently does not support more than one host to
be connected to a LUN. Therefore, shared LUNs or devices are not supported.

7.6.6 Special Functions
In addition to DPO’s host path failover function and host path I/O load distribution,
the IBM Data Paths Optimizer has some other valuable functions:

7.6.6.1 Trace Function
In an environment with more than one path to a drive, errors could come from just
one path, while other paths are working fine, or there could be an intermittent
error on one path. This would make error analysis a difficult task. DPO supports
driver traces for fast problem resolutions.
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7.6.6.2 Windows NT Partition Alignment
When a Windows NT partition is not aligned to a 32K boundary for some reason,
the Windows NT performance suffers. DPO for Windows NT comes with a device
drivers that causes the alignment of Windows NT partitions on a 32K boundary.

For SCSI adapters that attach boot devices, ensure that the BIOS for the adapter
is enabled. For all other adapters that attach non-boot devices, ensure that the
BIOS for the adapter is disabled. Note that when the adapter shares the SCSI
bus with other adapters, BIOS must be disabled.
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7.7 OS/400 Support

The ESS is supported in an OS/400 environment as an external disk. ESS
emulates 9337-580, -590, -5AC, and 5BC devices with capacities of 4.2, 8.6, 16,
and 32 GB, respectively. The models 5AC and 5BC are new. To use these 16 GB
respective 32 GB drives, you have to apply PTFs to your OS/400 system. The
disks emulated are all RAID drives, so ESS ranks attached to an AS/400 should
always be configured in RAID mode.

Figure 128 lists the PTFs required to support the ESS attachment to an AS/400.

Figure 128. OS/400 PTFs to Support the ESS

For more information about device configuration for AS/400 see 4.7.9, “Assigning
Logical Volumes to a Rank” on page 90.

AS/400 architecture is designed around objects. Everything is considered to be an
object, and each object consists of a number of elements. When an object is
updated, each element is updated, and the system knows when the complete object
is updated. External copy solutions are not really aware of the elements of each
object. Should a problem occur during the sending of a single element, the remote
copy of data does not know that the object has been corrupted.

To eliminate this potential, the host has to be involved in the replication of the data.
There is host software available that can manage remote mirroring. Remote copy
solutions for the AS/400 should be host based. AS/400 is not supported for use of the
PPRC function of the ESS in an OS/400 environment. Care should also be taken
when using the FlashCopy with AS/400 for the same reasons.

OS/400 Version Level Program Temporary Fix

V3R10 (3P10) SF44131

V3R20 (3P20) SF44132

V3R60 (3P60) SF44126

V3R70 (3P70) SF44127

V4R10 (4P10) SF44113

V4R14 (4P14) SF44745

V4R20 (4P20) SF44114
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7.8 StorWatch Family

StorWatch—IBM's Enterprise Storage Resource Management (ESRM) solution
—is a growing software family whose goal is to enable storage administrators to
efficiently manage storage resources from any location within an enterprise.
Widely dispersed, disparate storage resources will ultimately be viewed and
managed through a single, cohesive control point.

7.8.1 StorWatch Products
Members of the StorWatch family are:

• StorWatch Reporter

• StorWatch Enterprise Storage Server Expert

• StorWatch Serial Storage Expert (StorX)

• StorWatch DFSMShsm Monitor Version 1 Release 1

• StorWatch Enterprise Storage Server Specialist

StorWatch products use a normal Web browser as the user interface. The only
requirement is that the browser must support Java 1.1.

7.8.2 StorWatch Products for the Enterprise Storage Server

Figure 129. StorWatch Products for the ESS

Two StorWatch products particularly address the ESS (see Figure 129).

7.8.2.1 StorWatch ESS Specialist
The StorWatch ESS Specialist comes with the ESS product. The ESS Specialist
must be used to configure an ESS. Apart from the configuration function for ESS,
the ESS Specialist can be used to administer Copy Services functions to set up
FlashCopy T0 copies or Peer-to-Peer Remote Copy.

Web interfaces
Require a Web Browser that supports Java 1.1

StorWatch products and components
ESS Specialist

Comes with the ESS product
Used to configure an ESS
ESS Specialist Copy Services

ESS Expert
Optional product
Asset management
Capacity management
Performance management
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7.8.2.2 StorWatch ESS Expert
The StorWatch ESS Expert is an optional product. Its purpose is asset
management, capacity management, and performance management for the ESS.

Figure 130. StorWatch VS Expert

Asset Management
The asset management functions of the ESS Expert provides you an overview by
server of serial numbers, vital product data, and other asset relevant information.

The ESS Expert also provides charts with trends and projections of ESS storage
server growth.

Capacity Management
If you want to know how much storage each server has allocated on ESSs, the
ESS Expert can tell you. The ESS Expert has a summary of hosts and their
storage on ESS systems, or you can request a summary for each ESS.

Performance Management
The ESS Expert also can tell you how the ESS performs. While S/390 customers
have many tools available to monitor device performance, these kind of tools are
rare in the open systems world. Therefore, this kind of information might be of
special interest for open systems users.

Particularly, the ESS Expert provides the following information:

• Number of I/O requests

• Number of bytes transferred

• Read and write response time

• Cache use statistics

Asset Management
Summary by server of serial numbers, vital product
data and other asset related server information
Charts, Trends, Projections of ESS server growth

Capacity Management
Storage capacity for each server
Summary of servers
Summary of hosts and their storage on ESS's

Performance Management
Number of I/O requests
Number of bytes transferred
Read and write response time
Cache use statistics
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Chapter 8. Performance

This chapter looks at the options for configuring the Enterprise Storage Server for
performance. We will also discuss the ESS features and their impact on
performance, and list what you can see using performance monitoring tools like
RMF and StorWatch ESS Expert. Finally, we will discuss some general rules of
thumb for configuring an ESS.

Specific performance data for various workload types will be produced in a
Performance White paper at General Availability of the Enterprise Storage
Server.
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8.1 Performance Features

Figure 131. Performance Features

8.1.1 OS/390 and ESS
Many of the new functions in ESS are exploited only by OS/390. It is a
combination of software and hardware that brings exciting new performance
enhancing functions to the S/390 customer. For open systems, the ESS in itself
provides superior performance; some of the functions exploited by S/390 can
also bring benefits to the open systems customer.

The combination of Parallel Access Volumes, Multiple Allegiance, I/O Priority
Queuing, and new CCWs brings substantial benefits to the S/390 customer
running a variety of workloads across a high availability sysplex.

8.1.2 Parallel Access Volumes
The primary benefit of Parallel Access Volumes (PAVs)—the first of four new
OS/390 features—is performance. The ability to issue multiple I/O requests to the
same volume almost eliminates IOSQ time, one of the major components in
response time. With the Logical Volumes striped across the multiple disks in an
array in the ESS, many cache misses will be able to be processed in parallel too.
Formerly, access to highly active volumes has involved manual tuning, splitting
data across multiple volumes, and more. With PAVs and the Workload Manager,
you can almost forget about performance tuning; the system has all the tools it
needs to manage performance itself. Remember, WLM manages PAVs across all
the members of a sysplex too.

OS/390 and ESS

Parallel Access Volumes
Multiple I/O from same system to same logical volume
Benefit: Reduction in IOSQ time

Multiple Allegiance
Multiple I/O from different systems to same logical volume
Benefit: Reduction in PEND for multi-system shared disks
Priority I/O Queueing
Sysplex wide I/O priority management by WLM
Benefit:Better performance with mixed workloads

New Track I/O Command
Benefit: Reduced Connect time
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8.1.3 Multiple Allegiance
Multiple Allegiance provides a similar benefit to PAVs for shared storage. As the
second of these S/390 I/O performance enhancements, PAV allows multiple I/O
requests to be processed against a single volume. In systems without Multiple
Allegiance, all but the first I/O request to a shared volume were rejected, and the
I/O was queued in the S/390 channel subsystem, showing up as PEND time in
your RMF reports. Now, with Multiple Allegiance, the requests are accepted by
the ESS and all requests will be processed in parallel, unless there is a conflict
writing data to a particular extent. Multiple Allegiance will provide significant
benefits to the customer who runs a Sysplex or other S/390 systems that share
data.

Multiple Allegiance and PAVs can operate together to handle multiple requests
from multiple hosts.

8.1.4 Priority I/O Queueing
Priority I/O Queueing is the third of four important S/390 I/O performance
enhancements. With the number of Parallel Sysplexes growing, the complexity of
the workloads increasing, and the size of the storage subsystems increasing, the
issue of mixing different workoads on the same subsystem can sometimes cause
you problems. The big database query that impacts your Web server or DB2
transactions is unwelcome. In the past, on a single MVS, we could give I/O
priority to more important tasks by using the Priority I/O Queuing of MVS. This
allowed higher priority tasks to take precedence over lower priority ones.
Unfortunately, with Parallel Sysplex, the benefits of this are lost, because they
only apply to the one system.

The new ESS I/O Priority Manager takes the OS/390 Priority I/O Queuing to the
sysplex-wide level. The queuing of I/O within priority takes place within the ESS
subsystem. The priority of each I/O is set by the Workload Manager. So now we
can manage big database scan alongside the online queries. But remember, of
course, that PAVs and Multiple Allegiance also address this issue too, in
combination with I/O Priority Manager.

8.1.5 New I/O Commands
The fourth new performance function that is a combination of OS/390 and the
ESS consists of the new I/O commands.

The new track commands reduce protocol times, and you will also gain some
benefit in connect time.

New protocols between ESS subsytems operating with PPRC reduce delays and
allow you to operate at distances of up to 103 km—a substantial improvement
over previous subsystems—and we can now consider PPRC solutions that were
not possible before.
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8.1.6 Summary
The four new functions will have a dramatic impact on S/390 I/O:

• Parallel Access Volumes(PAV) will reduce IOSQ times.
• Multiple Allegiance will reduce PEND and IOSQ times.
• Priority I/O Queueing will help protect your critical online response times.
• The new I/O commands and protocols will improve throughput and response

time.
• Together with these we have the faster SSA arrays, which will reduce

disconnect time.

Overall, each component of your response time has been improved by these
changes, IOSQ, PEND, CONNECT and DISCONNECT. Together, these changes
will make the biggest improvement to I/O performance since caching was
introduced.
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8.2 Some Performance Features

Figure 132. Some Performance Features

Let us now look at the performance features that are inherent in the ESS design.
These performance features apply to both S/390 and Open systems.

8.2.1 Custom Volumes
In the S/390 environment, we can often have critical data sets that we would like
to put on their own volumes to minimize contention with other data. The ESS
provides a Custom Volume capability, with which you can define a volume in
either 3380 or 3390 format of any size that you would like, up to a maximum of
8.5 GB (3390-9).

Although the use of PAVs and Multiple Allegiance will reduce the need for
dedicating volumes to specific data sets, there are still conditions under which
Custom Volumes can be of benefit, for example if you use hardware
Reserve/Release. If you do not have an OS/390 system that supports PAVs, then
you may also find Custom Volumes useful.

8.2.2 JBOD
JBOD (or Just a Bunch Of Disks) provides you with a non-RAID configuration.
Although for most S/390 customers this is an unlikely requirement, for the UNIX
customer this can be a high performance option.

The performance benefits come from the higher write destage rates that a set of
JBOD disks can deliver.

As an open systems customer, you may prefer to use software mirroring; and in
that case, you can define the disks within the ESS as JBOD and access them
without any RAID-5 activity. Alternatively, you can opt for no protection from
failure and just define your disks as JBOD. The options for defining the disks will
be fewer; for example, the maximum disk size will be the size of the physical disk,

Custom Volumes - High Performance Volumes
Benefit: Flexibility - size to suit data requirements

JBOD
Open Systems - high performance + SW mirroring
Benefit: High performance for non-RAID

Cache
Large cache - 6 GB
Benefit: With PAV & multiple allegience - multiple read hits to same
volumes

SSA 160
Very high performance serial loop
Benefit: High performance RAID-5

Easy volume management & high sequential throughput
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rather than a logical disk size in a RAID configuration, which could be as big as
the RAID array.

Obviously, the performance of a JBOD will be faster than that of a RAID array for
random writes, because it will not have the RAID-5 I/O overhead. But a RAID
array will perform better on reads and sequential operations because the data is
spread across multiple disks and more I/O can be done in parallel.

8.2.3 Cache
Good cache performance is key to good response times on S/390, which, being a
shared storage architecture, must have data held where it is accessible from all
processors. Until Parallel Sysplex and Coupling Facilities, this has always been
outboard in the external storage. Even with a Parallel Sysplex, where some data
is now held in the shared Coupling Facility, the majority of data is still outboard.
So fast performance by the external storage is still a key requirement for high
system performance.

In the open systems world, generally data is not shared, and therefore data can
be cached in the host system. Host caching provides the highest level of
performance. But for those I/Os that must go to disk, we need a disk subsystem
that can deliver high performance even if the subsystem cache hit ratios are low.

The ESS delivers a high performance subsystem for both the open systems
environment and S/390.

Cache management in the ESS delivers fast cache hit response times for the
cache-friendly S/390 workload, and high throughput for the low-cache-hit open
systems workload, through the ESS high performance SSA subsystem.
Sequential throughput is excellent, and the ESS using its sequential predict
algorithms and high back-end bandwidth to keep the cache pre-loaded ready for
the next I/Os from the host.

For S/390, we have the added benefit of Parallel Access Volumes and Multiple
Allegiance. These allow multiple I/Os against the same volume in cache,
delivering excellent response times and high throughput.

8.2.4 SSA160
SSA160 is the latest enhancement to IBMs very successful SSA serial loop
technology. The performance of the new SSA adapters (called Device Adapters
in the ESS) is outstanding. Because we have, in effect, four 40 MB/sec
simultaneous transfers, and because we have no arbitration overhead, the
performance of the loop is near linear as we add more devices up to the ESS limit
of 48. Unlike arbitrated loop technology, SSA can mix multiple requests on the
same loop at the same time. This ensures that large data transfers (for example,
sequential reads or parity handling) do not impact the small data transfers
required for your high performance UNIX, NT, or S/390 systems. The high
performance, even with differing types of data, removes many concerns about
data placement and volume management.

The RAID 5 operation is managed in the device adapter for each loop, this
maximizes the benefit of the SSA 160 MB/sec loop and off-loads the RAID parity
and I/O handling responsibility from the central clusters. In effect, we have 16
RAID management processes in a full configuration, each operating in parallel.
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The instantaneous data rate from the four pairs of device adapters, each with two
SSA160 loops, is over 2500 MB/sec.
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8.3 More Performance Features

Figure 133. More Performance Features

8.3.1 Two Four-Way RISC SMP Processors
The clusters each contain four high performance RISC processors, configured as
a 4-way SMP. Each SMP has 3 GB of cache is installed, and it has 3 PCI busses
to handle the Host Adapters, Device Adapters and NVS.

8.3.2 High Performance Disks
The disks used in the ESS are IBM’s latest high performance SSA disks.

The three disk capacities used in the ESS are: 9 GB, 18 GB and 36 GB.

The 9 GB and 18 GB are designed for high performance; the 36 GB delivers good
performance with very high capacity.

For the highest performance you would choose the 9 GB or 18 GB disks. These
have the following characteristics:

• 10K RPM - delivers an outstanding data rate of 19 MB/sec
• Has a nominal seek time of 6.05 msec.
• The latency (because of the 10K RPM) is only 3 msec
• 40 MB/sec SSA interface
• On disk buffer of 1 MB

The benefit from these characteristics shows in the high sequential performance
of an ESS, its high stage and destage rates and low disconnect times.

8.3.3 Multiple PCI busses
The three busses in each cluster each operate at 133MB/sec, so an ESS has a
total bus bandwidth of 798 MB/sec, a dramatic improvement over previous IBM
storage controls.

Two Four-way RISC SMP Processors
Benefit: High performance

High Performance Disks
10K RPM, low latency, high data transfer, low seek times
Benefit: Reduced service time, stage and destage times

High sequential throughput

Multiple PCI busses
Benefit: High internal bandwidth

32 Host Channels/ busses
Benefit: Storage consolidation with high performance
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8.3.4 32 Host Channels/Busses
The ESS has up to 32 host connections to allow you to consolidate your storage
onto a high performance subsystem for use by multiple host systems.

For ESCON, we have up to 32 connections, each with up to 64 Logical Paths,
giving a total connectivity of 2048 path—enough for 4 paths to each LCU from
each member of a 32-way Parallel Sysplex.

For SCSI, you can attach up to 32 hosts directly, and up to 128 hosts if you attach
4 per SCSI interface. Each SCSI interface supports UltraSCSI at 40 MB/sec.

8.3.5 Internal Bandwidth
Figure 134 illustrates the internal bandwidth of the ESS. The 32 ESCON
interfaces each operating at 17 MB/sec or 32 SCSI at 40 MB/sec or a
combination of the two types. The internal bus is capable of managing a peak of
798 MB/sec. The 16 SSA adapters are capable of handling up to 2560 MB/sec
across the 16 loops.

Figure 134. Internal Bandwidth
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8.4 Configuring for Performance

Figure 135. Configuring for Performance

8.4.1 Host adapters
Always spread the host adapters across all the Host Adapter bays. This
recommendation is for two reasons:

1. The bays are connected to different PCI busses in each cluster, and by
spreading the adapters across the bays, you also spread the IO load and
improve overall performance and throughput.

2. If you need to replace or upgrade an adapter in a bay, then you have to
quiesce all the adapters in that bay. If you spread them evenly, then you will
only have to quiesce a quarter of your adapters. For example, for an ESCON
configuration with 8 ESCON links spread across the 4 bays, then the loss of 2
ESCON links out of 8 may have only a small impact, compared with all 8 if
they were all installed in one bay.

8.4.2 RAID Ranks
For almost all environments, you will get the best performance and availability
from using RAID ranks. This applies to both S/390 and UNIX, AS/400 and
Windows NT. The common perception that RAID-5 has poor performance
characteristics is not true for the ESS. For both S/390 and UNIX/NT, the fast write
capability of the ESS masks all RAID-5 operations, so you get high performance
for all writes.

For the best performance, spread your I/O activity across all the RAID ranks.

If you must optimize your configuration of RAID Ranks for maximum
performance, you can create a configuration where you connect only one RAID
Rank to each SSA adapter within the ESS. Each RAID Rank will be serviced by
its own logical subsystem (or in S/390 terms LCUs). This way, you get the
maximum benefit from the 16 high performance loops by each SSA adapter only
having to manage 8 disks.

Host Adapters
Spread across bays

RAID Ranks
Spread RAID ranks across all DAs

JBOD
No RAID protection
Good for random writes

Cache
6GB cache available

Logical Volumes
Use interleaving for S/390 volumes
Custom Volumes for critical datasets

ESSESS
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For larger configurations, spread the 8-packs evenly across all the DA pairs. This
will be the default method of installing the 8-packs.

8.4.3 JBOD
A group of non-RAID disks can be used in a situation where you need high
random write performance and you do not need RAID protection. A good example
of this could be the IMS Write Ahead Data Set (WADS), where the data set can
be duplexed by software and you have a high amount of update writes. There
may be other examples in UNIX , NT, and OS/400. Although the write
performance is very good because we do not have the RAID-5 write penalty, read
performance is likely to be worse than a RAID array, which can spread the data
across multiple disks. In terms of sequential read and write throughput, the RAID
array will be better— because of the spread of data over the array and the use of
stripe writes to eliminate the RAID-5 write penalty.

8.4.4 Cache
The standard cache size is 6 GB. See A.2, “Standard Physical Configurations” on
page 212. The large cache size, together with the ESS advanced cache
management algorithms, provide high performance for a variety of workloads.

8.4.5 Logical Volumes
Use the standard facility of interleaving for S/390 volumes when defining the
RAID Ranks. This spreads the S/390 volumes across the array and can maximize
the benefits of having multiple disks.

Use Custom Volumes where you need to place high performance data sets that
should be on their own logical volume. This is particularly useful if you are on a
release of OS/390 that does not support PAVs, or you are on VM/ESA or
VSE/ESA. You can define a Custom Volume just big enough to hold your critical
data set, thus reducing wasted space.
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8.5 Measurement Tools

Figure 136. Performance Measurement Tools

8.5.1 RMF
RMF will report on ESS data in a similar way to 3990. Device addresses will be
reported with response times, connect, disconnect, PEND and, IOSQ times as
usual. Alias addresses for PAVs are not reported, but RMF will report the number
of Alias’s (or in RMF terms, exposures) that have been used by a device and
whether the number of exposures has changed during the reporting interval. RMF
cache statistics are collected and reported by Logical Subsystem (LCU). So a
fully configured ESS would produce 16 sets of cache data.

There is additional information in the SMF type 74 subtype 5, providing detail on
Alias address use; however, RMF does not report on this information.

8.5.2 IDCAMS LISTDATA
The LISTDATA command of Access Method Services for an ESS produces the
same performance statistics that it did for 3990 and, in addition, has been
enhanced to provide information about rank performance. You will need to issue
a LISTDATA pair of commands for each of the LCUs you have defined to be able
to calculate I/O rates, hit rates, read/write ratios, and so on.

The following new information is provided:

• RAID rank read requests
• RAID rank write requests
• RAID rank fixed block sectors read
• RAID rank fixed block sectors written
• RAID rank read response time
• RAID rank write response time

8.5.3 StorWatch ESS Expert
StorWatch ESS Expert will report on performance within the ESS for both open
systems, Windows NT, AS/400, and S/390.

RMF
DASD Reports
CRR

SMF data

IDCAMS LISTDATA
RAID Rank performance data

StorWatch ESS Expert
Agent in ESS to collect data
Performance data

Number of I/Os, bytes transferred
cache hit rates, response times
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Statistics are downloaded from the ESS at regular intervals and sumarized by the
ESS Expert. Information provided includes:

• I/O rates
• Bytes per second
• Cache hit rates
• Response times
Performance 191



8.6 Some Performance Rules of Thumb

Figure 137. Some Performance Rules of Thumb

8.6.1 Choice of disk
• Use 9.1 GB for highest performance—especially if you have a high write

content workload or a low cache hit workoad.

• Use 18.2 GB for most workloads requiring high performance.

• Use 36.4 GB for high capacity with low access density < 2 I/O per sec / GB.
For very large configurations and those with low cache hit ratios, an even
lower access density would be recommended.

8.6.2 Subsystem size
These configurations are 2105-E20s and all use 128 disks in the base rack. A list
of all the standard configurations is given in “Standard Physical Configurations”
on page 212.

• 128 9.1 GB disks for ultra high performance (840 GB)

• 128 18.2 GB disks for high performance (1.7 TB)

• 128 36.4 GB disks for high capacity (3.3 TB)

8.6.3 Host Adapters
• Spread adapters across the HA bays (both ESCON and SCSI)—very

important for ESCON.

8.6.4 SCSI Capacity Planning
When planning how much capacity to attach to a SCSI interface, use these rules
to provide you with a guideline:

For UltraSCSI attachment (40 MB/sec)—up to 120 GB of capacity per bus.

For SCSI-2 (20 MB/sec)—up to 80 GB of capacity per bus.

Disk
Use 9.1 GB for ultra high performance
Use 18.2 GB for high performance
Use 36.4 GB for high capacity - low access density

Subsystem size
128 x 9.1 GB disks (840GB) for ultra high performance
128 x 18.2 GB disks (1.7TB) for high perform ance
128 x 36.4 GB disks (3.3TB) for high capacity

Host Adapters
Spread ESCON and SCSI cards across the bays

SCSI capacity planning
120 GB / SCSI adapter (UltraSCSI - 40 MB/sec)
80 GB / SCSI adapter (FW - 20 MB/sec)

Disk
Use 9.1 GB for ultra high performance
Use 18.2 GB for high performance
Use 36.4 GB for high capacity - low access density

Subsystem size
128 x 9.1 GB disks (840GB) for ultra high performance
128 x 18.2 GB disks (1.7TB) for high perform ance
128 x 36.4 GB disks (3.3TB) for high capacity

Host Adapters
Spread ESCON and SCSI cards across the bays

SCSI capacity planning
120 GB / SCSI adapter (UltraSCSI - 40 MB/sec)
80 GB / SCSI adapter (FW - 20 MB/sec)

Disk
Use 9.1 GB for ultra high performance
Use 18.2 GB for high performance
Use 36.4 GB for high capacity - low access density

Subsystem size
128 x 9.1 GB disks (840GB) for ultra high performance
128 x 18.2 GB disks (1.7TB) for high perform ance
128 x 36.4 GB disks (3.3TB) for high capacity

Host Adapters
Spread ESCON and SCSI cards across the bays

SCSI capacity planning
120 GB / SCSI adapter (UltraSCSI - 40 MB/sec)
80 GB / SCSI adapter (FW - 20 MB/sec)

Disk
Use 9.1 GB for ultra high performance
Use 18.2 GB for high performance
Use 36.4 GB for high capacity - low access density

Subsystem size
128 x 9.1 GB disks (840GB) for ultra high performance
128 x 18.2 GB disks (1.7TB) for high perform ance
128 x 36.4 GB disks (3.3TB) for high capacity

Host Adapters
Spread ESCON and SCSI cards across the bays

SCSI capacity planning
120 GB / SCSI adapter (UltraSCSI - 40 MB/sec)
80 GB / SCSI adapter (FW - 20 MB/sec)
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8.7 More Performance Rules of Thumb

Figure 138. More Performance Rules of Thumb

8.7.1 SSA Loops
• Don’t mix different disk types on the same loop:

• 20MB/sec and 40 MB/sec
• 7133 drawers and 8-packs

8.7.2 Standard Configurations
The standard configurations provide a balanced configuration for ultra-high, high,
or capacity performance levels. See A.2, “Standard Physical Configurations” on
page 212 for more details.

8.7.3 NVS
The high performance of the SSA arrays means that destage performance in an
ESS is excellent. This means that you should not have any problems with NVS
becoming full. NVS uses an LRU algorithm and a threshold to trigger destages.
There is only one NVS size: 384 MB.

SSA Loops
Don't mix different characteristic devices on same loop

Standard Configurations
Use standard configurations for balanced performance and capacity

NVS
One size - 384 MB

192 MB/cluster
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Chapter 9. Installation Planning

Figure 139. ESS Implementation and Planning Overview

The installation and implementation of the ESS requires careful planning. The
intention of this chapter is not to replace any documentation describing all details.
This section should be seen as a quick checklist that gives you the major steps
and considerations required to get the ESS installed and operational.

Physical Planning

Interface Cables
Call Home / RSF
Weight
Electrical
ESS-Specialist

Performance Planning
JBODs vs RAID-5
CKD Interleaved
OS/390 PAVs
I/O Rates
Channels

Software Planning
Operating Systems
S/390
OS/400
AIX
Windows NT
Others

Capacity Planning

Open System
S/390
Data Bases
Data Consolidation
# HA, DAs, DDM
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9.1 Major Planning Steps

The major planning steps, as shown in Figure 139 on page 195, are:

• Capacity Planning. The ESS is a storage subsystem designed for AIX,
OS/400, UNIX, Windows NT, OS/390, and other server host attachments. It
can be seen as the first step into data sharing and data consolidation.
Therefore, capacity planning is an important step. Because this subsystem is
intended to be used by different host environments, you must bring together
everyone that will store data in the Enterprise Storage Server. This
encompasses for example S/390 and UNIX staff, as well as Windows NT
administrators or database managers (see Figure 140).

• Physical Planning. This step includes the planning for all interface cables to
the different hosts, the adapters, and the prerequisites for the Call Home and
Remote Support Facilities. You also need to plan the connection to the ESS
Ethernet ports to be able to configure the ESS. An important step is to clarify
the electrical specifications, and the weight aspects.

• Software Planning. In this step you will have to check if your host software is
ready to support an ESS. Particularly, for OS/390 you have to make sure that
you are at the appropriate software release level to exploit the new functions
of the ESS.

• Performance Planning. Here you have to consider things like JBODs or RAID
ranks, CKD interleaved ranks, Parallel Access Volumes for OS/390 systems,
number of channels (S/390), or interfaces (open systems) that will be attached
to the Enterprise Storage Server.

Figure 140. People Involved in ESS Planning and Data Consolidation

OS/400 Programmer

Data Base Manager

OS/390 Storage Manager

UNIX Storage Manager

NT Server Specialist
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9.2 ESS Installation Planning

This section describes the planning and configuration steps involved in ESS
installation.

9.2.1 ESS Planning Steps
The following is an outline of the planning steps that you will need to follow for
ESS installation:

1. Order the ESS manuals that deal with installation planning. You should also
order the manuals for the StorWatch ESS Specialist.

2. Next, you have to get together with all the people involved in storage planning
and administration from the various platforms that plan to place data on an
ESS. All of them speak a different language when dealing with storage. S/390
people talk about ESCON channels and CKD volumes, while UNIX people talk
about SCSI, LUNs, and disks.

3. For your capacity planning, you must find out the storage requirements for all
these various users (this should also include storage capacity growth
planning). This information determines the capacity feature codes and
8-packs you need for the ESS. For standard configurations, it will also
determine how the ranks will be preformatted: for CKD use, or for open
systems (FB) use.

4. If you have an IBM Versatile Storage Server or IBM 7133’s, you need to
decide whether you want to attach them to the ESS.

5. The next step deals with some basic performance planning aspects. Which
standard configuration is most suited to your requirements? If you are
planning to install a non-standard configuration, how many 8-packs should be
in one loop, how many device adapters are required, and which cache size do
you need?

6. The number of systems you want to attach to the ESS, and your performance
and availability requirements, will determine the number and type of host
adapters. If you want high availability and high performance for your UNIX and
Windows NT data, consider the use of the IBM Data Path Optimizer.

7. Next you need to plan for all the cables required to attach the ESS. This
includes the cables for the host attachment, types of cables, and cable length.

8. If you plan to connect the ESS to a Storage Area Network (SAN), you must
plan for the SAN Data Gateway; or in the case of FICON for S/390, you will
need a FICON bridge (an ESCON director with FICON and ESCON ports).

9. You must plan for the Ethernet LAN required to configure the ESS.
Note: Some of the following steps will not be required, if you plan to take
advantage of the IBM service to provide a private network for the ESS
connections:

• You may need to plan for the workstation, the cable, hub and Ethernet
adapter to connect the workstation running a Web browser to the ESS.

• You may need a Web browser that supports Java 1.1 to be able to access
the StorWatch ESS Specialist Web server in the ESS to configure the ESS.

• You may need to supply a TCP/IP address for each of the ESS clusters.
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10.Check whether your environment is ready for the installation of an ESS.
(Particularly, open systems environments may not be set up to handle the
necessary power and other requirements.)

• The ESS is available as a single-phase power box, and as a three-phase
power box. Depending on the capacity, it might be necessary to use a
three-phase power box. In this case, you need to make sure that you can
provide this power connection.

• The ESS requires a raised floor, and since it is quite heavy, the floor where
you plan to install the ESS must be able to sustain the weight of the ESS.

11.Plan for the modems, cables, and telephone connection required for your
ESS’s Call Home facility.

12.Check with your IBM service organization to see if your host system software
is ready for an ESS attachment to the host:

• For S/390 operating systems, you need to determine, for example, what
software support level (transparent support, toleration support, or
exploitation support) is available, or what level is required to exploit the
new performance functions of Parallel Access Volumes.

• For open systems, check with your IBM support center as to whether any
software updates must be applied to your system.

13.For OS/390, you need to decide if you are going to exploit ESS’s new
performance booster for OS/390 environments, Parallel Access Volumes
(PAV). Look at your RMF data, and if you find IOSQ time or Pending time
there, you should consider the use of PAV. (Note: PAV is an optional feature
for the ESS, so you will have to order it.)

14.Next, you should discuss with all the storage administrators and database
people what copy or backup techniques they plan to use. The ESS can copy a
volume within a few seconds with its FlashCopy copy function. This may
change the way you are making your backups on an ESS. Since FlashCopy is
an optional feature, you need to order it if you plan to use it.

15.You should discuss with the higher management levels of your enterprise what
protection level is required for your enterprise data. This can lead to the
decision to implement a disaster recovery solution. The ESS provides a
synchronous remote copy function for disaster backup of your data. For
OS/390 environments, there is also an asynchronous remote copy function
available. In any case, the remote copy function is a separate feature that
must be ordered to use it. If you have decided to take advantage of such a
disaster recovery solution, further planning is required. This includes planning
for the secondary ESS, ESCON connections between the Enterprise Storage
Servers, and Ethernet connections between the ESSs.

16.An important planning topic is how you are going to migrate your data from the
previous storage systems onto the ESS. You can either choose migration
techniques for each environment, or decide to take advantage of IBM’s
migration services. Check with your IBM representative regarding what
migration services are available in your country.
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9.2.2 ESS Configuration Steps
Once the Enterprise Storage Servers have arrived, they must be physically
installed, configured, and attached to your hosts. To configure the ESS, connect
your workstation running the Web browser to the ESS Ethernet LAN and access
the StorWatch ESS Specialist Web server by entering the ESS TCP/IP host name
of one of the ESS clusters.

1. If you choose one of the standard logical configurations, most of the logical
configuration steps have already been performed for you. Ranks are
predefined for S/390 or open systems use. What is left to do for open systems
connections is the configuration of the SCSI ports. You assign SCSI IDs and
LUNs to the predefined logical volumes.

2. Consider the use of Custom Volumes, particularly for S/390 systems. If you
have applications with very high I/O activity to certain data sets, consider the
placement of these data sets on separate small Custom Volumes.

3. If you did not choose one of the standard configurations, you will have to do
the full logical configuration of the Enterprise Storage Server. This includes:

• Formatting for CKD (S/390) or FB (open systems)

• Volume emulation type (3390 or 3380 for S/390, or 9337 type for AS/400)

• Rank type: RAID 5 or JBOD

• Use of interleaved or non-interleaved partitions

• Use of Custom Volumes (particularly for S/390 systems)

4. If you are going to use Parallel Access Volumes in OS/390, you must define
Alias addresses for the S/390 base volumes. You have to define the Aliases in
the ESS as well as in HCD.

5. For S/390 systems, you must enter the ESS logical configuration in HCD to
create an IOCP. You must define the logical control units there, and the alias
addresses for PAV volumes.

6. After you have completed the logical configuration of the ESS and prepared
your host software for the ESS attachment, you can physically attach the ESS
to the hosts. Depending on the host operating system, this task can be
performed concurrent to your normal production, or you may have to plan for
the shutdown of the host systems to connect the ESS.

7. The next step includes everything required to make the logical volumes of the
ESS usable by your host systems:

• For S/390, you must format the volumes with ICKDSF. You only need to do
a minimal INIT.

• For UNIX systems, you can add the ESS logical volumes (logical disks) to
logical volume groups and logical volumes in UNIX; you can create file
systems on them, and so on.

• In Windows NT, you can assign drive letters to the logical volumes.

9.2.3 ESS Data Migration
Now you are ready to port data on your ESS volumes. You can use it for new data
or start your data migration process.
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Chapter 10. Migration

Migrating data to the Enterprise Storage Server (ESS) can be done using
standard host utilities. Each operating system sees the logical volumes in an ESS
as normal logical disks. For S/390 systems, this is an IBM 3390 or 3380
emulation, for UNIX systems the logical disks are recognized as SCSI drives
(hdisk in AIX, for example), and Windows NT also sees SCSI disks.

10.1 Defining and Connecting the System

Before you can migrate your data to an ESS, you first have to configure the ESS
and connect it to a host.

Before you can do the configuration, you need either an Ethernet connection from
your Intranet to the ESS, or a private network for your ESS systems. You will
have to specify TCP/IP addresses for each ESS cluster.

During the configuration process, you must specify—for each disk rank in the
ESS you want to use—what kind of logical disks or logical volumes should be
emulated. The ESS then formats the logical volumes in the mode you choose.

10.2 Data Migration for S/390

Before you can access logical volumes on an ESS from an S/390 system, you
need an IODF that includes the logical CKD subsystems of the ESS. In OS/390,
this is done by the HCD dialog.

10.2.1 Defining and Initializing the Volumes
Before you start to define DASD devices in HCD and within the ESS, consider if
you are going to use Parallel Access Volumes for better performance of OS/390
volumes. Using your performance reporter (RMF, for example),check whether
your volumes have high IOSQ or Pending times. If this is the case, you should
use Parallel Access Volumes (PAVs) for better performance. If you intend to use
PAVs, you need to plan for the Alias addresses that must be defined.

After you have finished the volume configuration in the ESS and in HCD, the
logical volumes must be initialized with ICKDSF. Only a Minimal INIT is required.

For more information about ESS installation planning, see Chapter 9, “Installation
Planning” on page 195.

10.2.2 Migration Considerations
Some of ESS’s new capabilities require a certain level of software support. This
should be considered before using the ESS.

10.2.2.1 Software Support
Depending on the ESS functions you want to exploit, you might have to upgrade
your software to the right level. For details, see 7.1, “OS/390 Support” on page
160.

For volumes on an ESS, set the missing interrupt time to 30 seconds.
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10.2.2.2 Custom Volumes
The ESS allows you to define small 3390 or 3380 volumes. You define how many
cylinders you need for a logical volume. Having small logical volumes can
drastically reduce contention for a volume, particularly when several data sets
with high activity reside on the same volume. On an ESS, you can place each
highly active data set on a separate Custom Volume without wasting a lot of
space.

Before migrating your volumes 1:1 onto ESS, you should consider if there are
candidate data sets for Custom Volumes. Having identified such data sets, you
can plan for the size of the Custom Volumes.

10.2.2.3 Considerations after Data Migration
The ESS does not emulate Alternate Tracks, Device Support Tracks, and Service
Tracks. This is similar to the implementation on IBM 3990 Model 6 with RAMAC
devices. The IBM RVA did emulate these Alternate, Device Support, and RAS
tracks. This sometimes caused some problems when migrating volumes 1:1 from
one storage subsystem to another, when back-level system software was used
which did not update the Volume Table of Content (VTOC) to reflect the correct
number of tracks. It is always a good idea to refresh the VTOC after a volume
migration with the ICKDSF REFORMAT REFVTOC command. This refresh sets
the number of tracks to the correct value.

10.2.3 Migration Methods
There are several ways to migrate data. Depending on your requirements and
your environment, one of these methods may be adequate for you.

10.2.3.1 IBM Migration Service
The easiest way to do data migration is to let IBM do it for you. In several
countries IBM offers a migration service. Data can be migrated from any previous
S/390 storage subsystem to ESS. IBM uses the Transparent Data Migration
Facility (TDMF) tool to do the data migration. Data is migrated while your normal
production work continues. When all data is copied onto the ESS, you can restart
your systems using the new volumes on ESS.

10.2.3.2 Copy, and Dump/Restore
The classic approach is to dump all source volumes to cartridge and restore them
to ESS volumes. This is the slowest approach and requires the application
systems to be down during the dump/restore process. The advantage of this
approach is that you do not need to attach both storage subsystems (the old one
and the ESS) at the same time.

A much faster migration method is to do a volume copy from the old volumes onto
ESS volumes using, for example, the DFSMSdss COPY program. This migration
method also requires that both storage subsystems are online to the system that
does the migration. Application systems must be down during the migration
process.
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10.2.3.3 Migrating Data with XRC
If your system is OS/390 and your data currently reside on DASD behind an IBM
3990 Model 6 (or IBM 9390) controller, you can use XRC to migrate your volumes
to ESS. This is the most convenient way to do data migration. Your application
systems can continue to run while you are migrating your data. When old and
new volumes are synchronized, you can shut down your systems and restart
them using the new volumes on ESS.

While you need a special enabling feature for the ESS if you want to use the ESS
as a primary control unit, this feature is not required when the ESS is a secondary
control unit as in a migration scenario.

Migrating volumes with XRC is quite easy. You just need to allocate a State Data
Set (a LIBRARY type data set), for example hlq.XCOPY.session_id.STATE, and
overcome the hurdle of RACF. The use of XRC commands like XSTART, XEND,
XADDPAIR, and XRECOVER must be allowed. The Data Mover task ANTAS001 must be
allowed by RACF to read from the source volumes, and it needs update authority
to the State Data Set.

The system where the System Data Mover task runs needs access to both source
and target storage control units. The target volumes must be online to the System
Data Mover system. The volumes can have any VOLSER.

You can start an XRC session with the command:

XSTART session_ID ERRORLEVEL VOLUME SESSIONTYPE(MIGRATE) HLQ(hlq)

Any name you choose can be used for session_ID, but it must match the
session_ID in the State Data Set.

Now you can add pairs to be synchronized with the command:

XADDPAIR session_ID VOLUME(source target)

After all pairs are synchronized, you can check this with the XQUERY command.
You need to choose a time when you can shut down your application systems to
do the switch to the new volumes.

After you have stopped your application systems, issue the command sequence:

XEND session_ID
XRECOVER session_ID

The XRECOVER command will re-label the target volumes with the source volume’s
VOLSER. If the source volumes are still online to the System Data Mover system,
the target volumes will go offline.

Now you can restart your systems using the new volumes.

For more information about XRC see DFSMS/MVS Remote Copy Guide and
Reference, SC35-0169.
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10.3 Data Migration for UNIX Systems

No special tools or methods are required for moving data to ESS disks. The
migration of data is done using standard host operating system commands. The
UNIX or Windows NT hosts see the ESS logical disks (or logical volumes) just
like normal physical SCSI disks.

Before you can put any data on an ESS, you first have to define the logical FB
volumes or logical disks in ESS using the ESS Specialist. To be able to do so, a
Web browser is required, as well as an Ethernet connection to the ESS.

10.3.1 Migration Methods
For UNIX hosts, there are a number of methods of copying or moving data from
one disk to another.

Some common migration methods are:

10.3.1.1 Volume Management Software
Most UNIX systems provide specific tools for the movement of large amounts of
data. These tools can directly control the disks attached to the system. AIX’s
Logical Volume Manager (LVM) is an example for such a tool. Logical Volume
management software is available for most of the UNIX systems, like HP-UX,
Solstice from Sun Microsystems for Solaris, and Veritas Volume Manager (VxVM)
from Solaris. The LVM provides another layer of storage. It provides logical
volumes that consist of physical partitions spread over several physical disks.

The AIX LVM provides a migratepv command to migrate complete physical
volume data from one disk to another.

The AIX LVM also provides a command (cplv) to migrate logical volumes to new
logical volumes, created on an ESS, for example. Do not be confused by the term
logical volume as it is used in UNIX and the term logical volume used in the ESS
documentation for a logical disk, which is actually seen by the UNIX operating
system as a physical disk.

One of the facilities of the AIX LVM is RAID 1 data mirroring in software. This
facilitates data movement to new disks. You can use the mklvcopy command to set
up a mirror of the whole logical volume onto another logical volume, defined on
logical disks (we prefer this term here instead of logical volume) on an ESS. Once
the synchronization of the copy is complete, the mirror can be split up by the
splitlvcopy command.

For more information about the use of these commands see for example IBM
Versatile Storage Server, SG24-2221.

10.3.1.2 Standard UNIX Commands for Data Migration
If you do not have a Logical Volume Manager, you can use standard UNIX
commands to copy or migrate your data onto an ESS.

You can do a direct copy with the cpio -p command. The cpio command is used
for archiving and copying data. The -p option allows data to be copied between
file systems without the creation of an intermediate archive. For a copy operation,
your host must have access to the old disks and the new disks on an ESS.
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The backup (in AIX) or dump (on other UNIX systems) and restore commands are
commonly used to archive and restore data. They do not support a direct
disk-to-disk copy operation, but require an intermediate device such as a tape
drive or a spare disk to hold the archive created by the backup command.

There are other UNIX commands such as the tar command that also provide
archival facilities that can be used for data migration. These commands require
an intermediate device to hold the archive before you can restore it onto an ESS.

For more information about the use of these commands see, for example, AIX
Storage Management, GG24-4484.

10.3.2 Migrating Data from an IBM Versatile Storage Server
If you currently have an IBM Versatile Storage Server, you have the option to
attach it to an ESS (see 4.3, “Mixing with 2105-B09 / 100 Racks” on page 77). In
this case, the control unit function of the VSS is deactivated and you just use the
rack and the drawers.

However, you cannot use the data on these drawer disks. The attachment of the
VSS racks to an ESS requires a reformat of the drawers. You will lose all data in
the VSS. Therefore, you first have to back up all your data in the VSS using, for
exampl,e one of the methods described in 10.3.1.2, “Standard UNIX Commands
for Data Migration” on page 204.

10.4 IBM Migration Services

The easiest way to do data migration is to let IBM do it for you. In several
countries IBM offers migration services for different environments. Check with
your IBM sales representative about migration services for your environment.
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Appendix A. Feature Codes and Standard Configurations

In this chapter we will describe the feature codes for the components of the
Enterprise Storage Server, to assist you in determining what configurations are
available. We also list the standard configurations describing the capacity and
features and what other features must be specified.

We have also included some sample configurations, showing capacities and how
the arrays are installed.
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A.1 Feature Codes

Figure 141 shows a schematic of an Enterprise Storage Server, showing how the
different basic feature codes apply.

Figure 141. Enterprise Storage Server Feature Codes

A.1.1 IBM Enterprise Storage Server Models

There are two models of the ESS:

IBM 2105-E10 Enterprise Storage Server (Single-phase power)

IBM 2105-E20 Enterprise Storage Server (Three-phase power)

You must specify one of the standard configurations, plus a minimum of either
two ESCON adapters or two SCSI adapters. You must also specify the feature
codes of the chargeable features you wish to use.

DA pair 1 DA pair 1

DA pair 2

DA pair 3

DA pair 4

DA pair 2

DA pair 3

DA pair 4

Cache - 6 GB NVS - 384 MB

Host Adapters - SCSI =#3002 - ESCON = #3011 max 16

9GB= #2121 18GB= #2122 36GB = #21238-packs

E20

* *

* *

* *

* *

*max E10 #2100 Expansion rack

loop 1

loop 2

loop 3

loop 4

loop 5

loop 6

loop 7

loop 8
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A.1.2 Major Feature Codes Available

Table 1 lists most of the major feature codes that can be specified

Table 1. .

Note 1 - You must have a minimum of two 2121, 2122 or 2123 8-packs.

Note 2 - You must have a minimum of two adapters of the same type, either
SCSI or ESCON.

Note 3 - The E20 can have two cages, and its expansion rack can have four
cages. The E10 can have one cage, and its expansion rack can have three
cages.

Note 4 - Feature 9904 reserves two loops for future attachment of 7133
drawers in VSS Model 100 expansion racks or VSS B09 racks.

Feature Name Min Max Feature Code

Expansion Rack 0 1 2100

Disk 8-packs 9 GB 0 (note 1) 48 2121

Disk 8-pack 18.2 GB 0 (Note 1) 48 2122

Disk 8-pack 36.4 GB 0 (Note 1) 48 2123

SCSI Adapter (2 ports) 0 (Note 2) 16 3002

ESCON (2 ports) 0 (Note 2) 16 3011

Loop Reservation 1 (Note 4) 2 9904
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A.1.3 Chargeable Features

The following function feature codes are chargeable, and there are price bands
that are related to the capacity of the installed ESS. You can have only one
capacity code on a machine for each function.

Parallel Access Volumes (PAV)

S/390 Extended Remote Copy

Peer-to-Peer Remote Copy (PPRC)

Capacity Feature Code

< 0.5 TB 1800

< 1 TB 1801

< 2 TB 1802

< 4 TB 1803

< 8 TB 1804

> 8 TB 1805

Capacity Feature Code

< 0.5 TB 1810

< 1 TB 1811

< 2 TB 1812

< 4 TB 1813

< 8 TB 1814

> 8 TB 1815

Capacity Feature Code

< 0.5 TB 1820

< 1 TB 1821

< 2 TB 1822

< 4 TB 1823

< 8 TB 1824

>8 TB 1825
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FlashCopy

Capacity Feature Code

< 0.5 TB 1830

< 1 TB 1831

< 2 TB 1832

< 4 TB 1833

< 8 TB 1834

> 8 TB 1835
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A.2 Standard Physical Configurations

You may choose to order standard physical configurations. These configurations
have been designed in such a way that they meet most customers’ requirements.
The advantage of using these configurations is that they will allow quick setup
and operation. You will just need to know about the basic requirements of the
user, and you can then match those to the best option available. The standard
configurations cover the following topics:

• Performance considerations

• Capacity considerations

• ESCON-only environments

• Fixed-Block-only environments

• Mixed environments (SCSI, ESCON)

The standard configurations are ordered by feature code, which makes the
ordering process easy. Upgrades are available between standard configurations
of the same disk size.

A.2.1 Physical Configuration Options

All configurations have 6 GB cache as shown.

Table 2. Ultra High Performance - 9.1 GB disks

Table 3. High Performance - 18.2 GB disks

Table 4. High Capacity Configurations - 18.2 GB disks

Table 5. High Capacity Configurations - 36.4 GB disks

Capacity Expansion rack Models No. Disks Feature code

420 GB No E10/E20 64 9601

840 GB No E20 only 128 9602

Capacity Expansion rack Models No. Disks Feature code

420 GB No E10/E20 32 9621

630 GB No E10/E20 48 9622

840 GB No E10/E20 64 9623

1260 GB No E20 only 96 9624

1680 GB No E20 only 128 9625

Capacity Expansion Racks Models No. Disks Feature Code

2660 GB Yes (Note 1) E20 only 192 9626

3640 GB Yes (Note 1) E20 only 256 9627

4620 GB Yes (Note 1) E20 only 320 9628

5600 GB Yes (Note 1) E20 only 384 9629

Capacity Expansion Racks Models No. Disks Feature Code

1680 GB No E10/E20 64 9641

2520 GB No E20 only 96 9642
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Note 1: Standard configurations requiring an expansion rack are available after
General Availability.

A.2.2 Raid Array Capacities
Table 6.

3360 GB No E20 only 128 9643

7280 GB Yes (Note 1) E20 only 256 9644

11200 GB Yes (Note 1) E20 only 384 9645

Disk Capacity 6+P 7+P

9.1 GB 52.5 GB 61 GB

18.2 GB 105 GB 122.5 GB

36.4 GB 210 GB 245 GB

Capacity Expansion Racks Models No. Disks Feature Code
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A.3 Standard Logical Configurations

As an alternative to configuring the ESS through the ESS Specialist, you can
choose standard formatting options. These standard logical configurations are
selected by the customer, and configured by the service representative. The ESS
has four or eight partitions depending on the raw capacity installed. These
standard logical configuration options will configure the partition with one
standard logical volume or LUN size. The logical configuration options, which are
available for all the supported platforms, are:

• For S/390:

• 3390-3 in interleaved mode. If you have the PAV feature code installed,
one PAV alias is defined for each 3390-3.

• 3390-9 in interleaved mode. If you have the PAV feature code installed,
three aliases are defined for each 3390-9.

• For AS/400:

• 9337-590 (8.59 GB)

• For UNIX, NT or AIX:

• 4 GB LUNs

• 8 GB LUNs

• 16 GB LUNs

• Max Array Size LUN

The size of the logical device defined does not generally have an impact on
performance of the subsystem. The ESS does not serialize I/O on the basis of
logical devices.

The only setup you will have to do is the assignment to the HA ports for SCSI,
which is a quick process. You will have to make any changes to the configuration
using the ESS Specialist.

A.3.1 Logical Formatting Options

The logical configuration options are available only for these standard options;
any custom configurations (for example, specifying Custom Volumes, must be
performed using the ESS Specialist. The capacity of each specified feature
depends on the number of arrays (or Ranks) on each DA loop.

For example, if you order standard configuration FC9601 - 420GB using 9 GB
disks, you will have four pairs of 8-packs installed on the four device adapters
pairs. There are approximately 105 GB per device adapter pair.
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A.4 Configuration Examples

Here we have some configuration examples using the standard configurations
discussed earlier in this Appendix. We have shown four configurations.

• Ultra High Performance S/390

• Ultra High Performance S/390 and SCSI

• High Performance S/390

• High Capacity

These examples use both the standard hardware configurations and the standard
host formatting options.
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A.4.1 Ultra High Performance S/390

Figure 142. S/390 Ultra High Performance Configuration

This configuration in Figure 142 uses a 2105-E20 with standard configuration
feature code #9602. This is a full ESS rack with 128 9.1 GB disks.

The capacity is 840 GB. The NVS is the standard 384 MB, and the cache is 6 GB.
In this configuration, the disks are spread across all DA pairs, and this gives us
16 Logical Subsystems (and LCUs, each of 52.5 GB.

We selected 3390-3 interleaved devices; the standard formatting option for
S/390, so that each of the eight loops disks are formatted as 3390-3. The
standard formatting option just defines interleaved CKD volumes. This will format
16 x 3390-3 per array, for a total capacity of 256 x 3390-3s. To fill up the array
capacity you can define a further two 3390-3s as Custom Volumes using the ESS
Specialist, giving you an additional 32 x 3390-3s, and there is a little space left on
each array if you wish to define a 3390 with only a small number of cylinders as
high-performance volumes.

The number of ESCON channels should be 16 or more to deliver ultra high
performance.

S/390 Ultra High Performance
2105-E20

6 GB cache
384 MB NVS
128 9GB disks

840 GB capacity
288 x 3390-3
18 x 3390-3 /LCU
16 LCUs

16+ ESCON
148 3390-3/ 8 ESCON

4 DA pairs
16 disks/loop

DA DA

8Pack 1

8Pack 2

8Pack 9

8Pack10

DA DA

8Pack 3

8Pack 4

8Pack11

8Pack12

DA DA

8Pack 5

8Pack 6

8Pack13

8Pack14

DA DA

8Pack 7

8Pack 8

8Pack15

8Pack16

6 GB cache
384 MB NVS

16+ ESCON
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A.4.2 Ultra High Performance Mixed SCSI / S/390

Figure 143. Mixed SCSI / S/390 for Ultra High Performance

Let us look at configuring a mixed S/390 and NT ESS. We want a high
performance configuration, so we would choose to use the 9 GB disks. We are
using a 2105-E20 because this allows us to configure up to 128 in the base rack.

We have defined 420 GB for S/390 and 420 GB for Windows NT. The hardware
feature for an 840 GB is #9602. This gives us 16 arrays on 16 Logical
Subsystems, an ideal combination for high performance.

If we now look at formatting the arrays, we can select a 3390-3 option for the first
four loops in S/390 format. Then we specify the next four loops to be configured
as NT storage.

For the S/390 capacity, we will get 16 x 3390-3 disks formatted per array, with
capacity remaining for another two in non-interleaved mode. For the NT capacity,
each array will be formatted as a single LUN of 52.5 GB. So the final
configuration will be 144 x 3390-3 and 8 x 52.5 GB LUNs for NT.

The host connections will be both ESCON and SCSI, with a minimum of 8
ESCON to support the S/390 capacity, and at least 4 SCSI connections to
support the NT capacity.

S/390 Ultra High Performance
2105-E20
6 GB cache
384 MB NVS
128 9.1 GB disks
840 GB capacity

144 x 3390-3
8 LCUs S/390
420 GB FB

8+ ESCON
8+ SCSI
4 DA pairs

16 disks/loop

DA DA

8Pack 1

8Pack 2

8Pack 9

8Pack10

DA DA

8Pack 3

8Pack 4

8Pack11

8Pack12

DA DA

8Pack 5

8Pack 6

8Pack13

8Pack14

DA DA

8Pack 7

8Pack 8

8Pack15

8Pack16

6 GB cache
384 MB NVS

8+ ESCON
8+ SCSI
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A.4.3 High Performance for S/390

Figure 144. High Performance for S/390

This example in Figure 144 shows a S/390 high performance configuration. The
main difference from the ultra high performance configuration shown in Figure
142 on page 216 is the use of larger disk drives.

In this example we use feature code #9625 to specify a 1.7 TB hardware
configuration with 128 x 18.2 GB disks. We would recommend that you have at
least 16 ESCON channels for this configuration.

To format the arrays as 3390-3, this will format each array as 105GB per logical
subsystem (or LCU). Formatting an array for S/390 uses interleaving, and this
would generate 36 x 3390-3 per array. You have a small amount of capacity left in
each array that you can use for three more 3390-3 or as Custom Volumes.

S/390 High Performance
2105-E20
6 GB cache
384 MB NVS
128 18.2 GB disks
1.7 TB capacity

592 x 3390-3
36 x 3390-3 /LCU
16 LCUs

16+ ESCON
296 3390-3/ 8 ESCON

4 DA pairs
16 disks/loop

DA DA

8Pack 1

8Pack 2

8Pack 9

8Pack10

DA DA

8Pack 3

8Pack 4

8Pack11

8Pack12

DA DA

8Pack 5

8Pack 6

8Pack13

8Pack14

DA DA

8Pack 7

8Pack 8

8Pack15

8Pack16

6 GB cache
384 MB NVS

16+ ESCON
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A.4.4 High Capacity Configuration

Figure 145. High Capacity Configuration

The configuration shown in Figure 145 contains an example of a S/390
configuration for high capacity. It is using a 2105-E20 with 128 x 36 GB drives. If
you are using a standard configuration, then you will have 6 GB cache. If you are
using a nonstandard configuration, then it is recommended for an ESS of this size
that you have the maximum cache installed unless you have very low activity.

S/390 High Capacity
2105-E20

6 GB cache

384 MB NVS

128 36.4 GB disks

3.3 TB capacity
1184 x 3390-3
74 x 3390-3 /LCU
16 LCUs

32 ESCON

4 DA pairs
16 RAID Ranks

DA DA

8Pack 1

8Pack 2

8Pack 9

8Pack10

DA DA

8Pack 3

8Pack 4

8Pack11

8Pack12

DA DA

8Pack 5

8Pack 6

8Pack13

8Pack14

DA DA

8Pack 7

8Pack 8

8Pack15

8Pack16

6 GB cache
384 MB NVS

32 ESCON
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Appendix B. Special Notices

This publication is intended to help customers, IBM personnel, and business
partners to understand the IBM 2105 Enterprise Storage Server. The information
in this publication is not intended as the specification of any programming
interfaces that are provided by the Enterprise Storage Server. See the
PUBLICATIONS section of the IBM Programming Announcement for the 2105
Enterprise Storage Server for more information about what publications are
considered to be product documentation.

References in this publication to IBM products, programs or services do not imply
that IBM intends to make these available in all countries in which IBM operates.
Any reference to an IBM product, program, or service is not intended to state or
imply that only IBM's product, program, or service may be used. Any functionally
equivalent program that does not infringe any of IBM's intellectual property rights
may be used instead of the IBM product, program or service.

Information in this book was developed in conjunction with use of the equipment
specified, and is limited in application to those specific hardware and software
products and levels.

IBM may have patents or pending patent applications covering subject matter in
this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to the IBM Director of
Licensing, IBM Corporation, North Castle Drive, Armonk, NY 10504-1785.

Licensees of this program who wish to have information about it for the purpose
of enabling: (i) the exchange of information between independently created
programs and other programs (including this one) and (ii) the mutual use of the
information which has been exchanged, should contact IBM Corporation, Dept.
600A, Mail Drop 1329, Somers, NY 10589 USA.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The information contained in this document has not been submitted to any formal
IBM test and is distributed AS IS. The information about non-IBM ("vendor")
products in this manual has been supplied by the vendor and IBM assumes no
responsibility for its accuracy or completeness. The use of this information or the
implementation of any of these techniques is a customer responsibility and
depends on the customer's ability to evaluate and integrate them into the
customer's operational environment. While each item may have been reviewed
by IBM for accuracy in a specific situation, there is no guarantee that the same or
similar results will be obtained elsewhere. Customers attempting to adapt these
techniques to their own environments do so at their own risk.

Any pointers in this publication to external Web sites are provided for
convenience only and do not in any manner serve as an endorsement of these
Web sites.

Any performance data contained in this document was determined in a controlled
environment, and therefore, the results that may be obtained in other operating
environments may vary significantly. Users of this document should verify the
applicable data for their specific environment.
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This document contains examples of data and reports used in daily business
operations. To illustrate them as completely as possible, the examples contain
the names of individuals, companies, brands, and products. All of these names
are fictitious and any similarity to the names and addresses used by an actual
business enterprise is entirely coincidental.

Reference to PTF numbers that have not been released through the normal
distribution process does not imply general availability. The purpose of including
these reference numbers is to alert IBM customers to specific information relative
to the implementation of the PTF when it becomes available to each customer
according to the normal IBM PTF distribution process.

You can reproduce a page in this document as a transparency, if that page has
the copyright notice on it. The copyright notice must appear on each page being
reproduced.

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:

The following terms are trademarks of other companies:

C-bus is a trademark of Corollary, Inc. in the United States and/or other countries.

Java and all Java-based trademarks and logos are trademarks or registered
trademarks of Sun Microsystems, Inc. in the United States and/or other countries.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of
Microsoft Corporation in the United States and/or other countries.

PC Direct is a trademark of Ziff Communications Company in the United States
and/or other countries and is used by IBM Corporation under license.

ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel
Corporation in the United States and/or other countries.

UNIX is a registered trademark in the United States and/or other countries
licensed exclusively through X/Open Company Limited.

SET and the SET logo are trademarks owned by SET Secure Electronic
Transaction LLC.

IBM Netfinity
AIX OS/390
AS/400 OS/400
DB2 Parallel Sysplex
DFSMS RAMAC
DFSMSdss RMF
DFSMShsm RS/6000
DFSMS/MVS S/390
ECKD Seascape
Enterprise Storage Server StorWatch
ESCON SP
ESS EX Performance Package Versatile Storage Server
FlashCopy VM/ESA
IMS VSE/ESA
222 IBM Enterprise Storage Server



Other company, product, and service names may be trademarks or service marks
of others.
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Appendix C. Related Publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

C.1 International Technical Support Organization Publications

For information on ordering these ITSO publications see “How to Get ITSO
Redbooks” on page 227.

• IBM Versatile Storage Server, SG24-2221

• RAMAC Virtual Array: Implementing Peer-to-Peer Remote Copy, SG24-5338

• P/DAS and Enhancements to the IBM 3990-6 and RAMAC Array Family,
SG24-4724

• RAMAC Virtual Array, SG24-4951

C.2 Redbooks on CD-ROMs

Redbooks are also available on the following CD-ROMs. Click the CD-ROMs
button at http://www.redbooks.ibm.com/ for information about all the CD-ROMs
offered, updates and formats.

C.3 Other Publications

These publications are also relevant as further information sources:

• AIX Storage Management, GG24-4484

CD-ROM Title Collection Kit
Number

System/390 Redbooks Collection SK2T-2177
Networking and Systems Management Redbooks Collection SK2T-6022
Transaction Processing and Data Management Redbooks Collection SK2T-8038
Lotus Redbooks Collection SK2T-8039
Tivoli Redbooks Collection SK2T-8044
AS/400 Redbooks Collection SK2T-2849
Netfinity Hardware and Software Redbooks Collection SK2T-8046
RS/6000 Redbooks Collection (BkMgr Format) SK2T-8040
RS/6000 Redbooks Collection (PDF Format) SK2T-8043
Application Development Redbooks Collection SK2T-8037
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How to Get ITSO Redbooks

This section explains how both customers and IBM employees can find out about ITSO redbooks, redpieces, and
CD-ROMs. A form for ordering books and CD-ROMs by fax or e-mail is also provided.

• Redbooks Web Site http://www.redbooks.ibm.com/

Search for, view, download, or order hardcopy/CD-ROM redbooks from the redbooks Web site. Also read
redpieces and download additional materials (code samples or diskette/CD-ROM images) from this redbooks
site.

Redpieces are redbooks in progress; not all redbooks become redpieces and sometimes just a few chapters will
be published this way. The intent is to get the information out much quicker than the formal publishing process
allows.

• E-mail Orders

Send orders by e-mail including information from the redbooks fax order form to:

• Telephone Orders

• Fax Orders

This information was current at the time of publication, but is continually subject to change. The latest information
may be found at the redbooks Web site.

In United States
Outside North America

e-mail address
usib6fpl@ibmmail.com
Contact information is in the “How to Order” section at this site:
http://www.elink.ibmlink.ibm.com/pbl/pbl/

United States (toll free)
Canada (toll free)
Outside North America

1-800-879-2755
1-800-IBM-4YOU
Country coordinator phone number is in the “How to Order” section at
this site:
http://www.elink.ibmlink.ibm.com/pbl/pbl/

United States (toll free)
Canada
Outside North America

1-800-445-9269
1-403-267-4455
Fax phone number is in the “How to Order” section at this site:
http://www.elink.ibmlink.ibm.com/pbl/pbl/

IBM employees may register for information on workshops, residencies, and redbooks by accessing the IBM
Intranet Web site at http://w3.itso.ibm.com/ and clicking the ITSO Mailing List button. Look in the Materials
repository for workshops, presentations, papers, and Web pages developed and written by the ITSO technical
professionals; click the Additional Materials button. Employees may access MyNews at http://w3.ibm.com/ for
redbook, residency, and workshop announcements.

IBM Intranet for Employees
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IBM Redbook Fax Order Form
Please send me the following:

We accept American Express, Diners, Eurocard, Master Card, and Visa. Payment by credit card not
available in all countries. Signature mandatory for credit card payment.

Title Order Number Quantity

First name Last name

Company

Address

City Postal code

Telephone number Telefax number VAT number

Invoice to customer number

Country

Credit card number

Credit card expiration date SignatureCard issued to
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List of Abbreviations

CKD Count Key Data

CPC Cluster Processing Complex

CPI Common Parts Interconnect

CU Control Unit

DA Device Adapter

DDM Disk Drive Module

DPO Data Path Optimizer

ESCON Enterprise Connection

FB Fixed Block

FCAL Fibre Channel Arbitrated Loop

FICON Fiber Connection

HA Host Adapter

IBM International Business
Machines Corporation

ITSO International Technical
Support Organization

IODF I/O Definition File

IOS Input Output Supervisor

JBOD Just a Bunch Of Disks

LD Logical Disk

LED Light Emitting Diode

LV Logical Volume

LCU Logical Control Unit

LIC Licenced Internal Code

LP Logical Path

LPAR Logical PARtition

LSS Logical SubSystem

LUN Logical Unit Number

LRU Least Recently Used

NVS Non-volatile Storage

PAV Parallel Access Volume

PPRC Peer to Peer Remote Copy

RAID Redundant Array of
Independent Disks

RVA RAMAC Virtual Array

SCSI Small Systems Computer
Interface

SS SubSystem

SSA Serial Storage Architecture

SSID SubSystem IDentification
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TPF Transaction Processing
Facility

WLM Workload Manager

UCB Unit Control Block

VPD Vital Product Data

XRC Extended Remote Copy
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