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Logical partitioning

You can set up, manage, and troubleshoot AIX®, Linux, and Virtual I/O Server logical partitions using
the Hardware Management Console (HMC), Integrated Virtualization Manager, or Virtual Partition
Manager. By creating logical partitions, you can reduce the footprint of your datacenter by consolidating
servers, and maximize the use of system resources by sharing resources across logical partitions.

What's new in Logical partitioning

Read about new or changed information in Logical partitioning since the previous update of this topic
collection.

May 2012

The following information is new for the Trusted Firewall feature:

* [“Trusted Firewall” on page 65|

Dec 2011

The following updates have been made to the content:

* On the Virtual I/O Server (VIOS) Version 2.2.1.3, or later, you can create a cluster that consists of up to
four VIOS partitions connected to the shared storage pool and that has access to distributed storage.
The following information is updated for shared storage pools:

— [“Virtual adapters” on page 48|

Oct 2011

The following updates have been made to the content:

+ With HMC Version 7.7.4, or later, and POWER7® processor-based servers with firmware at level 7.4, or
later, you can enable Virtual Trusted Platform Module (VIPM) on an AIX logical partition. A logical
partition that is enabled for VIPM has the Trusted Boot capability. Trusted Boot is an offering that is
supported on the Power® Security and Compliance (PowerSC) Standard Edition. The following
information is new or updated for logical partitions that have the Trusted Boot capability:

— ["Trusted Boot” on page 64|

- |“Configuration requirements and restrictions for suspending a logical partition” on page 68|

— ["Verifying that the server supports Virtual Trusted Platform Module” on page 70|

— [“Enabling and disabling a Virtual Trusted Platform Module on a logical partition” on page 82|

— |“Creating a logical partition with Virtual Trusted Platform capability” on page 83

— ["Viewing the Virtual Trusted Platform Module settings” on page 84

¢ The HMC Version 7.7.4, or later, provides the capability to provision shared storage pools. The
following information is new or updated for shared storage pools:

— |“Creating a virtual disk for a VIOS logical partition using the HMC” on page 102|

— [“Changing a virtual disk for a VIOS logical partition using the HMC” on page 147]
May 2011

The following updates have been made to the content:

* The Systems Director Management Console (SDMC) can be used for managing Power Systems
servers and blades.



If you are using HMC Version 7.7.3, or later, or SDMC, you can use the command-line interface to
override the default value of the HPT ratio. The following information is new or updated for the HPT
ratio:

- ["Memory” on page 20|

December 2010

The following updates have been made to the content:

With the HMC version 7 release 7.2.0, or later, you can suspend a running AIX or Linux logical
partition with its operating system and applications. Only POWER?7 processor-based servers support
the Suspend/Resume feature. When a logical partition is suspended, the state of the logical partition is
saved on persistent storage, and the server resources that were in use by that logical partition are made
available for use by other logical partitions. At a later time, the operation of the suspended logical
partition and its applications can be resumed. The following information is new or updated for
partitions with the Suspend/Resume feature:

- ["Hardware Management Console terminal options” on page 47]

- [“Configuration requirements for shared memory” on page 66|

- |“Configuration requirements and restrictions for suspending a logical partition” on page 68|

— [“Verifying that the server supports partitions that can be suspended” on page 69

— [“Verifying that the logical partition can be suspended” on page 69

— [“Creating a logical partition with suspension capability” on page 80|

— [“Enabling suspension capability of a logical partition” on page 80|

On the VIOS Version 2.2.0.11, Fix Pack 24, Service Pack 1, or later, you can create a cluster of only one
VIOS partition connected to the shared storage pool and having access to distributed storage. The
following information is new or updated for shared storage pools:

— [“Virtual adapters” on page 48|

— [“Creating a shared Ethernet adapter for a VIOS logical partition using the HMC” on page 100|

September 2010

The following updates have been made to the content:

You can assign multiple virtual LANs to an already configured virtual Ethernet adapter that is being
used by a running logical partition without restarting the logical partition. For a running logical
partition, you can also remove or modify the VLANSs. The following information is new or updated for
modifying VLANS:

- ["Configuring a virtual Ethernet adapter” on page 89|

— ["Changing the VLAN IDs of a virtual Ethernet adapter” on page 91|

You can configure the Quality of Service (QoS) priority levels for the virtual Ethernet adapter that is
used by a logical partition. The following information is new for configuring the Quality of Service
(QoS) priority levels:

— [“Configuring the Quality of Service priority for a virtual Ethernet adapter” on page 92|

You can configure the MAC address controls assigned to a virtual Ethernet adapter and the logical
Host Ethernet Adapter that is used by a logical partition. The following information is new for MAC
address controls:

- ["MAC address controls using the HMC” on page 93|

— |“Configuring the MAC address controls for a virtual Ethernet adapter” on page 93

February 2010

The following updates have been made to the content:

Information was added and removed for servers that contain the POWER? processor as follows:
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— You can create a system plan by using the Hardware Management Console (HMC). However, the
HMC does not collect VIOS provisioning information.

— You can deploy a system plan to a server by using the HMC. The HMC creates the logical partitions
and configures their resources as defined in the system plan. However, the HMC does not deploy
the operating system environment or provision VIOS resources.

— You can use the System Planning Tool (SPT) to create a system plan for a server that is managed by
the Integrated Virtualization Manager. Then, you can use the system plan to help you order a
system. However, you cannot use the Integrated Virtualization Manager (IVM) to view, import,
export, create, deploy, or delete a system plan.

* You can expand the memory capacity of an AIX logical partition by configuring Active Memory "
Expansion. With Active Memory Expansion, the logical partition can do more work with the same
amount of memory. The following information is new or updated for Active Memory Expansion:

[“Active Memory Expansion for AIX logical partitions” on page 46|

G

— |“Preparing to configure Active Memory Expansion” on page 69

- “’Creating additional logical partitions” on page 79|

[“Creating additional partition profiles” on page 84]

- [“Configuring Active Memory Expansion for AIX logical partitions” on page 88|

[“Entering the activation code for Active Memory Expansion” on page 103]

- |“Changing the Active Memory Expansion factor for AIX logical partitions” on page 130

- [“Adjusting the Active Memory Expansion configuration to improve performance” on page 162|

* With the HMC version 7 release 7.1.0, or later, you can activate a logical partition based on its current
configuration instead of a partition profile. Logical partitions start faster when activated based on their
current configuration data than when activated with a partition profile. The following information is
new or updated for fast activation:

— |“Partition profile” on page §|

— |“Activating a logical partition based on its current configuration” on page 116

Logical partition overview

Logical partitioning is the ability to make a server run as if it were two or more independent servers.
When you logically partition a server, you divide the resources on the server into subsets called logical
partitions. You can install software on a logical partition, and the logical partition runs as an independent
logical server with the resources that you have allocated to the logical partition.

You can assign processors, memory, and input/output devices to logical partitions. You can run AIX,
Linux, and the Virtual I/O Server in logical partitions. The Virtual I/O Server provides virtual 1/O
resources to other logical partitions with general-purpose operating systems.

Logical partitions share a few system attributes, such as the system serial number, system model, and
processor feature code. All other system attributes can vary from one logical partition to another.

You must use tools to create logical partitions on your servers. The tool that you use to create logical

partitions on each server depends on the server model and the operating systems and features that you
want to use on the server.

Benefits of logical partitioning

When you create logical partitions on your server, you can consolidate servers, share system resources,
create mixed environments, and run integrated clusters.

The following scenarios illustrate the benefits of partitioning your server:
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Consolidating servers
A logically partitioned server can reduce the number of servers that are needed within an
enterprise. You can consolidate several servers into a single logically partitioned system. This
eliminates the need for, and expense of, additional equipment.

Sharing resources
You can quickly and easily move hardware resources from one logical partition to another as
needs change. Technologies such as the Micro-Partitioning® technology, allow for processor
resources to be shared automatically among logical partitions that use a shared processor pool.
Similarly, the PowerVM® Active Memory Sharing technology allows for memory resources to be
shared automatically among logical partitions that use the shared memory pool. Other
technologies, such as dynamic logical partitioning, allow for resources to be manually moved to,
from, and between running logical partitions without shutting down or restarting the logical
partitions.

Maintaining independent servers
Dedicating a portion of the resources (disk storage unit, processors, memory, and I/O devices) to
a logical partition achieves logical isolation of software. If configured correctly, logical partitions
also have some hardware fault tolerance.

Creating a mixed production and test environment
You can create a combined production and test environment on the same server. The production
logical partition can run your main business applications, and the test logical partition is used to
test software. A failure in a test logical partition, while not necessarily planned, does not disrupt
normal business operations.

Merging production and test environments
Partitioning enables separate logical partitions to be allocated for production and test servers,
eliminating the need to purchase additional hardware and software. When testing has been
completed, the resources allocated to the test logical partition can be returned to the production
logical partition or elsewhere as required. As new projects are developed, they can be built and
tested on the same hardware on which they are eventually deployed.

Running integrated clusters
Using high-availability application software, your partitioned server can run as an integrated
cluster. You can use an integrated cluster to protect your server from most unscheduled failures
within a logical partition.

Although there are many benefits to creating logical partitions, consider the following points before
choosing to use logical partitions:

* Processor and memory failures might result in the failure of the entire server with all of its logical
partitions. (The failure of a single I/O device affects only the logical partition to which the I/O device
belongs.) To reduce the possibility of system failure, you can use the Advanced System Management
Interface (ASMI) to set the server to unconfigure failing processors or memory modules automatically.
After the server unconfigures the failing processor or memory module, the server continues running
without using the unconfigured processor or memory module.

* Administering a consolidated system might be more difficult in some ways than administering
multiple smaller systems, particularly if the resources in the consolidated system are used at a level
close to their capacity. If you anticipate that you will use your server at a level close to its capacity,
consider ordering a server model that is capable of Capacity on Demand (CoD).

Sharing resources between logical partitions

Although each logical partition acts as an independent server, the logical partitions on a server can share
some kinds of resources with each other. The ability to share resources among many logical partitions
allows you to increase resource utilization on the server and to move the server resources to where they
are needed.
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The following list illustrates some of the ways in which logical partitions can share resources. For some
server models, the features mentioned in this list are options for which you must obtain and enter an
activation code:

* The Micro-Partitioning technology (or shared processing) allows logical partitions to share the
processors in shared processor pools. Each logical partition that uses shared processors is assigned a
specific amount of processor power from its shared processor pool. By default, each logical partition is
set so that the logical partition uses no more than its assigned processor power. Optionally, you can set
a logical partition so that the logical partition can use processor power that is not being used by other
logical partitions in its shared processor pool. If you set the logical partition so that it can use unused
processor power, the amount of processor power that the logical partition can use is limited by the
virtual processor settings of the logical partition and by the amount of unused processor power
available in the shared processor pool that is used by the logical partition.

* Logical partitions can share the memory in the shared memory pool by using the PowerVM Active
Memory Sharing technology (or shared memory). Instead of assigning a dedicated amount of physical
memory to each logical partition that uses shared memory (hereafter referred to as shared memory
partitions), the hypervisor constantly provides the physical memory from the shared memory pool to
the shared memory partitions as needed. The hypervisor provides portions of the shared memory pool
that are not currently being used by shared memory partitions to other shared memory partitions that
need to use the memory. When a shared memory partition needs more memory than the current
amount of unused memory in the shared memory pool, the hypervisor stores a portion of the memory
that belongs to the shared memory partition in auxiliary storage. Access to the auxiliary storage is
provided by a Virtual I/O Server logical partition. When the operating system attempts to access data
that is located in the auxiliary storage, the hypervisor directs a Virtual I/O Server to retrieve the data
from the auxiliary storage and write it to the shared memory pool so that the operating system can
access the data. The PowerVM Active Memory Sharing technology is available with the PowerVM
Enterprise Edition hardware feature, which also includes the license for the Virtual I/O Server
software.

* Dynamic logical partitioning allows you to manually move resources to, from, and between running
logical partitions without shutting down or restarting the logical partitions. This allows you to share
devices that logical partitions use occasionally. For example, if the logical partitions on your server use
an optical drive occasionally, you can assign a single optical drive to multiple logical partitions as a
desired device. The optical drive would belong to only one logical partition at a time, but you can use
dynamic logical partitioning to move the optical drive between logical partitions as needed.

e Virtual I/0 allows logical partitions to access and use 1/O resources on other logical partitions. For
example, virtual Ethernet allows you to create a virtual LAN that connects the logical partitions on
your server to each other. If one of the logical partitions on the server has a physical Ethernet adapter
that is connected to an external network, you can configure the operating system of that logical
partition to connect the virtual LAN with the physical Ethernet adapter. This allows the logical
partitions on the server to share a physical Ethernet connection to an external network.

* A Host Ethernet Adapter (HEA), or Integrated Virtual Ethernet (IVE), allows multiple logical partitions
on the same server to share a single physical Ethernet adapter. Unlike most other types of I/O devices,
you can never assign the HEA itself to a logical partition. Instead, multiple logical partitions can
connect directly to the HEA and use the HEA resources. This allows these logical partitions to access
external networks through the HEA without having to go through an Ethernet bridge on another
logical partition.
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Related concepts:

[“Shared processors” on page 17

Shared processors are physical processors whose processing capacity is shared among multiple logical
partitions. The ability to divide physical processors and share them among multiple logical partitions is
known as the Micro-Partitioning technology.

[“Shared memory” on page 21|

You can configure your system so that multiple logical partitions share a pool of physical memory. A
shared memory environment includes the shared memory pool, logical partitions that use the shared
memory in the shared memory pool, logical memory, I/O entitled memory, at least one Virtual I/O
Server logical partition, and paging space devices.

Managed systems

A managed system is a single physical server plus the resources that are connected to the physical server.
The physical server and the connected resources are managed by the physical server as a single unit.
Connected resources can include expansion units, towers, and drawers, and storage area network (SAN)
resources that are assigned to the server.

You can install a single operating system on a managed system and use the managed system as a single
server. Alternately, you can use a partitioning tool, such as the Hardware Management Console (HMC) or
the Integrated Virtualization Manager to create multiple logical partitions on the managed system. The
partitioning tool manages the logical partitions on the managed system.

Manufacturing default configuration

The manufacturing default configuration is the initial single partition setup of the managed system as
received from your service provider.

When your system is in the manufacturing default configuration, you can install an operating system on
the managed system and use the managed system as a nonpartitioned server. In this state, you do not
have to manage the system using a Hardware Management Console (HMC).

If you choose to attach an HMC to a managed system that is in the manufacturing default configuration
for reasons other than partitioning (such as to activate Capacity on Demand), all of the physical hardware
resources on the system are automatically assigned to the logical partition. If you add new physical
hardware resources to the managed system, the resources are automatically assigned to the logical
partition. However, in order to use the newly added resources, you must dynamically add the resources
to the logical partition or restart the logical partition. You do not have to make any partitioning changes
on the server if you do not want to do so.

However, if you use the HMC to create, delete, change, copy, or activate any logical partitions or partition
profiles on the managed system, the system is then be in the partition mode. You must then use the HMC
to manage the managed system. If a managed system is managed using an HMC, and you want to return
the managed system to a nonpartitioned state or if you want to partition the managed system with the
Integrated Virtualization Manager , then you must follow a special procedure to reset the server.

Managed systems that are partitioned using the Integrated Virtualization Manager are not managed with
an HMC. If a managed system is managed using the Integrated Virtualization Manager, then you do not
have to reset the server to return the managed system to a nonpartitioned state. Also, you do not have to
reset the server if you want to switch from using the Integrated Virtualization Manager to using an HMC.
To switch to using an HMC, back up the data on each logical partition, attach the HMC to the server,
create the logical partitions, and restore the data to the storage assigned to each logical partition.
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Related concepts:

[“Logical partitioning tools”]

You must use tools to create logical partitions on your servers. The tool that you use to create logical
partitions on each server depends upon the server model and the operating systems and features that
you want to use on the server.

Related tasks:

[“Resetting the managed system to a nonpartitioned configuration” on page 8¢

You can use the Hardware Management Console (HMC) and the Advanced System Management
Interface (ASMI) to erase all of your logical partitions and reset the managed system to a nonpartitioned
configuration. When you reset the managed system, all of the physical hardware resources are assigned
to a single logical partition. This allows you to use the managed system as if it were a single,
nonpartitioned server.

Related information:

[+ [Activating Capacity Upgrade on Demand|

Logical partitioning tools
You must use tools to create logical partitions on your servers. The tool that you use to create logical

partitions on each server depends upon the server model and the operating systems and features that
you want to use on the server.

Hardware Management Console

The Hardware Management Console (HMC) is a hardware appliance that you can use to configure and
control one or more managed systems. You can use the HMC to create and manage logical partitions and
activate Capacity Upgrade on Demand. Using service applications, the HMC communicates with
managed systems to detect, consolidate, and send information to service and support for analysis.

The HMC also provides terminal emulation for the logical partitions on your managed system. You can
connect to logical partitions from the HMC itself, or you can set up the HMC so that you can connect to
logical partitions remotely through the HMC. HMC terminal emulation provides a dependable connection
that you can use if no other terminal device is connected or operational. HMC terminal emulation is
useful during initial system setup, before you have configured your terminal of choice.

Partition 1  Partition 2 Partition 3  Partition 4

HMC AIX AIX D Linux D Linux

|— Server firmware

OIPHAT507-02

In this figure, you can see the logical partitions and the server firmware on the server. The server firmware
is code that is stored in system flash memory on the server. The server firmware directly controls the
resource allocations on the server and the communications between logical partitions on the server.

If you use a single HMC to manage a server, and the HMC malfunctions or becomes disconnected from
the server firmware, then the server continues to run, but you will not be able to change the logical
partition configuration of the server. If desired, you can attach an additional HMC to act as a backup and
to provide a redundant path between the server and service and support.

Partitioning using the HMC is supported on all server models. Some models require you to enter an
activation code before you can create logical partitions on the server.
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Partition profile:

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

A partition profile specifies the desired system resources for the logical partition and the minimum and
maximum amounts of system resources that the logical partition can have. The system resources specified
within a partition profile includes processors, memory, and 1/O resources. The partition profile can also
specify certain operating settings for the logical partition. For example, you can set a partition profile so
that, when the partition profile is activated, the logical partition is set to start automatically the next time
that you power on the managed system.

Each logical partition on a managed system that is managed by an HMC has at least one partition profile.
If desired, you can create additional partition profiles with different resource specifications for your
logical partition. If you create multiple partition profiles, you can designate any partition profile on the
logical partition to be the default partition profile. The HMC activates the default profile if you do not
select a specific partition profile to be activated. Only one partition profile can be active at one time. To
activate another partition profile for a logical partition, you must shut down the logical partition before
you activate the other partition profile.

A partition profile is identified by the logical partition ID and partition profile name. Logical partition
IDs are whole numbers used to identify each logical partition that you create on a managed system, and
partition profile names identify the partition profiles that you create for each logical partition. Each
partition profile on a logical partition must have a unique partition profile name, but you can use a
partition profile name for different logical partitions on a single managed system. For example, logical
partition 1 cannot have more than one partition profile with a partition profile name of normal, but you
can create a normal partition profile for each logical partition on the managed system.

When you create a partition profile, the HMC shows you all of the resources available on your system.
The HMC does not verify if another partition profile is currently using a portion of these resources.
Therefore, it is possible for you to over commit resources. When you activate a logical partition using a
partition profile, the system attempts to start the logical partition using the resources that are specified in
the partition profile. If the minimum resources specified in the partition profile are not available on the
managed system, the logical partition cannot be started using the partition profile.

For example, you have four processors on your managed system. Logical partition 1 with partition profile
A has three processors, and logical partition 2 with partition profile B has two processors. If you attempt
to activate both of these partition profiles at the same time, logical partition 2 with partition profile B fails
to activate because you have over committed processor resources.

When you shut down a logical partition and reactivate the logical partition using a partition profile, the
partition profile overlays the resource specifications of the logical partition with the resource
specifications in the partition profile. Any resource changes that you made to the logical partition using
dynamic logical partitioning are lost when you reactivate the logical partition using a partition profile.
This is desirable when you want to undo dynamic logical partitioning changes to the logical partition.
However, this is not desirable if you want to reactivate the logical partition using the resource
specifications that the logical partition had when you shut down the managed system. It is therefore best
to keep your partition profiles up to date with the latest resource specifications. You can save the current
configuration of the logical partition as a partition profile. This allows you to avoid having to change
partition profiles manually.

If you shut down a logical partition whose partition profiles are not up to date, and the logical partition
is set to start automatically when the managed system starts, you can preserve the resource specifications

on that logical partition by restarting the entire managed system using the partition autostart power-on
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mode. When the logical partitions start automatically, the logical partitions have the resource
specifications that the logical partitions had when you shut down the managed system.

You must activate a logical partition by activating a partition profile at least once. After that, you can
activate the logical partition based on its current configuration data that is saved in the hypervisor.
Logical partitions start faster when activated based on their current configuration data than when
activated with a partition profile.

Related tasks:

[“Saving the logical partition configuration to a partition profile” on page 145|

You can save the current configuration of a logical partition to a new partition profile using the
Hardware Management Console (HMC). Use this procedure if you change the configuration of a logical
partition using dynamic logical partitioning and you do not want to lose the changes when you reactivate
the logical partition. This procedure allows you to save the changed configuration to a new partition
profile instead of having to enter the changed resource allocations manually.

Processor resource assignment in partition profiles:

When you create a partition profile for a logical partition, you set up the desired, minimum, and
maximum amounts of processor resources that you want for the logical partition.

The desired value is the resource amount that the logical partition gets if you do not over commit the
resource on the managed system. If the desired amount of resources is available when you activate the
partition profile, then the logical partition starts with the desired amount of resources. However, if the
desired amount of resources is not available when you activate the partition profile, then the resources on
your managed system are over committed. If the amount of resources that are available on the managed
system is equal to or greater than the minimum amount of resources in the partition profile, then the
logical partition starts with the available amount of resources. If the minimum amount of resources is not
met, then the logical partition does not start.

If the managed system allows the configuration of multiple shared processor pools, then you can limit
the number of processors that are used by a specific group of logical partitions by configuring a shared
processor pool for those logical partitions and reassigning those logical partitions to that shared processor
pool.

If you create a partition profile that is set to use shared processors, the HMC calculates a minimum,
maximum, and desired number of virtual processors for the partition profile. The calculation of virtual
processors is based upon the minimum, maximum, and desired number of processing units that you
specify for the partition profile. By default, the virtual processor settings are calculated as follows:

¢ The default minimum number of virtual processors is the minimum number of processing units
(rounded up to the next whole number). For example, if the minimum number of processing units is
0.8, the default minimum number of virtual processors is 1.

* The default desired number of virtual processors is the desired number of processing units (rounded
up to the next whole number). For example, if the desired number of processing units is 2.8, the
default desired number of virtual processors is 3.

* The default maximum number of virtual processors is the maximum number of processing units
rounded up to the next whole number and multiplied by two. For example, if the maximum number
of processing units is 3.2, the default maximum number of virtual processors is 8 (four times 2).

When you activate the logical partition using the partition profile on the HMC, the logical partition is
assigned the desired number of virtual processors. You can then use dynamic logical partitioning to
change the number of virtual processors to any number between the minimum and maximum values, so
long as the number of virtual processors is greater than the number of processing units that are assigned
to the logical partition. Before changing the default settings, performance modeling should be performed.

For example, you create a partition profile on the HMC with the following processor unit settings.
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Minimum processing units 1.25
Desired processing units 3.80
Maximum processing units 5.00

The default virtual processor settings for this partition profile on the HMC are as follows.
Minimum virtual processors 2
Desired virtual processors 4
Maximum virtual processors 10

When you activate the logical partition using this partition profile on the HMC, the operating system sees
four processors, because the logical partition is activated with the desired value of four virtual processors.
Each of these virtual processors has 0.95 processing units supporting the work assigned to the processor.
After the logical partition is activated, you can use dynamic logical partitioning to change the number of
virtual processors on the logical partition to any between number 2 - 10, so long as the number of virtual
processors is greater than the number of processing units that are assigned to the logical partition. If you
increase the number of virtual processors, bear in mind that you will less processing power supporting
the work assigned to each processor.

Related concepts:

[“Processors” on page 14|

A processor is a device that processes programmed instructions. The more processors that you assign to a
logical partition, the greater the number of concurrent operations that the logical partition can run at any
given time.

Memory resource assignment in partition profiles:

When you create a partition profile for a logical partition, you set up the desired, minimum, and
maximum amounts of memory resources that you want for the logical partition.

When you create a partition profile that is set to use dedicated memory, the desired, minimum, and
maximum amounts of memory that you specify refer to physical memory in the system. If the desired
amount of physical memory is available on the managed system when you activate the partition profile,
the logical partition starts with the desired amount of physical memory. However, if the desired amount
of physical memory is not available when you activate the partition profile, the physical memory on your
managed system is over committed. In that case, if the amount of physical memory that is available on
the managed system is equal to or greater than the minimum amount of physical memory in the partition
profile, the logical partition starts with the available amount of physical memory. If the minimum amount
of physical memory is not available, then the logical partition does not start.

When you create a partition profile that is set to use shared memory, the desired, minimum, and
maximum amounts of memory that you specify refer to logical memory. When you activate the partition
profile, the logical partition starts with the desired amount of logical memory. You can dynamically add
and remove logical memory to and from a running logical partition within the minimum and maximum
values set in the partition profile.

Related concepts:

[“Memory” on page 20|
Processors use memory to temporarily hold information. Memory requirements for logical partitions
depend on the logical partition configuration, I/O resources assigned, and applications used.

1/O device assignment in partition profiles:

I/O devices are assigned to partition profiles on a slot-by-slot basis. Most I/O devices can be assigned to
a partition profile on the HMC as required or as desired.

e If an I/O device is assigned to a partition profile as required, then the partition profile cannot be
successfully activated if the I/O device is unavailable or is in use by another logical partition. Also,
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after the logical partition starts, you cannot use dynamic logical partitioning to remove the required
I/0 device from the running logical partition or move the required 1/O device to another logical
partition. This setting is suitable for devices that are required for the continuous operation of the
logical partition (such as disk drives).

* If an I/O device is assigned to a partition profile as desired, then the partition profile can be
successfully activated if the I/O device is unavailable or is in use by another logical partition. The
desired I/O device can also be unconfigured in the operating system or system software and removed
from the running logical partition or moved to another logical partition using dynamic logical
partitioning. This setting is suitable for devices that you want to share among multiple logical
partitions (such as optical drives or tape drives).

The exception to this rule is host channel adapters (HCAs), which are added to partition profiles on the
HMC as required. Each physical HCA contains a set of 64 globally unique IDs (GUIDs) that can be
assigned to partition profiles. You can assign multiple GUIDs to each partition profile, but you can assign
only one GUID from each physical HCA to each partition profile. Also, each GUID can be used by only
one logical partition at a time. You can create multiple partition profiles with the same GUID, but only
one of those partition profiles can be activated at a time.

You can change the required or desired setting within any partition profile for any I/O device at any
time. Changes to the required or desired setting for an I/O device take effect immediately, even if the
logical partition is running. For example, you want to move a tape device from one running logical
partition to another, and the I/O device is required in the active partition profile for the source logical
partition. You can access the active partition profile for the source logical partition, set the tape device to
be desired, and then unconfigure and move the tape device to the other logical partition without having
to restart either logical partition.

If you create an logical partition using the HMC, you must tag I/O devices to perform certain functions
for that logical partition.

Related reference:

[“Virtual adapters” on page 48|

With virtual adapters, you can connect logical partitions with each other without using physical
hardware. Operating systems can display, configure, and use virtual adapters just like they can display,
configure, and use physical adapters. Depending on the operating environment used by the logical
partition, you can create virtual Ethernet adapters, virtual Fibre Channel adapters, virtual Small
Computer Serial Interface (SCSI) adapters, and virtual serial adapters for a logical partition.

Partition profiles that use all of the system resources:

You can create partition profiles on your HMC that specify all of the resources on the managed system. If
you activate a logical partition using such a partition profile, then the managed system assigns all of its
resources to the logical partition.

If you add additional resources to the managed system, the managed system automatically assigns the
added resources to the logical partition when the profile is activated. The profile must be activated while
the server is in 'partition standby' state, because automatic restart of the logical partition does not assign
newly added processor and memory resources. You do not have to change the partition profile for the
managed system to assign the additional resources to the logical partition.

You cannot activate a logical partition using a partition profile that specifies all of the system resources if
any other logical partition is running. However, after the logical partition is activated with all of the
system resources, you can remove most processor and memory resources and all I/O resources from the
logical partition using dynamic logical partitioning. This allows you to start other logical partitions using
the resources that you remove from the logical partition. There is an implicit minimum amount of
processor and memory resources that is reserved for the logical partition that uses all of the system
resources, so you cannot remove all processor and memory resources from such a logical partition.
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Related concepts:

[“Managing logical partition resources dynamically” on page 129)

You use the Hardware Management Console (HMC) to add, remove, or move processor, memory, and
1/0 resources between running logical partitions without restarting the logical partitions or the managed
system.

System profile:

A system profile is an ordered list of partition profiles that is used by the Hardware Management Console
(HMC) to start the logical partitions on a managed system in a specific configuration.

When you activate the system profile, the managed system attempts to activate each partition profile in
the system profile in the order specified. A system profile helps you activate or change the managed
system from one complete set of logical partition configurations to another.

It is possible for you to create a system profile whose partition profiles specify more resources than are
available on the managed system. You can use the HMC to validate the system profile against the
currently available system resources and against the total system resources. Validating your system
profile ensures that your I/O devices and processing resources are not overcommitted, and it increases
the likelihood that the system profile can be activated. The validation process estimates the amount of
memory needed to activate all of the partition profiles in the system profile. It is possible that a system
profile can pass validation and yet not have enough memory to be activated.

System profiles cannot include partition profiles that specify shared memory. In other words, logical
partitions that use shared memory cannot be activated by using a system profile.

Related tasks:

[“Validating a system profile” on page 128|

When you validate a system profile, the Hardware Management Console (HMC) compares the resources

defined in the system profile with the resources available on the managed system. If the system profile
requires more resources than are available on the managed system, a message is displayed on the HMC.

Partitioning with the Integrated Virtualization Manager

The Integrated Virtualization Manager is a browser-based system management interface for the Virtual I/O
Server. The Integrated Virtualization Manager provides you with the ability to create and manage logical
partitions on a single server.

Virtual 1/O Server is software that provides virtual storage and shared Ethernet resources to the other
logical partitions on the managed system. Virtual I/O Server is not a general purpose operating system
that can run applications. Virtual I/O Server is installed on a logical partition in the place of a general
purpose operating system, and is used solely to provide virtual I/O resources to other logical partitions
with general purpose operating systems. You use the Integrated Virtualization Manager to specify how
these resources are assigned to the other logical partitions.

To use the Integrated Virtualization Manager, you must first install Virtual I/O Server on an
unpartitioned server. Virtual I/O Server automatically creates a logical partition for itself, which is called
the management partition for the managed system. The management partition is the Virtual I/O Server
logical partition that controls all of the physical I/O resources on the managed system. After you install
Virtual I/O Server, you can configure a physical Ethernet adapter on the server so that you can connect
to the Integrated Virtualization Manager from a computer with a Web browser.

The following figure illustrates an systems server or an BladeCenter® blade server with Power
Architecture® technology. The Virtual I/O Server is in its own logical partition, and the client logical
partitions are managed by the Virtual I/O Server logical partition. The browser on the PC connects to the
Integrated Virtualization Manager interface over a network, and you can use the Integrated Virtualization
Manager to create and manage the logical partitions on the server.
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Resource assignment

When you use the Integrated Virtualization Manager to create logical partitions, you can assign memory
and processor resources directly to logical partitions. If a logical partition uses dedicated processors, you
specify the exact number of dedicated processors for the logical partition to use. If a logical partition uses
shared processors, you can specify the number of virtual processors for the logical partition, and the
Integrated Virtualization Manager calculates the number of processing units it assigns to the logical
partition based on the number of virtual processors. If the logical partition uses dedicated memory, you
can specify the amount of physical memory for the logical partition to use. If the logical partition uses
shared memory, you can specify the amount of logical memory for the logical partition to use. In all
cases, the amount of resources that you assign to a logical partition is committed to the logical partition
from the time that you create the logical partition until the time that you change this amount or delete
the logical partition. You cannot overcommit processor and memory resources to logical partitions by
using the Integrated Virtualization Manager.

A logical partition that is created by using the Integrated Virtualization Manager has minimum and
maximum processor values. The minimum and maximum values are used when you use a workload
management application on the managed system, when you restart the managed system after a processor
failure, or when you dynamically move resources to or from the Virtual I/O Server management
partition. By default, the minimum and maximum values are set to the same value as the actual amount
of committed resources. You can change the minimum and maximum processor values at any time.

A logical partition that is created by using the Integrated Virtualization Manager has minimum and
maximum memory values. For logical partitions that are configured to use dedicated memory, these
values refer to physical memory. The minimum and maximum values are used when you use a workload
management application on the managed system, when you restart the managed system, or when you
dynamically move memory to or from the Virtual I/O Server management partition. For logical partitions
that are configured to use shared memory, these values refer to logical memory. The minimum and
maximum values are used when you use a workload management application on the managed system,
when you restart the managed system, or when you dynamically add or remove memory to or from a
logical partition that uses shared memory. For logical partitions that are configured to use either
dedicated or shared memory, you can change the minimum and maximum memory values only while
the logical partition is not running.

When you use the Integrated Virtualization Manager to create logical partitions on your managed system,
a fraction of the memory and a fraction of the processors on the managed system are assigned to the
Virtual I/O Server management partition. If desired, you can change the memory and processor resources
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that are assigned to the management partition to match your Virtual I/O Server workload. Physical disks
can be assigned directly to logical partitions, or they can be assigned to storage pools, and virtual disks
(or logical volumes) can be created from these storage pools and assigned to logical partitions. Physical
Ethernet connections are generally shared by configuring the physical Ethernet adapter as a virtual
Ethernet bridge between the virtual LAN on the server and an external, physical LAN.

Related information:

[ [Integrated Virtualization Manager]

Physical and virtual hardware resources

When you create logical partitions on a managed system, you can assign the physical resources on the
managed system directly to logical partitions. You can also share hardware resources among logical
partitions by virtualizing those hardware resources. The methods used to virtualize and share hardware
resources depend on the type of resource that you are sharing.

Processors

A processor is a device that processes programmed instructions. The more processors that you assign to a
logical partition, the greater the number of concurrent operations that the logical partition can run at any
given time.

You can set a logical partition to use either processors that are dedicated to the logical partition or
processors that are shared with other logical partitions. If a logical partition uses dedicated processors,
then you must assign processors (in increments of whole numbers) to the logical partition. A logical
partition that uses dedicated processors cannot use any processing capacity beyond the processors that
are assigned to the logical partition.

By default, all physical processors that are not dedicated to specific logical partitions are grouped
together in a shared processor pool. You can assign a specific amount of the processing capacity in this
shared processor pool to each logical partition that uses shared processors. Some models allow you to use
the HMC to configure multiple shared processor pools. These models have a default shared processor pool
that contains all the processor resources that do not belong to logical partitions that use dedicated
processors or logical partitions that use other shared processor pools. The other shared processor pools on
these models can be configured with a maximum processing unit value and a reserved processing unit
value. The maximum processing unit value limits the total number of processors that can be used by the
logical partitions in the shared processor pool. The reserved processing unit value is the number of
processing units that are reserved for the use of uncapped logical partitions within the shared processor
pool.

You can set a logical partition that uses shared processors to use as little as 0.10 processing units, which is
approximately a 10th of the processing capacity of a single processor. You can specify the number of
processing units to be used by a shared processor logical partition down to the 100th of a processing unit.
Also, you can set a shared processor logical partition so that, if the logical partition requires more
processing capacity than its assigned number of processing units, the logical partition can use processor
resources that are not assigned to any logical partition or processor resources that are assigned to another
logical partition but that are not being used by the other logical partition. (Some server models might
require you to enter an activation code before you can create logical partitions that use shared
processors.) (Some server models might require you to enter an activation code before you can create
logical partitions that use shared processors.)

You can assign up to the entire processing capacity on the managed system to a single logical partition, if
the operating system and server model supports doing so. You can configure your managed system so
that it does not comply with the software license agreement for your managed system, but you will
receive out-of-compliance messages if you operate the managed system in such a configuration.
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Automatic redistribution of work when a processor fails

If the server firmware detects that a processor is about to fail, or if a processor fails when the processor is
not in use, then the server firmware creates a serviceable event. The server firmware can also unconfigure
the failing processor automatically, depending upon the type of failure and the unconfiguration policies
that you set up using the Advanced System Management Interface (ASMI). You can also unconfigure a
failing processor manually using the ASML

When the server firmware unconfigures a failing processor, and there are no unassigned or unlicensed
processors available on the managed system, the processor unconfiguration can cause the logical partition
to which the processor is assigned to shut down. To avoid shutting down mission-critical workloads
when your server firmware unconfigures a failing processor, you can use the HMC to set partition
availablity priorities for the logical partitions on your managed system. A logical partition with a failing
processor can acquire a replacement processor from one or more logical partitions with a lower
partition-availability priority. The managed system can dynamically reduce the number of processors
used by shared processor partitions with lower partition-availability priorities and use the freed processor
resources to replace the failing processor. If this does not provide enough processor resources to replace
the failing processor, the managed system can shut down logical partitions with lower
partition-availability priorities and use those freed processor resources to replace the failing processor.
The acquisition of a replacement processor allows the logical partition with the higher
partition-availability priority to continue running after a processor failure.

A logical partition can take processors only from logical partitions with lower partition-availability
priorities. If all of the logical partitions on your managed system have the same partition-availability
priority, then a logical partition can replace a failed processor only if the managed system has unlicensed
or unassigned processors.

By default, the partition-availability priority of Virtual I/O Server logical partitions with virtual SCSI
adapters is set to 191. The partition availablity priority of all other logical partitions is set to 127 by
default.

Do not set the priority of Virtual I/O Server logical partitions to be lower than the priority of the logical
partitions that use the resources on the Virtual I/O Server logical partition. If the managed system shuts
down a logical partition because of its partition availability priority, all logical partitions that use the
resources on that logical partition are also shut down.

If a processor fails when the processor is in use, then the entire managed system shuts down. When a
processor failure causes the entire managed system to shut down, the system unconfigures the processor
and restarts. The managed system attempts to start the logical partitions that were running at the time of
the processor failure with their minimum processor values, in partition-availability priority order, with
the logical partition with the highest partition-availability priority being started first. If the managed
system does not have enough processor resources to start all of the logical partitions with their minimum
processor values, then the managed system starts as many logical partitions as it can with their minimum
processor values. If there are any processor resources remaining after the managed system has started the
logical partitions, then the managed system distributes any remaining processor resources to the running
logical partitions in proportion to their desired processor values.
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Related concepts:

[“Software licensing for licensed programs on logical partitions” on page 75

If you use licensed programs such as AIX on a server with logical partitions, consider how many
software licenses are required for your logical partition configuration. Careful consideration of your
software might help minimize the number of software licenses that you must purchase.

[“Processor resource assignment in partition profiles” on page 9
When you create a partition profile for a logical partition, you set up the desired, minimum, and
maximum amounts of processor resources that you want for the logical partition.

Related tasks:

[“Setting partition-availability priorities for your managed system” on page 161|

To avoid shutting down mission-critical workloads when your server firmware deconfigures a failing
processor, you can use the Hardware Management Console (HMC) to set partition-availablity priorities
for the logical partitions on your managed system. A logical partition with a failing processor can acquire
a replacement processor from logical partitions with a lower partition-availability priority. The acquisition
of a replacement processor allows the logical partition with the higher partition-availability priority to
continue running after a processor failure.

Related information:

[ [Setting deconfiguration policies

[ [Deconfiguring hardware]

Dedicated processors:
Dedicated processors are whole processors that are assigned to a single logical partition.

If you choose to assign dedicated processors to a logical partition, you must assign at least one processor
to that logical partition. Likewise, if you choose to remove processor resources from a dedicated logical
partition, you must remove at least one processor from the logical partition.

On systems that are managed by a Hardware Management Console (HMC), dedicated processors are
assigned to logical partitions using partition profiles.

By default, a powered-off logical partition using dedicated processors has its processors available to
uncapped logical partitions that use shared processors. If the uncapped logical partition needs additional
processor resources, the uncapped logical partition can use the idle processors that belong to the
powered-off dedicated logical partition, if the total number of processors used by the uncapped logical
partition does not exceed the virtual processors assigned to the uncapped logical partition, and if the use
of these idle processors does not cause the shared processor pool to exceed its maximum processing
units. When you power on the dedicated logical partition while the uncapped logical partition is using
the processors, the activated logical partition regains all of its processing resources. If you use the HMC,
you can prevent dedicated processors from being used in the shared processor pool by disabling this
function in the partition properties panels.

You can also set the properties of a logical partition using dedicated processors so that unused processing
cycles on those dedicated processors can be made available to uncapped logical partitions while the
dedicated processor logical partition is running. You can change the processor sharing mode of the
dedicated processor logical partition at any time, without having to shut down and restart the logical
partition.
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Related concepts:

[“Partition profile” on page §

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

Shared processors:

Shared processors are physical processors whose processing capacity is shared among multiple logical
partitions. The ability to divide physical processors and share them among multiple logical partitions is
known as the Micro-Partitioning technology.

Note: For some models, the Micro-Partitioning technology is an option for which you must obtain and
enter a PowerVM Editions activation code.

By default, all physical processors that are not dedicated to specific logical partitions are grouped
together in a shared processor pool. You can assign a specific amount of the processing capacity in this
shared processor pool to each logical partition that uses shared processors. Some models allow you to use
the HMC to configure multiple shared processor pools. These models have a default shared processor pool
that contains all the processors that do not belong to logical partitions that use dedicated processors or
logical partitions that use other shared processor pools. The other shared processor pools on these models
can be configured with a maximum processing unit value and a reserved processing unit value. The
maximum processing unit value limits the total number of processing unit that can be used by the logical
partitions in the shared processor pool. The reserved processing unit value is the number of processing
units that are reserved for the use of uncapped logical partitions within the shared processor pool.

You can assign partial processors to a logical partition that uses shared processors. A minimum of 0.10
processing units can be configured for any logical partition that uses shared processors. Processing units
are a unit of measure for shared processing power across one or more virtual processors. One shared
processing unit on one virtual processor accomplishes approximately the same work as one dedicated
processor.

Some server models allow logical partitions to use only a portion of the total active processors on the
managed system, so you are not always able to assign the full processing capacity of the managed system
to logical partitions. This is particularly true for server models with one or two processors, where a large
portion of processor resources is used as overhead.

On HMC-managed systems, shared processors are assigned to logical partitions using partition profiles.

Logical partitions that use shared processors can have a sharing mode of capped or uncapped. An
uncapped logical partition is a logical partition that can use more processor power than its assigned
processing capacity. The amount of processing capacity that an uncapped logical partition can use is
limited only by the number of virtual processors assigned to the logical partition or the maximum
processing unit allowed by the shared processor pool that the logical partition uses. In contrast, a capped
logical partition is a logical partition that cannot use more processor power than its assigned processing
units.

For example, logical partitions 2 and 3 are uncapped logical partitions, and logical partition 4 is a capped
logical partition. Logical partitions 2 and 3 are each assigned 3.00 processing units and four virtual
processors. Logical partition 2 currently uses only 1.00 of its 3.00 processing units, but logical partition 3
currently has a workload demand that requires 4.00 processing units. Because logical partition 3 is
uncapped and has four virtual processors, the server firmware automatically allows logical partition 3 to
use 1.00 processing units from logical partition 2. This increases the processing power for logical partition
3 to 4.00 processing units. Soon afterwards, logical partition 2 increases its workload demand to 3.00
processing units. The server firmware therefore automatically returns 1.00 processing units to logical
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partition 2 so that logical partition 2 can use its full, assigned processing capacity once more. Logical
partition 4 is assigned 2.00 processing units and three virtual processors, but currently has a workload
demand that requires 3.00 processing units. Because logical partition 4 is capped, logical partition 4
cannot use any unused processing units from logical partitions 2 or 3. However, if the workload demand
of logical partition 4 decreases below 2.00 processing units, logical partitions 2 and 3 could use any
unused processing units from logical partition 4.

By default, logical partitions that use shared processors are capped logical partitions. You can set a logical
partition to be an uncapped logical partition if you want the logical partition to use more processing
power than its assigned amount.

Although an uncapped logical partition can use more processor power than its assigned processing
capacity, the uncapped logical partition can never use more processing units than its assigned number of
virtual processors. Also, the logical partitions that use a shared processor pool can never use more
processing units than the maximum processing units configured for the shared processor pool.

If multiple uncapped logical partitions need additional processor capacity at the same time, the server
can distribute the unused processing capacity to all uncapped logical partitions. This distribution process
is determined by the uncapped weight of each of the logical partitions.

Uncapped weight is a number in the range of 0 through 255 that you set for each uncapped logical
partition in the shared processor pool. On the HMC, you can choose from any of the 256 possible
uncapped weight values. The Integrated Virtualization Manager limits you to only one of several
different uncapped weight values. By setting the uncapped weight (255 being the highest weight), any
available unused capacity is distributed to contending logical partitions in proportion to the established
value of the uncapped weight. The default uncapped weight value is 128. When you set the uncapped
weight to 0, no unused capacity is distributed to the logical partition.

Uncapped weight is only used where there are more virtual processors ready to consume unused
resources than there are physical processors in the shared processor pool. If no contention exists for
processor resources, the virtual processors are immediately distributed across the logical partitions
independent of their uncapped weights. This can result in situations where the uncapped weights of the
logical partitions do not exactly reflect the amount of unused capacity.

For example, logical partition 2 has one virtual processor and an uncapped weight of 100. Logical
partition 3 also has one virtual processor, but an uncapped weight of 200. If logical partitions 2 and 3
both require additional processing capacity, and there is not enough physical processor capacity to run
both logical partitions, logical partition 3 receives two additional processing units for every additional
processing unit that logical partition 2 receives. If logical partitions 2 and 3 both require additional
processing capacity, and there is enough physical processor capacity to run both logical partitions, logical
partition 2 and 3 receive an equal amount of unused capacity. In this situation, their uncapped weights
are ignored.

The server distributes unused capacity among all of the uncapped shared processor partitions that are
configured on the server, regardless of the shared processor pools to which they are assigned. For
example, you configure logical partition 1 to the default shared processor pool. You configure logical
partition 2 and logical partition 3 to a different shared processor pool. All three logical partitions compete
for the same unused physical processor capacity in the server, even though they belong to different
shared processor pools.
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Related concepts:

[“Sharing resources between logical partitions” on page 4|

Although each logical partition acts as an independent server, the logical partitions on a server can share
some kinds of resources with each other. The ability to share resources among many logical partitions
allows you to increase resource utilization on the server and to move the server resources to where they
are needed.

[“Partition profile” on page §

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

Virtual processors:

A virtual processor is a representation of a physical processor core to the operating system of a logical
partition that uses shared processors.

When you install and run an operating system on a server that is not partitioned, the operating system
calculates the number of operations that it can perform concurrently by counting the number of
processors on the server. For example, if you install an operating system on a server that has eight
processors, and each processor can perform two operations at a time, the operating system can perform
16 operations at a time. In the same way, when you install and run an operating system on a logical
partition that uses dedicated processors, the operating system calculates the number of operations that it
can perform concurrently by counting the number of dedicated processors that are assigned to the logical
partition. In both cases, the operating system can easily calculate how many operations it can perform at
a time by counting the whole number of processors that are available to it.

However, when you install and run an operating system on a logical partition that uses shared
processors, the operating system cannot calculate a whole number of operations from the fractional
number of processing units that are assigned to the logical partition. The server firmware must therefore
represent the processing power available to the operating system as a whole number of processors. This
allows the operating system to calculate the number of concurrent operations that it can perform. A
virtual processor is a representation of a physical processor to the operating system of a logical partition
that uses shared processors.

The server firmware distributes processing units evenly among the virtual processors assigned to a
logical partition. For example, if a logical partition has 1.80 processing units and two virtual processors,
each virtual processor has 0.90 processing units supporting its workload.

There are limits to the number of processing units that you can have for each virtual processor. The
minimum number of processing units that you can have for each virtual processor is 0.10 (or ten virtual
processors for every processing unit). The maximum number of processing units that you can have for
each virtual processor is always 1.00. This means that a logical partition cannot use more processing units
than the number of virtual processors that it is assigned, even if the logical partition is uncapped.

A logical partition generally performs best if the number of virtual processors is close to the number of
processing units available to the logical partition. This lets the operating system manage the workload on
the logical partition effectively. In certain situations, you might be able to increase system performance
slightly by increasing the number of virtual processors. If you increase the number of virtual processors,
you increase the number of operations that can run concurrently. However, if you increase the number of
virtual processors without increasing the number of processing units, the speed at which each operation
runs will decrease. The operating system also cannot shift processing power between processes if the
processing power is split between many virtual processors.

On HMC-managed systems, virtual processors are assigned to logical partitions using partition profiles.
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Related concepts:

[“Partition profile” on page §

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

Memory
Processors use memory to temporarily hold information. Memory requirements for logical partitions
depend on the logical partition configuration, I/O resources assigned, and applications used.

Memory can be assigned in increments of 16 MB, 32 MB, 64 MB, 128 MB, and 256 MB. The default
memory block size varies according to the amount of configurable memory in the system.

Table 1. Default memory block size used for varying amounts of configurable memory

Amount of configurable memory Default memory block size
Less than 4 GB 16 MB

Greater than 4 GB up to 8 GB 32 MB

Greater than 8 GB up to 16 GB 64 MB

Greater than 16 GB up to 32 GB 128 MB

Greater than 32 GB 256 MB

There are limits on how large a logical partition can grow based on the amount of memory initially
allocated to it. Memory is added and removed to and from logical partitions in units of logical memory
blocks. For logical partitions that are initially sized less than 256 MB, the maximum size to which a
logical partition can grow is 16 times its initial size (up to the assigned maximum memory of the logical
partition). For logical partitions that are initially sized 256 MB or larger, the maximum size to which the
logical partition can grow is 64 times its initial size (up to the assigned maximum memory of the logical
partition). The smallest increment for adding or removing memory to or from a logical partition is 16 MB.

The memory block size can be changed by using the Integrated Virtualization Manager, the SDMC
command-line interface, or the Logical Memory Block Size option in the Advanced System Management
Interface (ASMI). The machine default value should only be changed under direction from your service
provider. To change the memory block size, you must be a user with administrator authority, and you
must shut down and restart the managed system for the change to take effect. If the minimum memory
amount in any partition profile on the managed system is less than the new memory block size, you
must also change the minimum memory amount in the partition profile.

Each logical partition has a hardware page table (HPT). The HPT ratio is the ratio of the HPT size to the
maximum memory value for the logical partition. The HPT is allocated in the server firmware memory
overhead for the logical partition, and the size of the HPT can affect the performance of the logical
partition. The size of the HPT is determined by the following factors:

e The HPT ratio of 1/64 is the default value for all logical partitions.

Note: You can override the default value by using the HMC or SDMC command-line interface to
change the value in the partition profile.

e The maximum memory values that you establish for the logical partition (dedicated or shared)
On systems that are managed by a Hardware Management Console, memory is assigned to logical

partitions using partition profiles. On systems that are managed by the Integrated Virtualization Manager,
memory is assigned to logical partitions using the partition properties.
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Related concepts:

[“Memory resource assignment in partition profiles” on page 10|
When you create a partition profile for a logical partition, you set up the desired, minimum, and
maximum amounts of memory resources that you want for the logical partition.

Dedicated memory:

Dedicated memory is physical system memory that you assign to a logical partition that uses dedicated
memory (hereafter referred to as a dedicated memory partition), and is reserved for use by the dedicated
memory partition until you remove the memory from the dedicated memory partition or delete the
dedicated memory partition.

Depending on the overall memory in your system and the maximum memory values you choose for each
logical partition, the server firmware must have enough memory to perform logical partition tasks. The
amount of memory required by the server firmware varies according to several factors. The following
factors influence server firmware memory requirements:

* Number of dedicated memory partitions

* Partition environments of the dedicated memory partitions

¢ Number of physical and virtual 1/O devices used by the dedicated memory partitions
* Maximum memory values given to the dedicated memory partitions

Note: Firmware level updates can also change the server firmware memory requirements. Larger
memory block sizes can exaggerate the memory requirement change.

When selecting the maximum memory values for each dedicated memory partition, consider the
following points:

* Maximum values affect the hardware page table (HPT) size for each dedicated memory partition

* The logical memory map size for each dedicated memory partition

If the server firmware detects that a memory module has failed or is about to fail, the server firmware
creates a serviceable event. The server firmware can also unconfigure the failing memory module
automatically, depending on the type of failure and the deconfiguration policies that you set up using the
Advanced System Management Interface (ASMI). You can also unconfigure a failing memory module
manually using the ASMI. If a memory module failure causes the entire managed system to shut down,
the managed system restarts automatically if the managed system is in normal IPL mode. When the
managed system restarts itself, or when you restart the managed system manually, the managed system
attempts to start the dedicated memory partitions that were running at the time of the memory module
failure with their minimum memory values. If the managed system does not have enough memory to
start all of the dedicated memory partitions with their minimum memory values, the managed system
starts as many dedicated memory partitions as it can with their minimum memory values. If any
memory is left over after the managed system has started as many dedicated memory partitions as it can,
the managed system distributes the remaining memory resources to the running dedicated memory
partitions in proportion to their wanted memory values.

Shared memory:
You can configure your system so that multiple logical partitions share a pool of physical memory. A
shared memory environment includes the shared memory pool, logical partitions that use the shared

memory in the shared memory pool, logical memory, I/O entitled memory, at least one Virtual I/O
Server logical partition, and paging space devices.
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Related concepts:

["Performance considerations for shared memory partitions” on page 163

You can learn about performance factors (such as shared memory overcommitment) that influence the
performance of a logical partition that uses shared memory (hereafter referred to as a shared memory
partition). You can also use shared memory statistics to help you determine how to adjust the
configuration of a shared memory partition to improve its performance.

[“Sharing resources between logical partitions” on page 4

Although each logical partition acts as an independent server, the logical partitions on a server can share
some kinds of resources with each other. The ability to share resources among many logical partitions
allows you to increase resource utilization on the server and to move the server resources to where they
are needed.

Related tasks:

[“Configuring the shared memory pool” on page 98|

You can configure the size of the shared memory pool, assign paging space devices to the shared memory
pool, and assign one or two Virtual I/O Server logical partitions (that provide access to the paging space
devices) to the shared memory pool using the Hardware Management Console (HMC).

[“Creating logical partitions” on page 79|
The Create Logical Partition wizard on the Hardware Management Console (HMC) guides you through
the procedure of creating logical partitions and partition profiles on your server.

[“Managing the shared memory pool” on page 105

By using the Hardware Management Console (HMC), you can change the configuration of the shared
memory pool. For example, you can change the amount of physical memory assigned to the shared
memory pool, change the Virtual I/O Server logical partitions that are assigned to the shared memory
pool, and add or remove paging space devices to or from the shared memory pool.

[“Managing shared memory dynamically” on page 133}

You can dynamically add and remove logical memory and I/O entitled memory to and from a logical
partition that uses shared memory (hereafter referred to as a shared memory partition) using the Hardware
Management Console (HMC).

Related information:

[+ [Defining the shared memory pool by using the Integrated Virtualization Manager|

[+ [Configuring the management partition and client logical partitions|

[Managing the shared memory pool by using the Integrated Virtualization Manager|

[ [Dynamically managing memory by using the Integrated Virtualization Manager|

Overview of shared memory:

Shared memory is physical memory that is assigned to the shared memory pool and shared among
multiple logical partitions. The shared memory pool is a defined collection of physical memory blocks that
are managed as a single memory pool by the hypervisor. Logical partitions that you configure to use
shared memory (hereafter referred to as shared memory partitions) share the memory in the pool with other
shared memory partitions.

For example, you create a shared memory pool with 16 GB of physical memory. You then create three
logical partitions, configure them to use shared memory, and activate the shared memory partitions. Each
shared memory partition can use the 16 GB that are in the shared memory pool.

The hypervisor determines the amount of memory allocated from the shared memory pool to each shared
memory partition based on the workload and memory configuration of each shared memory partition.
When allocating the physical memory to the shared memory partitions, the hypervisor ensures that each
shared memory partition can access only the memory allocated to the shared memory partition at any
given time. A shared memory partition cannot access the physical memory allocated to another shared
memory partition.
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The amount of memory that you assign to the shared memory partitions can be greater than the amount
of memory in the shared memory pool. For example, you can assign 12 GB to shared memory partition 1,
8 GB to shared memory partition 2, and 4 GB to shared memory partition 3. Together, the shared memory
partitions use 24 GB of memory, but the shared memory pool has only 16 GB of memory. In this
situation, the memory configuration is considered overcommitted.

Overcommitted memory configurations are possible because the hypervisor virtualizes and manages all
of the memory for the shared memory partitions in the shared memory pool as follows:

1. When shared memory partitions are not actively using their memory pages, the hypervisor allocates
those unused memory pages to shared memory partitions that currently need them. When the sum of
the physical memory currently used by the shared memory partitions is less than or equal to the
amount of memory in the shared memory pool, the memory configuration is logically overcommitted. In
a logically overcommitted memory configuration, the shared memory pool has enough physical
memory to contain the memory used by all shared memory partitions at one point in time. The
hypervisor does not need to store any data in auxiliary storage.

2. When a shared memory partition requires more memory than the hypervisor can provide to it by
allocating unused portions of the shared memory pool, the hypervisor stores some of the memory that
belongs to a shared memory partition in the shared memory pool and stores the remainder of the
memory that belongs to the shared memory partition in auxiliary storage. When the sum of the
physical memory currently used by the shared memory partitions is greater than the amount of
memory in the shared memory pool, the memory configuration is physically overcommitted. In a
physically overcommitted memory configuration, the shared memory pool does not have enough
physical memory to contain the memory used by all the shared memory partitions at one point in
time. The hypervisor stores the difference in auxiliary storage. When the operating system attempts to
access the data, the hypervisor might need to retrieve the data from auxiliary storage before the
operating system can access it.

Because the memory that you assign to a shared memory partition might not always reside in the shared
memory pool, the memory that you assign to a shared memory partition is logical memory. Logical
memory is the address space, assigned to a logical partition, that the operating system perceives as its
main storage. For a shared memory partition, a subset of the logical memory is backed up by physical
main storage (or physical memory from the shared memory pool) and the remaining logical memory is
kept in auxiliary storage.

A Virtual 1/0 Server logical partition provides access to the auxiliary storage, or paging space devices,
required for shared memory partitions in an overcommitted memory configuration. A paging space device
is a physical or logical device that is used by a Virtual I/O Server to provide the paging space for a
shared memory partition. The paging space is an area of nonvolatile storage used to hold portions of a
shared memory partition's logical memory that do not reside in the shared memory pool. When the
operating system that runs in a shared memory partition attempts to access data, and the data is located
in the paging space device that is assigned to the shared memory partition, the hypervisor sends a
request to a Virtual I/O Server to retrieve the data and write it to the shared memory pool so that the
operating system can access it.

On systems that are managed by a Hardware Management Console (HMC), you can assign up to two
Virtual I/0 Server (VIOS) logical partitions to the shared memory pool at a time (hereafter referred to as
paging VIOS partitions). When you assign two paging VIOS partitions to the shared memory pool, you
can configure the paging space devices such that both paging VIOS partitions have access to the same
paging space devices. When one paging VIOS partition becomes unavailable, the hypervisor sends a
request to the other paging VIOS partition to retrieve the data on the paging space device.

You cannot configure paging VIOS partitions to use shared memory. Paging VIOS partitions do not use
the memory in the shared memory pool. You assign paging VIOS partitions to the shared memory pool
so that they can provide access to the paging space devices for the shared memory partitions that are
assigned to the shared memory pool.
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Driven by workload demands from the shared memory partitions, the hypervisor manages
overcommitted memory configurations by continually performing the following tasks:

* Allocating portions of physical memory from the shared memory pool to the shared memory partitions
as needed

* Requesting a paging VIOS partition to read and write data between the shared memory pool and the
paging space devices as needed

The ability to share memory among multiple logical partitions is known as the PowerVM Active Memory
Sharing technology. The PowerVM Active Memory Sharing technology is available with the PowerVM
Enterprise Edition for which you must obtain and enter a PowerVM Editions activation code.

Example: A shared memory configuration that is logically overcommitted:

When the sum of the physical memory currently used by the shared memory partitions is less than or
equal to the amount of memory in the shared memory pool, the memory configuration is logically
overcommitted. In a logically overcommitted memory configuration, the shared memory pool has enough

physical memory to contain the memory used by all shared memory partitions at one point in time.

The following figure shows a server with shared memory configuration that is logically overcommitted.

24 Logical partitioning



Total assigned memory = 24 GB
Total used memory =16 GB

Shared memory Shared memory Shared memory
Paging VIOS partition 1 partition 2 partition 3
partition ﬁ D
Assigned = 12 GB Assigned = 8 GB Assigned =4 GB
Uses =8 GB Uses =4 GB Uses =4 GB
Hypervisor

Physical memory 32 GB
Dedicated memory 1 GB to

Storage Paging VIOS partition
assigned to
Paging VIOS Shared memory pool | Reserved firmware memory
partition size = 16.25 GB 0.25 GB
4—% — 8 GB
4 GB
Paging space
devices 4GB

Free memory 13.75 GB

Reserved firmware memory 1 GB

IPHAT511-05

Figure 1. A server with a shared memory configuration that is logically overcommitted

The figure shows a shared memory pool of 16.25 GB that is shared among three shared memory
partitions. The hypervisor uses a small portion (0.25 GB) of the shared memory pool to manage the
shared memory resources. The figure also shows one paging VIOS partition that owns all of the physical
storage in the system. The physical storage contains a paging space device for each shared memory
partition. The paging VIOS partition does not use the memory in the shared memory pool, but rather
receives dedicated memory of 1 GB. Of the remaining system memory, 1 GB is reserved for the
hypervisor so that it can manage other system resources, and 13.75 GB is free memory that is available
for system growth. For example, you can dynamically add more memory to the shared memory pool or
you can create additional dedicated memory partitions.

Shared memory partition 1 is assigned 12 GB of logical memory, Shared memory partition 2 is assigned 8
GB of logical memory, and Shared memory partition 3 is assigned 4 GB of logical memory. Together, the
shared memory partitions are assigned 24 GB of logical memory, which is more than the 16.25 GB
allocated to the shared memory pool. Therefore, the memory configuration is overcommitted.

Shared memory partition 1 currently uses 8 GB of physical memory, Shared memory partition 2 currently
uses 4 GB of physical memory, and Shared memory partition 3 currently uses 4 GB of physical memory.
Together, the shared memory partitions currently use 16 GB of physical memory, which is equal to the
amount of physical memory available to them in the shared memory pool. Therefore, the memory
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configuration is logically overcommitted. In other words, the shared memory pool contains enough
physical memory for the hypervisor to allocate unused memory pages to shared memory partitions that
need them. All of the memory currently used by the shared memory partitions resides in the shared
memory pool.

Related concepts:

|”Performance considerations for overcommitted shared memory partitions” on page 163|

Learn about how the degree to which the memory configuration of a logical partition that uses shared
memory (hereafter referred to as a shared memory partition) is overcommitted affects the performance of
the shared memory partition. In general, the less overcommitted the memory configuration of a shared
memory partition, the better its performance.

Example: A shared memory configuration that is physically overcommitted:

When the sum of the physical memory currently used by the shared memory partitions is greater than
the amount of memory in the shared memory pool, the memory configuration is physically overcommitted.
In a physically overcommitted memory configuration, the shared memory pool does not have enough
physical memory to contain the memory used by all the shared memory partitions at one point in time.
The hypervisor stores the difference in auxiliary storage.

The following figure shows a server with shared memory configuration that is physically overcommitted.
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Figure 2. A server with shared memory configuration that is physically overcommitted

The figure shows a shared memory pool of 16.25 GB that is shared among three shared memory
partitions. The hypervisor uses a small portion (0.25 GB) of the shared memory pool to manage the
shared memory resources. The figure also shows one paging VIOS partition that owns all of the physical
storage in the system. The physical storage contains a paging space device for each shared memory
partition. The paging VIOS partition does not use the memory in the shared memory pool, but rather
receives dedicated memory of 1 GB. Of the remaining system memory, 1 GB is reserved for the
hypervisor so that it can manage other system resources, and 13.75 GB is free memory that is available
for system growth. For example, you can dynamically add more memory to the shared memory pool or
you can create additional dedicated memory partitions.

Shared memory partition 1 is assigned 12 GB of logical memory, Shared memory partition 2 is assigned 8
GB of logical memory, and Shared memory partition 3 is assigned 4 GB of logical memory. Together, the
shared memory partitions are assigned 24 GB of logical memory, which is more than the 16.25 GB
allocated to the shared memory pool. Therefore, the memory configuration is overcommitted.

Shared memory partition 1 currently uses 8 GB of physical memory, Shared memory partition currently
uses 5 GB of physical memory, and Shared memory partition 3 currently uses 4 GB of physical memory.
Together, the shared memory partitions currently use 17 GB of physical memory, which is greater than
the amount of physical memory available to them in the shared memory pool, 16 GB. Therefore, the
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memory configuration is physically overcommitted. In other words, the shared memory pool does not
contain enough physical memory for the hypervisor to satisfy the memory needs of all the shared
memory partitions without storing some of the memory in the paging space devices. In this example, the
difference of 1 GB is stored in the paging space device that is assigned to Shared memory partition 2.
When Shared memory partition 2 needs to access data, the hypervisor might need to retrieve the data
from the paging space device before the operating system can access it.

Related concepts:

[“Performance considerations for overcommitted shared memory partitions” on page 163

Learn about how the degree to which the memory configuration of a logical partition that uses shared
memory (hereafter referred to as a shared memory partition) is overcommitted affects the performance of
the shared memory partition. In general, the less overcommitted the memory configuration of a shared
memory partition, the better its performance.

Data flow for shared memory partitions:

When the operating system that runs in a logical partition that uses shared memory (hereafter referred to
as a shared memory partition) needs to access data, the data must reside in the shared memory pool.
Systems with overcommitted memory configurations require the hypervisor and at least one Virtual I/O
Server (VIOS) logical partition that is assigned to the shared memory pool (hereafter referred to as paging
VIOS partition) to move data between the shared memory pool and the paging space devices as needed.

In a shared memory configuration that is physically overcommitted (where the sum of the logical
memory that is currently used by all the shared memory partitions is greater than the amount of memory
in the shared memory pool), the hypervisor stores some of the logical memory that belongs to a shared
memory partition in the shared memory pool and some of the logical memory in a paging space device.
In order for the operating system in a shared memory partition to access its memory, the memory must
be in the shared memory pool. Thus, when the operating system needs to access data that is stored on
the paging space device, the hypervisor works with a paging VIOS partition to move the data from the
paging space device to the shared memory pool so that the operating system can access it.

The following figure shows the data flow for shared memory.
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Figure 3. The process of managing data in a shared memory configuration that is overcommitted

In general, the data flows as follows:
1. The operating system that runs in a shared memory partition attempts to access data.

¢ If the data is in the shared memory pool, processing continues with step

e If the data is not in the shared memory pool, a page fault occurred. The hypervisor inspects the
page fault and discovers that the hypervisor moved the data to the paging space device, thereby
causing the page fault. Processing continues with step @ (If the operating system that runs in the
shared memory partition moved the data to auxiliary storage, thereby causing the page fault, then
the operating system must retrieve the data.)

2. The hypervisor sends a request to a paging VIOS partition to retrieve the data from the paging space
device and to write it to the shared memory pool.
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3. The paging VIOS partition searches the paging space device that is assigned to the shared memory
partition and finds the data.

The paging VIOS partition writes the data to the shared memory pool.
The paging VIOS partition notifies the hypervisor that the data is in the shared memory pool.
The hypervisor notifies the operating system that it can access the data.

No o~

The operating system accesses the data in the shared memory pool.
Related concepts:

[“Logical memory”|

Logical memory is the address space, assigned to a logical partition, that the operating system perceives as
its main storage. For a logical partition that uses shared memory (hereafter referred to as a shared memory
partition), a subset of the logical memory is backed up by physical main storage and the remaining logical
memory is kept in auxiliary storage.

[“Paging space device” on page 40|
You can learn about how the Hardware Management Console (HMC) and Integrated Virtualization
Manager allocate and manipulate paging space devices on systems that use shared memory.

[“Shared memory distribution” on page 44|

The hypervisor uses the memory weight of each logical partition that uses shared memory (hereafter
referred to as shared memory partitions) to help determine which logical partitions receive more physical
memory from the shared memory pool. To help optimize performance and memory use, the operating
systems that run in shared memory partitions provide the hypervisor with information about how the
operating system uses its memory to help the hypervisor determine which pages to store in the shared
memory pool and which pages to store in the paging space devices.

Logical memory:

Logical memory is the address space, assigned to a logical partition, that the operating system perceives as
its main storage. For a logical partition that uses shared memory (hereafter referred to as a shared memory
partition), a subset of the logical memory is backed up by physical main storage and the remaining logical
memory is kept in auxiliary storage.

You can configure minimum, maximum, desired, and assigned logical memory sizes for a shared memory
partition.

Table 2. Logical memory sizes

Logical memory size Description

Minimum The minimum amount of logical memory with which you want the shared memory
partition to operate. You can dynamically remove logical memory from the shared
memory partition down to this value.

Maximum The maximum amount of logical memory that the shared memory partition is
allowed to use. You can dynamically add logical memory to the shared memory
partition up to this value.

Desired The amount of logical memory with which you want the shared memory partition to
activate.

Assigned The amount of logical memory that the shared memory partition can use. A shared
memory partition does not have to use all of its assigned logical memory at any given
time.

On systems that are managed by a Hardware Management Console (HMC), you configure the minimum,
maximum, and desired logical memory sizes in the partition profile. When you activate the shared
memory partition, the HMC assigns the desired logical memory to the shared memory partition.
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On systems that are managed by the Integrated Virtualization Manager (IVM), you configure the
minimum, maximum, and desired logical memory sizes in the partition properties. When you create the
shared memory partition, the IVM assigns the desired logical memory to the shared memory partition.

The following figure shows a shared memory partition with its logical memory.

3GB
Maximum logical memory

25GB=———————
Assigned logical memory

21GB
Currently allocated
physical memory

1GB
Minimum logical memory

IPHAT513-02

Figure 4. A shared memory partition that is assigned more logical memory than the amount of physical memory
currently allocated to it

The figure shows a shared memory partition that is assigned 2.5 GB of logical memory. Its maximum
logical memory is 3 GB and its minimum logical memory is 1 GB. You can change the assigned logical
memory by dynamically adding or removing logical memory to or from the shared memory partition.
You can dynamically add logical memory to the shared memory partition up to the maximum logical
memory size, and you can dynamically remove logical memory from the shared memory partition down
to its minimum logical memory size.

The figure also shows that the amount of physical memory that is currently allocated to the shared
memory partition from the shared memory pool is 2.1 GB. If the workload that runs in the shared
memory partition currently uses 2.1 GB of memory and requires an additional 0.2 GB of memory, and the
shared memory pool is logically overcommitted, the hypervisor allocates an additional 0.2 GB of physical
memory to the shared memory partition by assigning memory pages that are not currently in use by
other shared memory partitions. If the shared memory pool is physically overcommitted, the hypervisor
stores 0.2 GB of the shared memory partition's memory in a paging space device. When the shared
memory partition needs to access the data that resides in the paging space device, the hypervisor
retrieves the data for the operating system.

The amount of physical memory allocated to the shared memory partition can be less than the minimum
logical memory size. This is because the minimum logical memory size is a boundary for logical memory,
not for physical memory. In addition to the minimum logical memory size, the maximum, desired, and
assigned logical memory sizes also do not control the amount of physical memory assigned to the shared
memory partition. Likewise, dynamically adding or removing logical memory to or from a shared
memory partition does not change the amount of physical memory allocated to the shared memory
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partition. When you set the logical memory sizes and dynamically add or remove logical memory, you
set or change the amount of memory that the operating system can use, and the hypervisor decides how
to distribute that memory between the shared memory pool and the paging space device.

Related concepts:

[“Data flow for shared memory partitions” on page 28

When the operating system that runs in a logical partition that uses shared memory (hereafter referred to
as a shared memory partition) needs to access data, the data must reside in the shared memory pool.
Systems with overcommitted memory configurations require the hypervisor and at least one Virtual I/O
Server (VIOS) logical partition that is assigned to the shared memory pool (hereafter referred to as paging
VIOS partition) to move data between the shared memory pool and the paging space devices as needed.

[“Paging space device” on page 40|
You can learn about how the Hardware Management Console (HMC) and Integrated Virtualization
Manager allocate and manipulate paging space devices on systems that use shared memory.

[“Shared memory distribution” on page 44|

The hypervisor uses the memory weight of each logical partition that uses shared memory (hereafter
referred to as shared memory partitions) to help determine which logical partitions receive more physical
memory from the shared memory pool. To help optimize performance and memory use, the operating
systems that run in shared memory partitions provide the hypervisor with information about how the
operating system uses its memory to help the hypervisor determine which pages to store in the shared
memory pool and which pages to store in the paging space devices.

[“Partition profile” on page 8§

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

Related tasks:

[“Preparing to configure shared memory” on page 70|

Before you configure the shared memory pool and create logical partitions that use shared memory
(hereafter referred to as shared memory partitions), you need to plan for the shared memory pool, the
shared memory partitions, the paging space devices, and the Virtual I/O Server logical partitions
(hereafter referred to as paging VIOS partitions).

[“Managing shared memory dynamically” on page 133

You can dynamically add and remove logical memory and I/O entitled memory to and from a logical
partition that uses shared memory (hereafter referred to as a shared memory partition) using the Hardware
Management Console (HMC).

[‘Changing the size of the shared memory pool” on page 105
You can increase or decrease the amount of physical memory assigned to the shared memory pool by
using the Hardware Management Console (HMC).

Related information:

[ [Dynamically managing memory by using the Integrated Virtualization Manager|

[ [Changing the shared memory pool size by using the Integrated Virtualization Manager|

1/O entitled memory:

I/O entitled memory is the maximum amount of physical memory (from the shared memory pool) that is
guaranteed to be available to a logical partition that uses shared memory (hereafter referred to as a shared
memory partition) for its I/O devices at any given time.

Each shared memory partition is entitled to some portion of the shared memory pool so that the I/O
devices that are assigned to the shared memory partition have access to physical memory during I/O
operations. If the minimum amount of memory that I/O devices require for I/O operations does not
reside in the shared memory pool for as long as the device needs the memory, the device fails. Virtual
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adapters that are entitled to physical memory from the shared memory pool include virtual SCSI
adapters, virtual Ethernet adapters, and virtual Fibre Channel adapters. Virtual serial adapters are not
entitled to physical memory from the shared memory pool.

The following figure shows a shared memory partition with I/O entitled memory.

2GB
Currently allocated
physical memory

128 MB
I/O entitled memory

64 MB
Currently allocated
I/0 entitled memory
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Figure 5. A shared memory partition whose I/O entitled memory is greater than the amount of physical memory that it
currently uses for its I/O devices

The figure shows a shared memory partition with 128 MB of 1/O entitled memory. The shared memory
partition uses 64 MB of physical memory for its I/O devices, which is less than its I/O entitled memory
of 128 MB.

As depicted in the previous figure, a shared memory partition might not use all of its I/O entitled
memory at any given time. Unused portions of the I/O entitled memory assigned to a shared memory
partition are available to the hypervisor to allocate to other shared memory partitions, if necessary. The
hypervisor does not reserve unused portions of I/O entitled memory for the shared memory partition to
use in the future. However, the hypervisor guarantees that the shared memory partition can use the
entire portion of the I/O entitled memory that is assigned to it as needed. If the shared memory partition
later requires some of its unused I/O entitled memory, the hypervisor must allocate enough physical
memory from the shared memory pool to satisfy the new I/O memory requirement, without exceeding
the I/O entitled memory that is assigned to the shared memory partition.

For example, you assign 128 MB of I/0O entitled memory to a shared memory partition. The shared
memory partition uses only 64 MB for its I/O devices. Thus, the hypervisor allocates 64 MB of physical
memory from the shared memory pool to the shared memory partition for its I/O devices. The remaining
64 MB is available to the hypervisor to allocate to other shared memory partitions, if necessary. Later, you
add two virtual adapters to the shared memory partition, each requiring 16 MB of memory. Thus, the
shared memory partition needs an additional 32 MB of physical memory for its I/O devices. Because the
shared memory partition currently uses only 64 MB of physical memory for its I/O devices and the
shared memory partition is entitled to use up to 128 MB for its I/O devices, the hypervisor allocates an
additional 32 MB of physical memory from the shared memory pool to the shared memory partition to
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accommodate the new virtual adapters. The shared memory partition now uses 96 MB of physical
memory from the shared memory pool for its I/O devices.

Because unused portions of I/O entitled memory are available to the hypervisor to allocate elsewhere, it
is possible for the amount of total physical memory that the hypervisor allocates from the shared
memory pool to a shared memory partition to be less than the I/O entitled memory of the shared
memory partition. The following figure shows this situation.
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1/O entitled memory

IPHAT516-03

Figure 6. A shared memory partition whose I/O entitled memory is greater than the total amount of physical memory
allocated to it

The figure shows a shared memory partition with 128 MB of I/O entitled memory. The shared memory
partition uses 64 MB of physical memory for its I/O devices. The unused portion of the I/O entitled
memory, 64 MB, is available to the hypervisor to allocate to other shared memory partitions, if necessary.
The hypervisor allocates a total of 96 MB of physical memory from the shared memory pool to the shared
memory partition, which is less than the I/O entitled memory of 128 MB.

When you create a shared memory partition, the Hardware Management Console (HMC) and the
Integrated Virtualization Manager (IVM) automatically set the I/O entitled memory for the shared
memory partition. When you activate a shared memory partition, the HMC and IVM set the I/O entitled
memory mode to the auto mode. In the auto mode, the HMC and IVM automatically adjust the I/O
entitled memory for the shared memory partition when you add or remove virtual adapters.

The I/0 entitled memory mode can also be set to the manual mode. You can dynamically change the I/O
entitled memory mode to the manual mode and then dynamically change the I/O entitled memory for
the shared memory partition. When you add or remove a virtual adapter to or from the shared memory
partition in manual mode, the HMC and IVM do not automatically adjust the I/O entitled memory.
Therefore, you might need to dynamically adjust the I/O entitled memory when you dynamically add or
remove adapters to or from the shared memory partition. On HMC-managed systems, you use the
graphical interface to dynamically change the I/O entitled memory mode. When the I/O entitled
memory mode is in the manual mode, you can also use the graphical interface to dynamically change the
amount of I/O entitled memory that is assigned to a shared memory partition. On IVM-managed
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systems, you use the chhwres command to dynamically change the I/O entitled memory mode. When the
I/0 entitled memory mode is in the manual mode, you can also use the chhwres command to
dynamically change the amount of I/O entitled memory that is assigned to a shared memory partition.
When you restart a shared memory partition, the I/O entitled memory mode is set to the auto mode
regardless of what the I/O entitled memory mode was set to before you restarted the shared memory
partition.

When the amount of physical memory that a shared memory partition uses for its I/O devices is equal to
the I/O entitled memory that is assigned to the shared memory partition, the shared memory partition
cannot use any more physical memory for its I/O devices. In this situation, the following actions can
occur:

* The operating system that runs in the shared memory partition manages the I/O operations so that the
workload that runs in the shared memory partition operates within the I/O entitled memory that is
assigned to the shared memory partition. If the workload attempts to use more physical memory for
I/0 operations than the I/O entitled memory that is assigned to the shared memory partition, the
operating system delays some I/O operations while it runs other I/O operations. In this situation, the
I/0 entitled memory of the shared memory partition constrains the 1/O configuration of the shared
memory partition because the operating system does not have enough physical memory to run all of
the I/O operations simultaneously.

* When you dynamically add a virtual adapter to the shared memory partition and the I/O entitled
memory mode is in the manual mode, the I/O configuation of the shared memory partition might
become constrained, or the adapter might fail when you attempt to configure it. If the adapter fails,
then there is not enough I/0O entitled memory assigned to the shared memory partition to
accommodate the new adapter. To resolve the problem, you can dynamically increase the amount of
I/0O entitled memory that is assigned to the shared memory partition, or you can remove some existing
virtual adapters from the shared memory partition. When you remove virtual adapters from the shared
memory partition, the physical memory that those adapters were using becomes available for the new
adapter.

* When you dynamically add a virtual adapter to the shared memory partition and the I/O entitled
memory mode is in the auto mode, the HMC and IVM automatically increase the I/O entitled memory
assigned to the shared memory partition to accommodate the new adapter. If the HMC and IVM
cannot increase the I/O entitled memory of the shared memory partition, there is not enough physical
memory available in the shared memory pool for the hypervisor to allocate to the shared memory
partition and the adapter cannot be assigned to the shared memory partition. To resolve the problem,
you can add physical memory to the shared memory pool, or you can remove some existing virtual
adapters from the shared memory partition. When you remove virtual adapters from the shared
memory partition, the physical memory that those adapters were using becomes available for the new
adapter.

To improve performance and memory use, HMC, IVM provide statistics about how the operating system
uses the physical memory allocated to it for its I/O devices. You can use these statistics to manually
adjust the I/O entitled memory that is assigned to a shared memory partition.

Paging VIOS partition:

A Virtual I/0 Server (VIOS) logical partition that is assigned to the shared memory pool (hereafter
referred to as a paging VIOS partition) provides access to the paging space devices for the logical
partitions that are assigned to the shared memory pool (hereafter referred to as shared memory partitions).

When the operating system that runs in a shared memory partition attempts to access data, and the data
is located in the paging space device that is assigned to the shared memory partition, the hypervisor
sends a request to a paging VIOS partition to retrieve the data and write it to the shared memory pool so
that the operating system can access it.
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A paging VIOS partition is not a shared memory partition and does not use the memory in the shared
memory pool. A paging VIOS partition provides access to the paging space devices for the shared
memory partitions.

Integrated Virtualization Manager

On systems that are managed by the Integrated Virtualization Manager, the management partition is the
paging VIOS partition for the shared memory partitions that are assigned to the shared memory pool.
When you create the shared memory pool, you assign a paging storage pool to the shared memory pool.
The paging storage pool provides the paging space devices for the shared memory partitions that are
assigned to the shared memory pool.

HMC

On systems that are managed by a Hardware Management Console (HMC), you can assign one or two
paging VIOS partitions to the shared memory pool. When you assign a single paging VIOS partition to
the shared memory pool, the paging VIOS partition provides access to all of the paging space devices for
the shared memory partitions. The paging space devices can be located in physical storage in the server
or on a storage area network (SAN). When you assign two paging VIOS partitions to the shared memory
pool, you can configure each paging VIOS partition to access paging space devices in one of the
following ways:

* You can configure each paging VIOS partition to access independent paging space devices. Paging
space devices that are accessed by only one paging VIOS partition, or independent paging space
devices, can be located in physical storage in the server or on a SAN.

* You can configure both paging VIOS partitions to access the same, or common, paging space devices.
In this configuration, the paging VIOS partitions provide redundant access to paging space devices.
When one paging VIOS partition becomes unavailable, the hypervisor sends a request to the other
paging VIOS partition to retrieve the data on the paging space device. Common paging space devices
must be located on a SAN to enable symmetrical access from both paging VIOS partitions.

* You can configure each paging VIOS partition to access some independent paging space devices and
some common paging space devices.

If you configure the shared memory pool with two paging VIOS partitions, you can configure a shared
memory partition to use either a single paging VIOS partition or redundant paging VIOS partitions.
When you configure a shared memory partition to use redundant paging VIOS partitions, you assign a
primary paging VIOS partition and a secondary paging VIOS partition to the shared memory partition.
The hypervisor uses the primary paging VIOS partition to access the shared memory partition's paging
space device. At this point, the primary paging VIOS partition is the current paging VIOS partition for
the shared memory partition. The current paging VIOS partition is the paging VIOS partition that the
hypervisor uses at any point in time to access data in the paging space device that is assigned to the
shared memory partition. If the primary paging VIOS partition becomes unavailable, the hypervisor uses
the secondary paging VIOS partition to access the shared memory partition's paging space device. At this
point, the secondary paging VIOS partition becomes the current paging VIOS partition for the shared
memory partition and continues as the current paging VIOS partition even after the primary paging VIOS
partition becomes available again.

You do not need to assign the same primary and secondary paging VIOS partitions to all of the shared
memory partitions. For example, you assign paging VIOS partition A and paging VIOS partition B to the
shared memory pool. For one shared memory partition, you can assign paging VIOS partition A as the
primary paging VIOS partition and paging VIOS partition B as the secondary paging VIOS partition. For
a different shared memory partition, you can assign paging VIOS partition B as the primary paging VIOS
partition and paging VIOS partition A as the secondary paging VIOS partition.

The following figure shows an example of a system with four shared memory partitions, two paging
VIOS partitions, and four paging space devices.
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The example shows the configuration options for paging VIOS partitions and paging space devices as
described in the following table.
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Table 3. Examples of paging VIOS partition configurations

Configuration option

Example

The paging space device that is assigned to a shared
memory partition is located in physical storage in the
server and is accessed by a single paging VIOS partition.

Paging space device 4 provides the paging space for
Shared memory partition 4. Shared memory partition 4 is
assigned to use Paging VIOS partition 2 to access Paging
space device 4. Paging space device 4 is located in
physical storage in the server and is assigned to Paging
VIOS partition 2. Paging VIOS partition 2 is the only
paging VIOS partition that can access Paging space
device 4 (This relationship is shown by the blue line that
connects Paging VIOS partition 2 to Paging space device
4.).

The paging space device that is assigned to a shared
memory partition is located on a SAN and is accessed by
a single paging VIOS partition.

Paging space device 1 provides the paging space for
Shared memory partition 1. Shared memory partition 1 is
assigned to use Paging VIOS partition 1 to access Paging
space device 1. Paging space device 1 is connected to the
SAN. Paging VIOS partition 1 is also connected to the
SAN and is the only paging VIOS partition that can
access Paging space device 1 (This relationship is shown
by the green line that connects Paging VIOS partition 1
to Paging space device 1.).
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Table 3. Examples of paging VIOS partition configurations (continued)

Configuration option

Example

The paging space device that is assigned to a shared
memory partition is located on a SAN and is accessed
redundantly by two paging VIOS partitions.

Paging space device 2 provides the paging space for
Shared memory partition 2. Paging space device 2 is
connected to the SAN. Paging VIOS partition 1 and
Paging VIOS partition 2 are also connected to the SAN
and can both access Paging space device 2. (These
relationships are shown by the green line that connects
Paging VIOS partition 1 to Paging space device 2 and the
blue line that connects Paging VIOS partition 2 to Paging
space device 2.) Shared memory partition 2 is assigned to
use redundant paging VIOS partitions to access Paging
space device 2. Paging VIOS partition 1 is configured as
the primary paging VIOS partition and Paging VIOS
partition 2 is configured as the secondary paging VIOS
partition.

Similarly, Paging space device 3 provides the paging
space for Shared memory partition 3. Paging space
device 3 is connected to the SAN. Paging VIOS partition
1 and Paging VIOS partition 2 are also connected to the
SAN and can both access Paging space device 3. (These
relationships are shown by the green line that connects
Paging VIOS partition 1 to Paging space device 3 and the
blue line that connects Paging VIOS partition 2 to Paging
space device 3.) Shared memory partition 3 is assigned to
use redundant paging VIOS partitions to access Paging
space device 3. Paging VIOS partition 2 is configured as
the primary paging VIOS partition and Paging VIOS
partition 1 is configured as the secondary paging VIOS
partition.

Because Paging VIOS partition 1 and Paging VIOS
partition 2 both have access to Paging space device 2 and
Paging space device 3, Paging space device 2 and Paging
space device 3 are common paging space devices that are
accessed redundantly by Paging VIOS partition 1 and
Paging VIOS partition 2. If Paging VIOS partition 1
becomes unavailable and Shared memory partition 2
needs to access data on its paging space device, the
hypervisor sends a request to Paging VIOS partition 2 to
retrieve the data on Paging space device 2. Similarly, if
Paging VIOS partition 2 becomes unavailable and Shared
memory partition 3 needs to access the data on its
paging space device, the hypervisor sends a request to
Paging VIOS partition 1 to retrieve the data on Paging
space device 3.
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Table 3. Examples of paging VIOS partition configurations (continued)

Configuration option Example

A paging VIOS partition accesses both independent and | Paging space device 1 and Paging space device 4 are
common paging space devices. independent paging space devices because only one
paging VIOS partition accesses each. Paging VIOS
partition 1 accesses Paging space device 1, and Paging
VIOS partition 2 accesses Paging space device 4. Paging
space device 2 and paging space device 3 are common
paging space devices because both paging VIOS
partitions access each. (These relationships are shown by
the green and blue lines that connect the paging VIOS
partitions to the paging space devices.)

Paging VIOS partition 1 accesses the independent paging
space device Paging space device 1, and also accesses the
common paging space devices Paging space device 2 and
Paging space device 3. Paging VIOS partition 2 accesses
the independent paging space device Paging space
device 4 and also accesses the common paging space
devices Paging space device 2 and Paging space device 3.

When a single paging VIOS partition is assigned to the shared memory pool, you must shut down the
shared memory partitions before you shut down the paging VIOS partition so that the shared memory
partitions are not suspended when they attempt to access their paging space devices. When two paging
VIOS partitions are assigned to the shared memory pool and the shared memory partitions are
configured to use redundant paging VIOS partitions, you do not need to shut down the shared memory
partitions to shut down a paging VIOS partition. When one paging VIOS partition is shut down, the
shared memory partitions use the other paging VIOS partition to access their paging space devices. For
example, you can shut down a paging VIOS partition and install VIOS updates without shutting down
the shared memory partitions.

You can configure multiple VIOS logical partitions to provide access to paging space devices. However,
you can only assign up to two of those VIOS partitions to the shared memory pool at any given time.

After you configure the shared memory partitions, you can later change the redundancy configuration of
the paging VIOS partitions for a shared memory partition by modifying the partition profile of the shared
memory partition and restarting the shared memory partition with the modified partition profile:

* You can change which paging VIOS partitions are assigned to a shared memory partition as the
primary and secondary paging VIOS partitions.

* You can change the number of paging VIOS partitions that are assigned to a shared memory partition.
Paging space device:

You can learn about how the Hardware Management Console (HMC) and Integrated Virtualization
Manager allocate and manipulate paging space devices on systems that use shared memory.

A paging space device is a physical or logical device that is used by a Virtual I/O Server to provide the
paging space for a logical partition that uses shared memory (hereafter referred to as a shared memory
partition). The paging space is an area of nonvolatile storage used to hold portions of the shared memory
partition's memory that are not resident in the shared memory pool.
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Related concepts:

[‘Data flow for shared memory partitions” on page 28§

When the operating system that runs in a logical partition that uses shared memory (hereafter referred to
as a shared memory partition) needs to access data, the data must reside in the shared memory pool.
Systems with overcommitted memory configurations require the hypervisor and at least one Virtual I/O
Server (VIOS) logical partition that is assigned to the shared memory pool (hereafter referred to as paging
VIOS partition) to move data between the shared memory pool and the paging space devices as needed.

[“Logical memory” on page 30|

Logical memory is the address space, assigned to a logical partition, that the operating system perceives as
its main storage. For a logical partition that uses shared memory (hereafter referred to as a shared memory
partition), a subset of the logical memory is backed up by physical main storage and the remaining logical
memory is kept in auxiliary storage.

Paging space devices on systems that are managed by the Integrated Virtualization Manager:

You can learn about the paging storage pool on systems that are managed by the Integrated
Virtualization Manager.

When you create the shared memory pool, you assign a paging storage pool to the shared memory pool.
The paging storage pool provides the paging space devices for the shared memory partitions that are
assigned to the shared memory pool.

When you activate the shared memory partition, the Integrated Virtualization Manager allocates a paging
space device from the paging storage pool to the shared memory partition that best fits the size
requirements of the shared memory partition.

* For AIX and Linux shared memory partitions, the paging space device must be at least the size of the
maximum logical memory size of the shared memory partition.

The Integrated Virtualization Manager automatically creates a paging space device for the shared
memory partition in one or more of the following situations:

* No paging space devices exist in the paging storage pool.
* No paging space devices that are in the paging storage pool meet the size requirements of the shared
memory partition.

 All of the paging space devices in the paging storage pool are assigned to other shared memory
partitions.

The Integrated Virtualization Manager allocates only one paging space device to a shared memory
partition at a time. If you do not assign a paging storage pool to the shared memory pool, you need to
assign a minimum of one paging space device to the shared memory pool for each shared memory
partition. After you create the shared memory pool, you can add or remove paging space devices to or
from the shared memory pool as needed.
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Related tasks:

[“Preparing to configure shared memory” on page 70|

Before you configure the shared memory pool and create logical partitions that use shared memory
(hereafter referred to as shared memory partitions), you need to plan for the shared memory pool, the
shared memory partitions, the paging space devices, and the Virtual I/O Server logical partitions
(hereafter referred to as paging VIOS partitions).

Related reference:

[“Configuration requirements for shared memory” on page 66|
Review the requirements for the system, Virtual 1/O Server (VIOS), logical partitions, and paging space
devices so that you can successfully configure shared memory.

Related information:

[ [Adding or removing paging space devices by using the Integrated Virtualization Manager|

Paging space devices on systems that are managed by an HMC:

Learn about the location requirements, size requirements, and redundancy preferences for paging space
devices on systems that are managed by a Hardware Management Console (HMC).

When you configure the shared memory pool, you assign paging space devices to the shared memory
pool. Paging space devices can be located in physical storage in the server or on a storage area network
(SAN) as follows:

* Paging space devices that are accessed by a single Virtual I/O Server (VIOS) logical partition (hereafter
referred to as a paging VIOS partition) can be located in physical storage in the server or on a SAN.

* Paging space devices that are accessed redundantly by two paging VIOS partitions, or common paging
space devices, must be located on a SAN.

When you activate a shared memory partition, the HMC allocates a paging space device (that is assigned
to the shared memory pool) to the shared memory partition. The HMC allocates only one paging space
device to a shared memory partition at a time. When you shut down a shared memory partition, its
paging space device becomes available to the HMC to allocate elsewhere. Thus, the fewest number of
paging space devices that must be assigned to the shared memory pool is equal to the number of shared
memory partitions that you plan to run simultaneously. After you create the shared memory pool, you
can add or remove paging space devices to or from the shared memory pool as needed.

The HMC assigns paging space devices to shared memory partitions based on the size requirements for
the shared memory partition and the redundancy preferences that you specify for partition activation.

Size requirements

The HMC allocates a paging space device to a shared memory partition that best fits the size
requirements of the shared memory partition.

* For AIX and Linux shared memory partitions, the paging space device must be at least the size of the
maximum logical memory size of the shared memory partition.

Shared memory partitions might have several partition profiles that specify different maximum logical
memory sizes. To maintain flexibility, consider creating paging space devices that are large enough to be
used by shared memory partitions with multiple partition profiles. When you activate a shared memory
partition with a different partition profile, the shared memory partition already has a paging space device
allocated to it based on the size requirements of the previously activated partition profile. If you create a
paging space device that is large enough to meet the size requirements of multiple partition profiles and
you activate the shared memory partition with a different partition profile, the HMC can use the same
paging space device for the newly activated partition profile. If the paging space device does not meet
the size requirements of the newly activated partition profile, the HMC frees the paging space device
currently allocated to the shared memory partition and allocates a different paging space device that
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meets the size requirements specified in the newly activated partition profile.

Redundancy preferences

The HMC allocates a paging space device to a shared memory partition that satisfies the redundancy
preferences that you specify for partition activation:

* If you specify that the shared memory partition uses redundant paging VIOS partitions, the HMC uses
the following process to select a suitable paging space device for the shared memory partition:

1.

The HMC assigns a paging space device that is common and available. (A paging space device is
available when it is not currently assigned to a shared memory partition and is inactive.)

If the HMC cannot find a paging space device that is common and available, it reassigns a paging
space device that is common and unavailable. (A paging space device is unavailable when it is active
and currently assigned to a shared memory partition that is shut down.)

If the HMC cannot find a paging space device that is common and unavailable, it cannot activate
the shared memory partition.

* If you specify that the shared memory partition does not use redundant paging VIOS partitions, the
HMC uses the following process to select a suitable paging space device for the shared memory
partition:

1.

The HMC assigns a paging space device that is independent and available. (A paging space device
is independent when it is accessed by only one paging VIOS partition that is assigned to the shared
memory partition.)

If the HMC cannot find a paging space device that is independent and available, the HMC
reassigns a paging space device that is independent and unavailable.

If the HMC cannot find a paging space device that is independent and unavailable, and two paging
VIOS partitions are assigned to the shared memory pool, then the HMC assigns a paging space
device that is common and available. In this situation, the shared memory partition does not use
redundant paging VIOS partitions even though its paging space device can be accessed by both
paging VIOS partitions. Also, the partition profile does not need to specify the second paging VIOS
partition.

If the HMC cannot find a paging space device that is common and available, and two paging VIOS
partitions are assigned to the shared memory pool, then the HMC reassigns a paging space device
that is common and unavailable. In this situation, the shared memory partition does not use
redundant paging VIOS partitions even though its paging space device can be accessed by both
paging VIOS partitions. Also, the partition profile does not need to specify the second paging VIOS
partition.

If the HMC cannot find a paging space device that is common and unavailable, it cannot activate
the shared memory partition.

* If you specify that the shared memory partition use redundant paging VIOS partitions, if possible, the
HMC uses the following process to select a suitable paging space device for the shared memory

partition:

1. The HMC assigns a paging space device that is common and available.

2. If the HMC cannot find a paging space device that is common and available, it assigns a paging
space device that is common and unavailable.

3. If the HMC cannot find a paging space device that is common and unavailable, it assigns a paging
space device that is independent and available to the primary paging VIOS partition. In this
situation, the shared memory partition does not use redundant paging VIOS partitions and the
primary paging VIOS partition is the only paging VIOS partition that is assigned to the shared
memory partition.

4. If the HMC cannot find a paging space device that is independent and available to the primary

paging VIOS partition, it assigns a paging space device that is independent and unavailable to the
primary paging VIOS partition. In this situation, the shared memory partition does not use
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redundant paging VIOS partitions and the primary paging VIOS partition is the only paging VIOS
partition that is assigned to the shared memory partition.

5. If the HMC cannot find a paging space device that is independent and unavailable to the primary
paging VIOS partition, it assigns a paging space device that is independent and available to the
secondary paging VIOS partition. In this situation, the shared memory partition does not use
redundant paging VIOS partitions and the secondary paging VIOS partition is the only paging
VIOS partition that is assigned to the shared memory partition.

6. If the HMC cannot find a paging space device that is independent and available to the secondary
paging VIOS partition, it assigns a paging space device that is independent and unavailable to the
secondary paging VIOS partition. In this situation, the shared memory partition does not use
redundant paging VIOS partitions and the secondary paging VIOS partition is the only paging
VIOS partition that is assigned to the shared memory partition.

7. If the HMC cannot find a paging space device that is independent and unavailable to the secondary
paging VIOS partition, it cannot activate the shared memory partition.

Related concepts:

[“Partition profile” on page 8§

A partition profile is a record on the Hardware Management Console (HMC) that specifies a possible
configuration for a logical partition. When you activate a logical partition using a partition profile, the
managed system attempts to start the logical partition using the configuration information in the partition
profile.

Related tasks:

[“Preparing to configure shared memory” on page 70|

Before you configure the shared memory pool and create logical partitions that use shared memory
(hereafter referred to as shared memory partitions), you need to plan for the shared memory pool, the
shared memory partitions, the paging space devices, and the Virtual I/O Server logical partitions
(hereafter referred to as paging VIOS partitions).

[“Adding and removing paging space devices to and from the shared memory pool” on page 113]
After you create the shared memory pool, you can add and remove paging space devices to and from the
shared memory pool by using the Hardware Management Console (HMC).

Related reference:

[“Configuration requirements for shared memory” on page 66|
Review the requirements for the system, Virtual I/O Server (VIOS), logical partitions, and paging space
devices so that you can successfully configure shared memory.

Shared memory distribution:

The hypervisor uses the memory weight of each logical partition that uses shared memory (hereafter
referred to as shared memory partitions) to help determine which logical partitions receive more physical
memory from the shared memory pool. To help optimize performance and memory use, the operating
systems that run in shared memory partitions provide the hypervisor with information about how the
operating system uses its memory to help the hypervisor determine which pages to store in the shared
memory pool and which pages to store in the paging space devices.

In a shared memory configuration that is physically overcommitted (where the sum of the logical
memory that is currently used by of all shared memory partitions is greater than the amount of memory
in the shared memory pool), the hypervisor stores a portion of the logical memory in the shared memory
pool and stores the remainder of the logical memory in the paging space devices. The hypervisor
determines the amount of physical memory to allocate from the shared memory pool to each shared
memory partition and the amount of logical memory to store in the paging space devices. The hypervisor
also determines which pieces, or pages, of memory to store in each location.

The smallest amount of physical memory that the hypervisor can allocate from the shared memory pool
to a shared memory partition at any given time is the amount of physical memory that the shared
memory partition requires for its I/O devices. The hypervisor guarantees to each shared memory
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partition that the shared memory partition can use a portion of the shared memory pool for its I/O
devices, up to the I/O entitled memory that is assigned to the shared memory partition. The largest
amount of physical memory that the hypervisor can allocate from the shared memory pool to a shared
memory partition at any given time is the amount of logical memory assigned to the shared memory
partition.

The amount of physical memory from the shared memory pool that the hypervisor allocates to the shared
memory partitions is determined by the workloads that are running in the shared memory partitions and
the amount of logical memory that is assigned to each shared memory partition. You can influence how
much physical memory the hypervisor allocates from the shared memory pool to each shared memory
partition by specifying a memory weight for each shared memory partition. Memory weight is a relative
value that is one of the factors that the hypervisor uses to allocate physical memory from the shared
memory pool to the shared memory partitions. A higher memory weight relative to the memory weights
of other shared memory partitions increases the probability that the hypervisor allocates more physical
memory to a shared memory partition.

To help maintain the best possible performance, the operating system that runs in a shared memory
partition continually attempts to operate within the amount of physical memory allocated to it from the
shared memory pool by moving its overcommitted logical memory to a paging space. In general, the
operating system moves its memory to a paging space more often when it runs in a shared memory
partition than when it runs in a dedicated memory partition. Therefore, the paging space that the
operating system uses to manage its memory needs to be larger when the logical partition uses shared
memory than when the logical partition uses dedicated memory.

The operating systems that run in shared memory partitions provide information to the hypervisor about
how the operating system uses its pages. When the hypervisor manages the overcommitted logical
memory, it uses this information to determine which pages to store in the paging space device and which
pages to store in the shared memory pool. When the hypervisor needs to deallocate physical memory
from the shared memory partition and move it to the paging space device, the hypervisor requests the
operating system to release pages. The operating system might mark the pages that it will not use, and
the hypervisor moves the marked pages first. This enables the hypervisor to select the most optimal
pages to move out of the shared memory pool, which improves memory use and performance. For
example, the operating system uses one page for kernel data and another page for cache and the
hypervisor needs to move one page to the paging space device. The hypervisor moves the cache page to
the paging space device to optimize performance.
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Related concepts:

[“Paging space device” on page 40|
You can learn about how the Hardware Management Console (HMC) and Integrated Virtualization
Manager allocate and manipulate paging space devices on systems that use shared memory.

[“Data flow for shared memory partitions” on page 28

When the operating system that runs in a logical partition that uses shared memory (hereafter referred to
as a shared memory partition) needs to access data, the data must reside in the shared memory pool.
Systems with overcommitted memory configurations require the hypervisor and at least one Virtual I/O
Server (VIOS) logical partition that is assigned to the shared memory pool (hereafter referred to as paging
VIOS partition) to move data between the shared memory pool and the paging space devices as needed.

[“Performance considerations for overcommitted shared memory partitions” on page 163)|

Learn about how the degree to which the memory configuration of a logical partition that uses shared
memory (hereafter referred to as a shared memory partition) is overcommitted affects the performance of
the shared memory partition. In general, the less overcommitted the memory configuration of a shared
memory partition, the better its performance.

[“Logical memory” on page 30

Logical memory is the address space, assigned to a logical partition, that the operating system perceives as
its main storage. For a logical partition that uses shared memory (hereafter referred to as a shared memory
partition), a subset of the logical memory is backed up by physical main storage and the remaining logical
memory is kept in auxiliary storage.

Related tasks:

[“Changing the memory weight of a shared memory partition” on page 153

You can use the Hardware Management Console (HMC) to change the memory weight of a logical
partition that uses shared memory (hereafter referred to as a shared memory partition). Changing the
memory weight changes the probability that the shared memory partition receives physical memory from
the shared memory pool in relation to other shared memory partitions.

Related information:

(= [Managing memory properties for shared memory partitions by using the Integrated Virtualization|

|!!anage;]

Active Memory Expansion for AIX logical partitions:

When you enable Active Memory Expansion for an AIX logical partition, you increase the memory
capacity of the logical partition without assigning more memory to it. The operating system compresses a
portion of the memory that the logical partition uses. This compression creates space for more data and
expanding the memory capacity of the logical partition.

When you expand the memory capacity of a logical partition, you enable the logical partition to do more
work with the same amount of memory. This can be especially useful when you want to increase the
workload of a logical partition, but cannot assign more memory to the logical partition. When you
expand the memory capacity of several logical partitions on a server, you increase the overall memory
capacity of the server. This can be especially useful when you want to consolidate more workloads onto
the server by creating more logical partitions.

You configure the degree of memory expansion that you want to achieve for a logical partition by setting
the Active Memory Expansion factor in a partition profile of the logical partition. The expansion factor is
a multiplier of the amount of memory that is assigned to the logical partition. For example, if the amount
of memory that is assigned to a logical partition is 25 GB and the expansion factor is set to 2.0, then the
desired memory capacity of the logical partition is 50 GB. In this situation, the operating system attempts
to compress data such that 50 GB of data fits into 25 GB of memory. After you set the expansion factor,
you can monitor the performance of the logical partition and then dynamically change the expansion
factor to improve performance.
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When you configure a logical partition to use Active Memory Expansion, you might also must configure
some additional processing resources for the logical partition. The operating system uses the additional
processing resources to perform the memory compression. The amount of processing resources that the
logical partition requires depends on the workload that is running in the logical partition and the
expansion factor that you set for the logical partition.

You can configure Active Memory Expansion for logical partitions that use dedicated memory and logical
partitions that use shared memory.

Related tasks:

[“Preparing to configure Active Memory Expansion” on page 65|

Before you configure Active Memory Expansion for a logical partition, you need to ensure that your
system meets the configuration requirements. Optionally, you can run the Active Memory Expansion
planning tool.

[“Configuring Active Memory Expansion for AIX logical partitions” on page 8§|

You can configure Active Memory Expansion for an AIX logical partition by using the Hardware
Management Console (HMC). Configuring Active Memory Expansion for a logical partition compresses
the memory of the logical partition and thus expands its memory capacity.

Related information:
[AIX Information Center|

[ [[BM Active Memory Expansion Overview and Usage Guide]

Terminal options for logical partitions
You can initiate a terminal session to the logical partitions on your managed system using various
methods. Your choice of terminal depends on your operating system and business needs.

The following choices of terminal are available for AIX and Linux.

¢ Hardware Management Console (HMC)

* Telnet

* OpenSSH with OpenSSL (included in the AIX expansion pack or the Linux distribution)

* Direct serial connection (ASCII terminal or PC connected with null modem cable)
Hardware Management Console terminal options:
The HMC provides virtual terminal emulation for AIX and Linux logical partitions.

The HMC connects to the server firmware. You use the HMC to specify to the server firmware how you
want resources to be allocated among the logical partitions on the managed system. You use the HMC to
start and stop the logical partitions, update the server firmware code, manage Capacity on Demand, and
transmit service information to service and support if there are any hardware problems with your
managed system. You can also use the HMC to perform the partition suspend and resume function

You can create virtual terminal sessions locally on the HMC by using the Server Management commands
on the HMC. If you configure the HMC to allow remote access, you can also create virtual terminal
sessions remotely through the HMC. You can create remote virtual terminal sessions on AIX and Linux
logical partitions by using the Server Management commands. You must configure the HMC to allow
remote access, and you must configure encryption on the logical partitions for the session to be secure.

The HMC communicates with servers by using service applications to detect, consolidate, and send
information to your service provider for analysis.

The following figure shows a partitioned server being managed by an HMC.
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I/O devices

I/0O devices allow your managed system to gather, store, and transmit data. I/O devices are found in the
server unit itself and in expansion units that are attached to the server. I/O devices can be embedded
into the unit, or they can be installed into physical slots.

Not all types of I/O devices are supported for all operating systems or on all server models. For
example, Switch Network Interface (SNI) adapters are supported only on certain server models.

Attention: Some PCI adapters and embedded controllers require multiple PCI or PCI-E slots to be
associated with them. Carefully review the PCI or PCI-E slot assignments for each logical partition to
ensure that the slot configuration of the logical partition meets the adapter functional requirements. For

details, see [Managing PCI adapters|, [PCI adapter placement for the 8231-E2B| and [PCI adapter placement]
for the 8202-E4B or 8205-E6B

Virtual adapters:

With virtual adapters, you can connect logical partitions with each other without using physical
hardware. Operating systems can display, configure, and use virtual adapters just like they can display,
configure, and use physical adapters. Depending on the operating environment used by the logical
partition, you can create virtual Ethernet adapters, virtual Fibre Channel adapters, virtual Small
Computer Serial Interface (SCSI) adapters, and virtual serial adapters for a logical partition.

The system administrator uses the following tools to create virtual adapters:
* Hardware Management Console (HMC)
* Integrated Virtualization Manager

Adapters can be added while the system is running using dynamic logical partitioning. The virtual
adapters are recorded in system inventory and management utilities. Converged location codes can be
used to correlate operating-system level or partition-level software entities to adapters, such as ethO and
en0. Similarly, the Ethernet adapters are visible in the same way as physical Ethernet adapters.

By default, virtual Ethernet Media Access Control (MAC) addresses are created from the locally
administered range. Using the default MAC addresses, it is possible that different servers will have
virtual Ethernet adapters with the same addresses. This situation can present a problem if multiple,
virtual networks are bridged to the same physical network.

If a server logical partition providing I/O for a client logical partition fails, the client logical partition
might continue to function, depending on the significance of the hardware it is using. For example, if one
logical partition is providing the paging volume for another logical partition, a failure of the logical
partition providing that particular resource will be significant to the other logical partition. However, if
the shared resource is a tape drive, a failure of the server logical partition providing the resource will
have only minimal effects on the client logical partition.

Client support for virtual I/O
The following table summarizes operating system support for using virtual I/O devices.

AIX logical partitions support booting from virtual devices, including disk boot from virtual disk,
network boot from virtual Ethernet, and tape boot from virtual tape.

The firmware running in AIX and Linux logical partitions recognizes virtual I/O and can start the logical

partition from virtual I/O. An IPL can be done either from the network over virtual Ethernet or from a
device such as virtual disk or virtual CD.
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Server support for virtual I/O
The following table summarizes operating system support for providing virtual I/O to logical partitions.

Virtual I/O Server provides SCSI disk, shared Ethernet, virtual Fibre Channel, virtual optical, and virtual
tape functions to logical partitions that use Virtual I/O Server resources. On VIOS Version 2.2.0.11, Fix
Pack 24, Service Pack 1, or later, you can create a cluster of only one Virtual I/O Server (VIOS) partition
connected to the same shared storage pool and that has access to distributed storage. On VIOS Version
2.2.1.3, or later, you can create a cluster that consists of up to four VIOS partitions. The Virtual I/O Server
also provides a virtual console to AIX and Linux logical partitions.

provides disk, CD, tape, and console functions to logical partitions that use resources. uses standard
network server storage and network server descriptions to provide disk, CD, and tape resources to other
logical partitions. An logical partition cannot simultaneously provide virtual resources to other logical
partitions and use virtual resources provided by another logical partition or by the Virtual I/O Server
logical partition.

To configure virtual I/O for the logical partitions on your managed system, you must create virtual I/O
adapters on the HMC or Integrated Virtualization Manager. Virtual I/O adapters are usually created
when you create your logical partitions. Alternatively, you can add virtual I/O adapters to running
logical partitions using dynamic logical partitioning. After you create a virtual I/O adapter, you can then
access the operating system used by the logical partition and complete the configuration of the virtual
I/0O adapter in the operating system software. For Linux partitions, virtual adapters are listed in the
device tree. The device tree contains virtual SCSI adapters, not the devices under the adapter.

Logical Host Ethernet Adapter

A logical Host Ethernet Adapter (LHEA) is a special type of virtual adapter. Even though an LHEA is a
virtual resource, an LHEA can exist only if a physical Host Ethernet Adapter, or Integrated Virtual
Ethernet, provides its resources to the LHEA.

Related concepts:

[1/O device assignment in partition profiles” on page 10|

I/0O devices are assigned to partition profiles on a slot-by-slot basis. Most I/O devices can be assigned to
a partition profile on the HMC as required or as desired.

[“Host Ethernet Adapter” on page 58

A Host Ethernet Adapter (HEA) is a physical Ethernet adapter that is integrated directly into the GX+ bus
on a managed system. HEAs offer high throughput, low latency, and virtualization support for Ethernet
connections. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

Related tasks:
["Managing virtual adapters dynamically” on page 142|

You can dynamically add and remove virtual adapters to and from running logical partitions using the
Hardware Management Console (HMC).

Virtual Ethernet:

Virtual Ethernet allows logical partitions to communicate with each other without having to assign
physical hardware to the logical partitions.

You can create virtual Ethernet adapters on each logical partition and connect these virtual Ethernet
adapters to virtual LANs. TCP/IP communications over these virtual LANSs is routed through the server

firmware.

A virtual Ethernet adapter provides similar function as a 1 Gb Ethernet adapter. A logical partition can
use virtual Ethernet adapters to establish multiple high-speed interpartition connections within a single
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managed system. AIX, , Linux, and Virtual I/O Server logical partitions can communicate with each other
using TCP/IP over the virtual Ethernet communications ports.

Virtual Ethernet adapters are connected to an IEEE 802.1q (VLAN)-style virtual Ethernet switch. Using
this switch function, logical partitions can communicate with each other by using virtual Ethernet
adapters and assigning VIDs (VLAN ID) that enable them to share a common logical network. The
virtual Ethernet adapters are created and the VID assignments are done using the Hardware Management
Console (HMC). The system transmits packets by copying the packet directly from the memory of the
sender logical partition to the receive buffers of the receiver logical partition without any intermediate
buffering of the packet.

You can configure an Ethernet bridge between the virtual LAN and a physical Ethernet adapter that is
owned by a Virtual I/O Server logical partition. The logical partitions on the virtual LAN can
communicate with an external Ethernet network through the Ethernet bridge. You can reduce the number
of physical Ethernet adapters required for a managed system by routing external communications
through the Ethernet bridge.

The number of virtual Ethernet adapters allowed for each logical partition varies by operating system.
* AIX 5.3 and later supports up to 256 virtual Ethernet adapters for each logical partition.

* Version 2.6 of the Linux kernel supports up to 32, 768 virtual Ethernet adapters for each logical
partition. Each Linux logical partition can belong to a maximum of 4, 094 virtual LANS.

Besides a PVID, the number of additional VID values that can be assigned for each virtual Ethernet
adapter is 19, which indicates that each virtual Ethernet adapter can be used to access 20 networks. The
HMC generates a locally administered Ethernet MAC address for the virtual Ethernet adapters so that
these addresses do not conflict with physical Ethernet adapter MAC addresses.

After a specific virtual Ethernet is enabled for a logical partition, a network device is created in the
logical partition. This network device is named entX on AIX logical partitions and ethX on LinuxethX on
Linux logical partitions, where X represents sequentially assigned numbers. The user can then set up
TCP/IP configuration similar to a physical Ethernet device to communicate with other logical partitions.

If a virtual Ethernet adapter is set for checksum offload, the virtual Ethernet adapter cannot generate a
checksum for any packet that the virtual Ethernet adapter sends to a multicast or broadcast MAC
address.

Some managed systems contain a Host Ethernet Adapter (HEA). A Host Ethernet Adapter (HEA) is a
physical Ethernet adapter that is integrated directly into the GX+ bus on a managed system. HEAs are
also known as Integrated Virtual Ethernet adapters (IVE adapters). Unlike most other types of 1/O
devices, you can never assign the HEA itself to a logical partition. Instead, multiple logical partitions can
connect directly to the HEA and use the HEA resources. This allows these logical partitions to access
external networks through the HEA without having to go through an Ethernet bridge on another logical
partition.

Related concepts:

[“Host Ethernet Adapter” on page 5§

A Host Ethernet Adapter (HEA) is a physical Ethernet adapter that is integrated directly into the GX+ bus

on a managed system. HEAs offer high throughput, low latency, and virtualization support for Ethernet
connections. HEAs are also known as Integrated Virtual Ethernet adapters (IVE adapters).

Related tasks:
[“Configuring a virtual Ethernet adapter” on page 89

You can configure a virtual Ethernet adapter dynamically for a running logical partition by using the
Hardware Management Console (HMC). Doing so will connect the logical partition to a virtual LAN.

V