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inquiries, in writing, to:
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MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
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COPYRIGHT LICENSE:
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Preface

PowerVM™ virtualization technology is a combination of hardware and software
that supports and manages the virtual environments on POWER5™,
POWER5+™ and POWER6™-based systems. It is a major tool to help simplify
and optimize your IT infrastructure.

Available on most IBM® System p®, IBM Power Systems™, and the IBM
BladeCenter® JS12 and JS22 servers as optional Editions and supported by the
AIX®, IBM i, and Linux® for POWER operating systems, this set of
comprehensive systems technologies and services is designed to enable you to
aggregate and manage resources using a consolidated, logical view. The key
benefits of deploying PowerVM virtualization and IBM Power Systems are as
follows:

» Cut energy costs through server consolidation
» Reduce the cost of existing infrastructure

» Manage growth, complexity, and risk on your infrastructure

To achieve this goal, PowerVM virtualization provides the following technologies:
Virtual Ethernet

Shared Ethernet Adapter

Virtual SCSI

» Micro-Partitioning™ technology

v

v

v

Additionally, these new technologies are available on POWERS6 systems:

» Multiple Shared-Processor Pools

» N_Port Identifier Virtualization

» PowerVM Live Partition Mobility (optional available with PowerVM Enterprise
Edition)

To take complete advantage of these technologies and master your infrastructure
needs as they evolve, you need to be able to correctly monitor and optimally
manage your resources.

This publication is an extension of PowerVM on System p: Introduction and
Configuration, SG24-7940. It provides an organized view of best practices for
managing and monitoring your PowerVM environment with respect to virtualized
resources managed by the Virtual I/0O Server.
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This publication is divided into two parts:

» The first part focuses on system management and describes some best
practices to optimize the resources with some practical examples. It also
details how to secure and maintain your virtual environments. Finally new
features of the Virtual /0 Server Version 2.1, such as N_Port ID Virtualization
are covered and explained.

» The second part describes how to monitor a PowerVM virtualization
infrastructure. Rather than presenting a list of tools, it addresses practical
situations to help you select and use the monitoring tool that best shows the
resources you are interested in. Some reminders on the key PowerVM
features are also provided.

Although this publication can be read as a whole, you can also jump directly to
sections in the managing or monitoring parts you are interested in.

The team that wrote this book

This book was produced by a team of specialists from around the world working
at the International Technical Support Organization, Austin Center.

Ingo Dimmer is an IBM Consulting IT Specialist for System i® and a PMI®
Project Management Professional working in the IBM STG Europe storage
support organization in Mainz, Germany. He has nine years of experience in
enterprise storage support from working in IBM post-sales and pre-sales
support. He holds a degree in Electrical Engineering from the Gerhard-Mercator
University Duisburg. His areas of expertise include System i external disk and
tape storage solutions, PowerVM virtualization, 1/0O performance and tape
encryption for which he has been an author of several IBM Redbooks® and
White Paper publications.

Volker Haug is a certified Consulting IT Specialist within IBM Systems and
Technology Group located in Stuttgart, Germany. He holds a Bachelor's degree
in Business Management from the University of Applied Studies in Stuttgart. His
career has included more than 21 years working in IBM's PLM and Power
Systems divisions as a RISC and AlX Systems Engineer. Volker is an expert in
workstations and server hardware, AlX, and PowerVM virtualization. He is a
member of the EMEA Power Champions team and also a member of the
German Technical Expert Council, a affiliate to the IBM Academy of Technology.
He wrote several books and whitepapers about AlIX, workstations, servers, and
PowerVM virtualization.

Thierry Huché is an IT Specialist working at the Products and Solutions Support
Center in Montpellier, France, as an IBM Power Systems Benchmark Manager.
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pSeries AlIX System Administrator. His areas of expertise include benchmarking,
virtualization, performance tuning, networking, high availability. He coauthored
the IBM Redbook Communications Server for AlX Explored, SG24-2591 and
IBM eServer Certification Study Guide: eServer p5 and pSeries Enterprise
Technical Support AIX 5L V5.35G24-7197.

Anil K Singh is a Senior software developer in IBM India. He has 7 years of
experience in testing and development, including 4 years in AlX. He holds a
Bachelor of Engineering degree in Computer Science. His area of expertise
include programming and testing in Kernel and User mode for TCP/IP, malloc
subsystem, ksh, vi, WPAR and WLM. He also has experience in planning and
configuring hardware and software environment for WPAR and TCP/IP stress
testing. He has good insight of Storage key and ProbeVue programming. He has
co-authored one IBM Redbook and published two abstracts for the IBM Academy
of Technology.

Morten Vagmo is a certified Consulting IT Specialist in IBM Norway with 20
years of AIX and Power Systems experience. Morten is Nordic AIX Competence
Leader and member of the EMEA Power Champions team. He is working in
technical pre-sales support and is now focusing on PowerVM implementations.
He co-authored the update of the Advanced POWER Virtualization on IBM
System p5: Introduction and Configuration redbook, and the PowerVM
Virtualization on IBM System p: Introduction and Configuration redbook. He is
speaker at technical conferences on the topic of virtualization. Morten holds a
degree in Marine Engineering from the Technical University of Norway.

Ananda K Venkataraman is a software engineer in the Linux Technology Center
at IBM Austin. He has four years of experience in Linux. His current focus is on
Linux for Power, SAN storage technology, PowerVM Virtualization, and serial port
device drivers. Ananda holds a Master’s degree in Computer Science from the
Texas State University.

Scott Vetter (PMP) is a Certified Executive Project Manager at the International
Technical Support Organization, Austin Center. He has enjoyed 23 years of rich
and diverse experience working for IBM in a variety of challenging roles. His
latest efforts are directed at providing world-class Power Systems Redbooks,
whitepapers, and workshop collateral.

The authors of the first edition are:

Tomas Baublys IBM Germany

Damien Faure Bull France

Preface  xxix



7590pref.fm Draft Document for Review November 7, 2008 4:31 pm

Jackson Alfonso Krainer |BM Brazil
Michael Reed IBM US

Thanks to the following people for their contributions to this project:

Francisco J. Alanis, Ray Anderson, Rich Avery, Paul S. Bostrom, Shamsundar
Ashok, Jim Czenkusch, Carol Dziuba, Tom Edgerton, Jim Fall, Kevin W. Juhl,
Bob Kovacs, Derek Matocha, Dawn May, Tommy Mclane, Dave Murray, Nguyen
Nguyen, Niraj Patel, Vani Ramagiri, Bhargavi B. Reddy, Jabob Rosales, Simeon
Rotich, Kate Tinklenberg, Scott Tran, Scott Urness, Vasu Vallabhaneni, Jonathan
Van Niewaal, James Y. Wang, Kristopher Whitney, Linette Williams

IBM, US

Nigel Griffiths
IBM, UK

| Become a published author

Join us for a two- to six-week residency program! Help write a book dealing with
specific products or solutions, while getting hands-on experience with
leading-edge technologies. You will have the opportunity to team with IBM
technical professionals, Business Partners, and Clients.

Your efforts will help increase product acceptance and customer satisfaction. As
a bonus, you will develop a network of contacts in IBM development labs, and
increase your productivity and marketability.

Find out more about the residency program, browse the residency index, and
apply online at:

ibm.com/redbooks/residencies.html

Comments welcome

Your comments are important to us!

We want our books to be as helpful as possible. Send us your comments about
this book or other IBM Redbooks in one of the following ways:
» Use the online Contact us review Redbooks form found at:

ibm.com/redbooks

XXX PowerVM Virtualization on Power Systems: Managing and Monitoring


http://www.redbooks.ibm.com/residencies.html
http://www.redbooks.ibm.com/residencies.html
http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/

Draft Document for Review November 7, 2008 4:31 pm 7590pref.fm

» Send your comments in an e-mail to:
redbooks@us.ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400

Preface  xxxi


http://www.redbooks.ibm.com/contacts.html

7590pref.fm Draft Document for Review November 7, 2008 4:31 pm

XXXii PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590p01.fm

Part 1

PowerVM
virtualization
management

Part 1 describes best practices to manage your Power Systems and PowerVM
environment.

This chapter gives you a summary of the different PowerVM Editions and the
maintenance strategies. It also includes the new functions of the Virtual I/O
Server Version 2.1. In the next chapters the following topics are covered:

» Virtual storage management

» Virtual I/O Server security

» Virtual I/O Server maintenance
» Dynamic operations

» PowerVM Live Partition Mobility

» System Planning Tool

© Copyright IBM Corp. 2009. All rights reserved. 1
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1

Introduction

This chapter describes the available PowerVM Editions, and gives an overview of
the new Virtual I/O Server Version 2.1 features and PowerVM enhancements.

1.1 PowerVM Editions

Virtualization technology is offered in a three editions on Power Systems. All
Power Systems servers can utilize standard virtualization functions or logical
partitioning (LPAR) technology by using either the Hardware Management
Console (HMC) or the Integrated Virtualization Manager (IVM). Logical partitions
enable clients to run separate workloads in different partitions on a same
physical server. This helps lowering costs and improving energy efficiency.
LPARs are designed to be shielded from each other to provide a high level of
data security and increased application availability which has been certified by
the German Federal Office for Security Information. The complete report and
others can visited at:

http://www.bsi.de/zertifiz/zert/reporte/0461a.pdf

Dynamic LPAR operations allows clients to dynamically allocate many system
resources to application partitions without rebooting, simplifying overall systems
administration and workload balancing and enhancing availability.

© Copyright IBM Corp. 2009. All rights reserved. 1
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PowerVM Editions extends the base system functions to include IBM
Micro-Partitioning and Virtual I/O Server capabilities, which are designed to allow
businesses to increase system utilization, while helping to ensure that
applications continue to get the resources they need. Micro-Partitioning
technology can help lower costs by allowing the system to be finely tuned to
consolidate multiple independent workloads. Micro partitions can be defined as
small as 1/10th of a processor and be changed in increments as small as 1/100th
of a processor. Up to 10 micro-partitions may be created per core on a server.

The Virtual 1/0 Server allows for the sharing of expensive disk and optical
devices and communications and Fibre Channel adapters to help drive down
complexity and systems and administrative expenses. Also included is support
for Multiple Shared Processor Pools, which allows for automatic non disruptive
balancing of processing power between partitions assigned to the shared pools,
resulting in increased throughput and the potential to reduce processor-based
software licensing costs and Shared Dedicated Capacity, which helps optimize
use of processor cycles.

An uncapped partition enables the processing capacity of that partition to exceed
its entitled capacity when the shared processing pool has available resources.
This means that idle processor resource within a server can be used by any
uncapped partition, resulting in an overall increase of the physical processor
resource utilization. However, in an uncapped partition, the total number of virtual
processors configured limits the total amount of physical processor resource that
the partition can potentially consume.

Using an example, a server has eight physical processors. The uncapped
partition is configured with two processing units (equivalent of two physical
processors) as its entitled capacity and four virtual processors. In this example,
the partition is only ever able to use a maximum of four physical processors. This
is because a single virtual processor can only ever consume a maximum
equivalent of one physical processor. A dynamic LPAR operation to add more
virtual processors would be required to enable the partition to potentially use
more physical processor resource.

In the following sections the three different PowerVM Editions are described in
detail.

PowerVM Express Edition

PowerVM Express Edition is offered only on the IBM Power 520 and Power 550
servers. It is designed for clients who want to have an introduction to advanced
virtualization features at a highly affordable price. With PowerVM Express Edition
clients can create up to three partitions on a server (two client partitions and one
for the Virtual I/0O Server and Integrated Virtualization Manager), leveraging
virtualized disk and optical devices and even try out the shared processor pool.
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All virtualization features, such as Micro-Partitioning, Shared Processor Pool,
Virtual 1/0 Server, PowerVM LX86, Shared Dedicated Capacity, N Port ID
Virtualization, and Virtual Tape can be managed by using the Integrated
Virtualization Manager.

PowerVM Standard Edition

For clients ready to get the full value out of their server, IBM offers PowerVM
Standard Edition, which provides the most complete virtualization functionality
for UNIX® and Linux in the industry. This option is available for all IBM Power
Systems servers. With PowerVM Standard Edition clients can create up to 254
partitions on a server, leveraging virtualized disk and optical devices and even try
out the shared processor pool. All virtualization features, such as
Micro-Partitioning, Shared Processor Pool, Virtual I/0 Server, PowerVM LX86,
Shared Dedicated Capacity, N Port ID Virtualization, and Virtual Tape can be
managed by using an Hardware Management Console or the Integrated
Virtualization Manager.

PowerVM Enterprise Edition

PowerVM Enterprise Edition is offered exclusively on POWERS6 servers and
includes all the features of PowerVM Standard Edition plus a capability named
PowerVM Live Partition Mobility. PowerVM Live Partition Mobility allows for the
movement of a running partition from one POWERG6 technology-based server to
another with no application downtime, resulting in better system utilization,
improved application availability, and energy savings. With PowerVM Live
Partition Mobility, planned application downtime due to regular server
maintenance can be a thing of the past.

For more information on PowerVM Live Partition Mobility refer to “PowerVM Live
Partition Mobility” on page 293.

Table 1-1 gives describes each component of the PowerVM Editions feature, the
editions in which each component is included, and the processor-based
hardware on which each component is available.
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Table 1-1 PowerVM Editions components, editions, and hardware support

Component Description PowerVM Edition | Hardware

Micro-Partitioning The ability to » Express » POWERG6

technology allocate processors Edition » POWERS5
to logical partitions | » Standard
in increments of Edition
0.01 allowing » Enterprise
multiple logical Edition
partitions to share
the system's
processing power.

Virtual I/O Server Software that » Express » POWERG6
facilitates the Edition » POWER5
sharing of physical | » Standard
1/O resources Edition
between client » Enterprise
logical partitions L
wigt;hin tEe server. Edition

Integrated The graphical » Express » POWERG6

Virtualization interface of the Edition » POWERS5

Manager Virtual I/O Server » Standard
management Edition
partition on some » Enterprise
servers that are not Edition
managed by an
Hardware
Management
Console.

Live Partition The ability to » Enterprise » POWERG6

Mobility

migrate an active or
inactive AIX or
Linux logical
partition from one
system to another.

Edition
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Component Description PowerVM Edition | Hardware
Partition Load Software that » Standard » POWER5
Manager provides processor Edition

and memory

resource

management and
monitoring across
AlX logical
partitions within a
single central

processor
complex.

Lx86 A product that » Express » POWERG6
makes a Power Edition running
system compatible | »  Standard SUSE® or
with x86 Edition Red Hat

applications. This
extends the
application support
for Linux on Power
systems, allowing
applications that
are available on
x86 but not on
Power systems to
be run on the
Power system.

» Enterprise Linux
Edition

How to find out which PowerVM Editions feature was ordered

As PowerVM Editions comes in three options: Express, Standard, Enterprise,
you can determine the appropriate Edition when reviewing the VET code on the
POD web site at:

http://www-912.1ibm.com/pod/pod
Use bits 25-28 from the VET code listed on the web site. Here is an example of
different VET codes:

450F28E3D581AF727324000000000041FA
B905E3D284DF097DCA1F00002€0000418F
OFODAOE9B40C5449CA1F00002c20004102

where

0000 = PowerVM Express Edition
2c00 = PowerVM Standard Edition
2c20 = PowerVM Enterprise Edition

Chapter 1. Introduction 5
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Software licensing

From a software licensing perspective, vendors have different pricing structures
on which they license their applications running in an uncapped partition.
Because an application has the potential of using more processor resource than
the partition’s entitled capacity, many software vendors that charge on a
per-processor basis require additional processor licenses to be purchased
simply based on the possibility that the application might consume more
processor resource than it is entitled. When deciding to implement an uncapped
partition, check with your software vendor for more information about their
licensing terms.

1.2 Maintenance strategy

Having a maintenance strategy is very important in any computing environment.
It is often recommended to consider guidelines for updates and changes before
going into production. Hence when managing a complex virtualization
configuration on a Power Systems server running some dozens of partitions
managed by different departments or customers, you have to plan maintenance
window requests.

There is no ideal maintenance strategy for every enterprise and situation. Each
has to be individually developed based on the business availability goals.

PowerVM also offers various techniques to avoid the need for service window
requests. PowerVM Live Partition Mobility can be used to move a workload from
one server to another without any interruption. Dual Virtual I/O Server
configuration allows Virtual I/O Server maintenance without any disruption for
clients. Combining Power Systems virtualization and SAN technologies allows
you to create flexible and responsive implementation in which any hardware or
software can be exchanged and upgraded.

PowerVM demonstrates its ability to be manageable and enterprise-ready for
years. Cross-platform tools such as IBM Systems Director, Tivoli® and Cluster
Systems Management offer single management interfaces for multiple physical
and virtual systems. The Hardware Management Console allows managing
multiple virtual systems on Power Systems. The Integrated Virtualization
Manager manages virtual systems on a single server.

The advantages provided by virtualization—infrastructure simplification, energy
savings, flexibility and responsiveness—also include manageability. Even if the
managed virtual environment looks advanced, keep in mind that virtualized
environment replaces not a single server but dozens and sometimes hundreds of
hard-to-manage, minimally utilized standalone servers.
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1.3 New features for Virtual I/0 Server Version 2.1

IBM PowerVM technology has been enhanced to boost the flexibility of Power
Systems servers with support for the following features:

» N_Port ID Virtualization (NPIV)

N_Port ID Virtualization provides direct access to Fiber Channel adapters
from multiple client partitions. It simplifies the management of SAN
environments. NPIV support is included with PowerVM Express, Standard,
and Enterprise Edition and supports LPARs running AIX 5.3 or AIX 6.1. At the
time of writing the Power 520, Power 550, Power 560, and Power 570 servers
are supported.

Note: IBM intends to support N_Port ID Virtualization (NPIV) on the
POWERSG6 processor-based Power 595, BladeCenter JS12, and
BladeCenter JS22 in 2009. IBM intends to support NPIV with IBM i and
Linux environments in 2009.

For more information about NPIV refer to chapter 2.9, “N_Port ID
virtualization” on page 56.

» Virtual tape
Two methods for using SAS tape devices are supported:

— Access to SAN tape libraries using shared physical HBA resources
through NPIV.

— Virtual tape support allows serial sharing of selected SAS tape devices.

For more information about virtual tape support refer to chapter 2.3, “Using
virtual tape devices” on page 20.

Note: IBM intends to support Virtual I/O Server virtual tape capabilities on
IBM i and Linux environments in 2009.

» Enhancements to PowerVM Live Partition Mobility
Two major functions have been added to PowerVM Live Partition Mobility:

— Multiple path support enhances the flexibility and redundancy of Live
Partition Mobility.

— PowerVM Live Partition Mobility is now supported in environments with
two Hardware Management Consoles (HMC). This enables larger and
flexible configurations.
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For more information about these new functions refer to “What’s new in
PowerVM Live Partition Mobility” on page 294.

Enhancements to PowerVM Lx86
PowerVM Lx86 offers the following additional enhancements:

Enhanced PowerVM Lx86 installer supports archiving the previously
installed environment for backup or migration to other systems.

— Automate installation for non-interactive installation.

— Automate installation from an archive.

— Support installation using the IBM Installation Toolkit for Linux.

— SUSE Linux is supported by PowerVM Lx86 when running on RHEL.
For more information on PowerVM Lx86, visit:
http://www.ibm.com/systems/power/software/1inux

Enhancements to PowerVM monitoring

New functions have been added to monitor logical volumes statistics, volume
group statistics, network and Shared Ethernet Adapter (SEA) statistics and
disk service time metrics. A new topasrec tool will help you to record
monitoring statistics. Also a screen panel has been added to view the Virtual
I/O Server and Client throughput.

1.4 Other PowerVM Enhancements

There are three additional enhancements for PowerVM which are described as
follows:

»

Active Memory™ Sharing

Active Memory Sharing will intelligently flow memory from one partition to
another for increased utilization and flexibility of memory.

Note: IBM intends to enhance PowerVM with Active Memory Sharing, an
advanced memory virtualization technology, in 2009.

IP Version 6 Support

Beginning with Virtual 1/0O Server Version 1.5.2 also IP Version 6 is now
supported in a Virtual I/O Server partition.

Dual HMC support for PowerVM Live Partition Mobility
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PowerVM Live Partition Mobility is now supported in environments with two
Hardware Management Consoles supporting larger and more flexible
configurations. Partitions may be migrated between systems that are managed
by two different HMC. This support is provided for AIX V5.3, AIX V6.1, and Linux
partitions on POWERSG6 processor-based servers.
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2

Virtual storage management

The Virtual I1/0 Server maps physical storage to virtual I/O clients. This chapter
outlines the best practices for managing disk, tape and optical storage in the
virtual environment, keeping track of physical storage and allocating it to virtual
I/O clients.

We describe maintenance scenarios such as replacing a physical disk on the
Virtual 1/0O Server which is used as a backing device.

We also include migration scenarios, including moving a partition with virtual
storage from one server to another, and moving existing storage (for example,
physical or dedicated) into the virtual environment where possible.

© Copyright IBM Corp. 2009. All rights reserved. 11
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2.1 Disk mapping options

The Virtual I/0O Server presents disk storage to virtual I/O clients as virtual SCSI
disks. These virtual disks must be mapped to physical storage by the Virtual I/O
Server. There are three ways to perform this mapping, each with its own
advantages:

» Physical volumes

» Logical volumes

» File backing devices

The general rule for choosing between these options for dual Virtual I/O Server
configurations is that disk devices being accessed through a SAN should be
exported as physical volumes, with storage allocation managed in the SAN.

Internal and SCSl-attached disk devices should be exported with either logical
volumes or storage pools so that storage can be allocated in the server.

Notes:

For IBM i client partitions we recommend for performance reasons to map
dedicated physical volumes (hdisks) on the Virtual /O Server to virtual SCSI
client disks.

Up to 16 virtual disk LUNs and up to 16 virtual optical LUNs are supported per
IBM i virtual SCSI client adapter.

This chapter covers mapping of physical storage to file backed devices. The
mapping of physical storage to physical volumes and logical volumes is covered
in PowerVM Virtualization on IBM System p: Introduction and Configuration,
SG24-7490.

2.1.1 Physical volumes

The Virtual I/O Server can export physical volumes intact to virtual I/O clients.
This method of exporting storage has several advantages over logical volumes:

» Physical disk devices can be exported from two or more Virtual /O Servers
concurrently for multipath redundancy.

» The code path for exporting physical volumes is shorter, which might lead to
better performance.

» Physical disk devices can be moved from one Virtual I/O Server to another
with relative ease.
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» In some cases, existing LUNs from physical servers can be migrated into the
virtual environment with the data intact.

» One consideration for exporting physical volumes is that the size of the device
is not managed by the Virtual /O Server, and the Virtual I/O Server does not
allow partitioning of a single device among multiple clients. This is generally
only a concern for internal and SCSl-attached disks.

There is no general requirement to subdivide SAN-attached disks, because
storage allocation can be managed at the storage server. In the SAN
environment, provision and allocate LUNSs for each LPAR on the storage servers
and export them from the Virtual I/O Server as physical volumes.

When a SAN disk is available, all storage associated with a virtual I/O client
should be stored in the SAN, including rootvg and paging space. This makes
management simpler because partitions will not be dependent on both internal
logical volumes and external LUNSs. It also makes it easier to move LPARs from
one Virtual I/0O Server to another. For more information, see Chapter 7,
“PowerVM Live Partition Mobility” on page 293.

2.1.2 Logical volumes

The Virtual 1/0 Server can export logical volumes to virtual I/O clients. This
method does have some advantages over physical volumes:

» Logical volumes can subdivide physical disk devices between different clients.

» The logical volume interface is familiar to those with AIX experience.

Note: Using the rootvg on the Virtual I/O Server to host exported logical
volumes is not recommended. Certain types of software upgrades and system
restores might alter the logical volume to target device mapping for logical
volumes within rootvg, requiring manual intervention.

When an internal or SCSI-attached disk is used, the logical volume manager
(LVM) enables disk devices to be subdivided between different virtual 1/0O clients.
For small servers, this enables several LPARs to share internal disks or RAID
arrays.

Best practices for exporting logical volumes

The Integrated Virtualization Manager (IVM) and HMC-managed environments
present two different interfaces for storage management under different names.
The storage pool interface under the IVM is essentially the same as the logical
volume manager interface under the HMC, and in some cases, the
documentation uses the terms interchangeably. The remainder of this chapter
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uses the term volume group to refer to both volume groups and storage pools,
and the term logical volume to refer to both logical volumes and storage pool
backing devices.

Logical volumes enable the Virtual I/O Server to subdivide a physical volume
between multiple virtual I/O clients. In many cases, the physical volumes used
will be internal disks, or RAID arrays built of internal disks.

A single volume group should not contain logical volumes used by virtual I/O
clients and logical volumes used by the Virtual I/O Server operating system.
Keep Virtual I/O Server file systems within the rootvg, and use other volume
groups to host logical volumes for virtual I/O clients.

A single volume group or logical volume cannot be accessed by two Virtual I/O
Servers concurrently. Do not attempt to configure MPIO on virtual I/O clients for
VSCSI devices that reside on logical volumes. If redundancy is required in logical
volume configurations, use LVM mirroring on the virtual I/O client to mirror across
different logical volumes on different Virtual I/O Servers.

Although logical volumes that span multiple physical volumes are supported, a
logical volume should reside wholly on a single physical volume for optimum
performance. To guarantee this, volume groups can be composed of single
physical volumes.

Note: Keeping an exported storage pool backing device or logical volume on a
single hdisk results in optimized performance.

When exporting logical volumes to clients, the mapping of individual logical
volumes to virtual I/O clients is maintained in the Virtual /O Server. The
additional level of abstraction provided by the logical volume manager makes it
important to track the relationship between physical disk devices and virtual I/O
clients. For more information, see 2.5, “Managing the mapping of LUNs over
vSCSI to hdisks” on page 29.

Storage pools

When managed by the Integrated Virtualization Manager (IVM), the Virtual I/O
Server can export storage pool backing devices to virtual I/O clients. This method
is similar to logical volumes, and it does have some advantages over physical
volumes:

» Storage pool backing devices can subdivide physical disk devices between
different clients.

» The storage pool interface is easy to use through IVM.
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Important: The default storage pool in IVM is the root volume group of the
Virtual I/O Server. Be careful not to allocate backing devices within the root
volume group because certain types of software upgrades and system
restores might alter the logical volume to target device mapping for logical
volumes in rootvg, requiring manual intervention.

Systems in a single server environment under the management of IVM are often
not attached to a SAN, and these systems typically use internal and
SCSil-attached disk storage. The IVM interface allows storage pools to be
created on physical storage devices so that a single physical disk device can be
divided among several virtual 1/O clients.

As with logical volumes, storage pool backing devices cannot be accessed by
multiple Virtual I/O Servers concurrently, so they cannot be used with MPIO on
the virtual 1/O client.

We recommend that the virtual 1/O client use LVM mirroring if redundancy is
required.

2.1.3 File-backed devices

On Version 1.5 of Virtual I/O Server there is a new feature called file-backed
virtual SCSI devices. This feature provides additional flexibility for provisioning
and managing virtual SCSI devices. In addition to backing a virtual SCSI device
(disk or optical) by physical storage, a virtual SCSI device can now be backed to
a file. File-backed virtual SCSI devices continue to be accessed as standard
SCSl-compliant storage.

Note: If LVM mirroring is used in the client, make sure that each mirror copy is
placed on a separate disk. It is recommended to mirror across storage pools.

2.2 Using virtual optical devices

Virtual optical devices can be accessed by AlX, IBM i, and Linux client partitions.
Using a virtual optical device on AIX

Chapter 3, Basic Virtual I/O Scenario of PowerVM on system p Introduction and
Configuration, SG24-7940 describes the setup and management of a virtual
optical device such as CD or DVD for AIX client partitions.
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Note: Both virtual optical devices and virtual tape devices are assigned
dedicated server-client pairs. Since the server adapter is configured with the
Any client partition can connect option, these pairs are not suited for client
disks.

Using a virtual optical device on IBM i

The following sections show how to dynamically allocate or deallocate an optical
device on IBM i virtualized by the Virtual I/O Server and shared between multiple
Virtual I/O Server client partitions eliminating the need to use dynamic LPAR to
move around any physical adapter resources.

Important: An active IBM i partition will by default automatically configure an
accessible optical device making it unavailable for usage by other partitions
unless the IBM i virtual IOP is disabled using an IOP reset or removed using
dynamic LPAR operation. For this reason the IOP should remain disabled
when not using the DVD.

Figure 2-1 shows the Virtual I/O Server and client partition virtual SCSI setup for
the shared optical device with the Virtual I/O Server owning the physical optical

device and virtualizing it via its virtual SCSI server adapter in slot 50 configured

for Any client partition can connect.
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Figure 2-1 SCSI setup for shared optical device

Allocating a shared optical device on IBM i

1. Use the WRKHDWRSC *STG command to verify the IBM i virtual IOP (type 290A)
for the optical device is operational.

If it is inoperational as shown in Figure 2-2, locate the logical resource for the
virtual IOP in SST Hardware Service Manager and re-IPL the virtual IOP
using the I/O debug and IPL I/O processor option as shown in Figure 2-3
and Figure 2-4.
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Work with Storage Resources
System:E101F170
Type options, press Enter.
7=Display resource detail 9=Work with resource
Opt Resource Type-model Status Text
CMBO1 290A-001 Operational Storage Controller
DCO1 290A-001 Operational Storage Controller
CMBO2 290A-001 Operational Storage Controller
DCO2 290A-001 Operational Storage Controller
CMBO3 290A-001 Inoperative Storage Controller
DCO3 290A-001 Inoperative Storage Controller
CMBO5 268C-001 Operational Storage Controller
DCO5 6B02-001 Operational Storage Controller
Bottom
F3=Exit F5=Refresh F6=Print F12=Cancel

Figure 2-2 IBM i Work with Storage Resources screen
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Logical Hardware Resources
Type options, press Enter.

2=Change detail 4=Remove 5=Display detail 6=I/0 debug

7=Verify 8=Associated packaging resource(s)

Resource

Opt Description Type-Model Status Name

6 Virtual IOP 290A-001 Disabled CMBO3
F3=Exit F5=Refresh F6=Print F9=Failed resources
F10=Non-reporting resources F11=Display serial/part numbers F12=Cancel
CMBO3 located successfully.

Figure 2-3 IBM i Logical Hardware Resources screen I/O debug option
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Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal

Select one of the following:

Read/Write I/0 processor data
Dump I/0 processor data

Reset I/0 processor

IPL I/0 processor

Enable I/0 processor trace
Disable I/0 processor trace

SO R W

Selection

F3=Exit F12=Cancel
F8=Disable I/0 processor reset F9=Disable I/0 processor IPL
Re-IPL of IOP was successful.

Figure 2-4 IBM i Select IOP Debug Function screen IPL I/O processor option

2. After the IOP is operational vary-on the optical drive using the command:
VRYCFG CFGOBJ(OPT01) CFGTYPE(*DEV) STATUS(*ON)

Note: Alternatively to the VRYCFG command the corresponding make
available/unavailable (vary on/off) options from the Work with Configuration
Status screen accessible via the WRKCFGSTS *DEV command can be used.

Deallocating a shared virtual optical device on IBM i
1. Use the following VRYCFG command to vary-off the optical device from IBM i:
VRYCFG CFGOBJ(OPTO1) CFGTYPE(*DEV) STATUS(*OFF)

2. To release the optical device for usage by other Virtual I/O Server client
partitions disable its virtual IOP from the SST Hardware Service Manager by
locating the logical resource for the virtual IOP first and selecting the I/O
debug and Reset I/O processor option as shown in Figure 2-5
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Select IOP Debug Function

Resource name . . . . . . . . : CMBO3
Dump type . . . . . . . . . . : Normal

Select one of the following:

Read/Write I/0 processor data
Dump I/0 processor data

Reset I/0 processor

IPL I/0 processor

Enable I/0 processor trace
Disable I/0 processor trace

SOl BEWN
e e e e e e

Selection
F3=Exit F12=Cancel
F8=Disable I/0 processor reset F9=Disable I/0 processor IPL

Reset of IOP was successful.

Figure 2-5 IBM i Select IOP Debug Function screen Reset I/O processor option

Using a virtual optical device on Linux

A virtual optical device can be assigned to a Red Hat or Novell SUSE Linux
partition. However, the partition needs to be rebooted to be able to assign the
free drive.

Likewise, the partition needs to be shutted down to release the drive.

| 2.3 Using virtual tape devices

Virtual tape devices are assigned and operated similarly to virtual optical
devices.

Only one virtual I/O client can have access at a time. The advantage of a virtual
tape device is that you do not have to move the parent SCSI adapter between
virtual I/O clients.

20 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch02_storage_mgt.fm

Note: The virtual tape drive cannot be moved to another Virtual I/0O Server
since client SCSI adapters cannot be created in a Virtual I/0O Server. If you
want the tape drive in another Virtual I/O Server, the virtual device must be
unconfigured and the parent SAS adapter must be unconfigured and moved
using dynamic LPAR. The physical tape drive is a SAS device, but mapped to
virtual clients as a virtual SCSI device.

If the tape drive is to be used locally in the parent Virtual I/O Server, the virtual
device must be unconfigured first.

Figure 2-6 shows the virtual slot setup for virtual tape.

u
FTOST - AINGI-TLE : app- ATNGI-TEE TRRiG] RHEL SLES FICSE

wSCE|
client
adapter
slot 60

wSCS|
elient
adapter
slot 60

wSES!
sener
adapter
shot 60

Figure 2-6 SCSI setup for shared tape device

Supported tape drives at the time of writing are:

» Feature Code 5907: 36/72GB 4mm DAT72 SAS Tape Drive

» Feature Code 5619: DAT160: 80/160GB DAT160 SAS Tape Drive
» Feature Code 5746: Half High 800GB/1.6TB LTO4 SAS Tape Drive

Notes:

At the time of writing virtual tape is supported in AlX client partitions only. IBM
intends to support Virtual I/O Server virtual tape capabilities with IBM i and
Linux environments in 2009.

AlX client partitions need to be running AIX Version 5.3 TL9, AIX Version 6.1
TL2 or higher on a POWERS6 System for virtual tape support.

SAN Fibre Channel tape drives are supported through N-port ID virtualization
(NPIV).
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How to setup a virtual tape drive
The setup steps are as follows:

1.
2.

Let the tape drive be assigned to a Virtual /0O Server.

Create a virtual SCSI server adapter using the HMC where any partition can
connect to.

Note: This should not be an adapter shared with disks since it will be
removed or unconfigured when not holding the tape drive.

Run the cfgdev command to configure the new vhost adapter. You can find
the new adapter number with the 1sdev -virtual command.

In the Virtual I/O Server, VIOS1, you create the virtual target device with the
following command:

mkvdev -vdev tape_drive -vadapter vhostn -dev device_name
where nis the number of the vhost adapter and device_name is the name for
the virtual target device. See Example 2-1.

Example 2-1 Making the virtual device for the tape drive

$ mkvdev -vdev rmt0 -vadapter vhost3 -dev vtape

Create a virtual SCSI client adapter in each LPAR using the HMC. The client
adapter should point to the server adapter created in the previous step. In the
scenario slot 60 is used for the server adapter and slot 60 for all client
adapters.

Tip: It is useful to use the same slot number for all the clients.

In the client, run the cfgmgr command that will assign the drive to the LPAR. If
the drive is already assigned to another LPAR you will get an error message
and you will have to release the drive from the LPAR holding it.

How to move the virtual tape drive

If your documentation does not provide the vscsi adapter number, you can find it
with the 15cfg|grep Cn command, where nis the slot number of the virtual client
adapter from the HMC.

1.

Use the rmdev -R1 vscsin command to change the vscsi adapter and the
tape drive to a defined state in the AIX client partition that holds the drive.
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Note: Adding the -d option also removes the adapter from the ODM.
2. The cfgmgr command in the target LPAR will make the drive available.

Note: Provided that the tape drive is not assigned to another LPAR, the drive
will show up as an install device in the SMS menu.

How to find the partition that holds the virtual tape drive

You can use the dsh command to find the LPAR currently holding the drive, as
shown in Example 2-2. dsh is installed by default in AlX. You can use dsh with
rsh, ssh or Kerberos authentication as long as dsh can run commands without
being prompted for a password. When using SSH, a key exchange is required to
be able to run commands without being prompted for password. The dshbak
command sorts the output by target system.

Note: Set the DSH_REMOTE_CMD=/usr/bin/ssh variable if you use SSH for
authentication:

# export DSH_REMOTE_CMD-=/usr/bin/ssh
# export DSH_LIST=<file listing Ipars>
# dsh Isdev -Cc tape | dshbak

Example 2-2 Finding which LPAR is holding the tape drive using dsh

# dsh 1sdev -Cc tape | dshbak
HOST: app-aix61-TL2

rmt0 Defined Virtual Tape Drive

HOST: db-aix61-TL2

rmt0 Available Virtual Tape Drive

Tip: Put the DSH_LIST and DSH_REMOTE_CMD definitions in .profile on
your admin server. You can change the file containing names of target LPARs
without redefining DSH_LIST.

Note: If some partitions do not appear in the list, it is usually because the drive
has never been assigned to the partition or completely removed with the -d
option.
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Or use the ssh command. See Example 2-3 on page 24.

Example 2-3 Finding which LPAR is holding the optical drive using ssh

# for i in db-aix61-TL2 app-aix61-TL2
> do

> echo $i; ssh §i 1sdev -Cc tape

> done

db-aix61-TL2

rmt0 Available Virtual Tape Drive
app-aix61-TL2

rmt0 Defined Virtual Tape Drive

Tip: You can also find the Partition ID of the partition holding the drive from the
I1smap -all command on the Virtual I/O Server.

Note: AIX6 offers a graphical interface to system management called IBM
Systems Console for AlIX. This has a menu setup for dsh.

How to unconfigure a virtual tape drive for local use in the
Virtual I/0O Server

The following are the steps to unconfigure the virtual tape drive when it is going
to be used in the Virtual I/O Server for local backups:
1. Release the drive from the partition holding it.
2. Unconfigure the virtual device in the Virtual I/O Server with the
rmdev -dev name -ucfg command.

3. When finished using the drive locally, use the cfgdev command in the Virtual
I/O Server to restore the drive as a virtual drive.

How to unconfigure a virtual tape drive to be moved for local
use in another partition

The following are the steps to unconfigure the virtual tape drive in one Virtual I/O
Server when it is going to be moved physically to another partition and to move it
back.

1. Release the drive from the partition holding it.
2. Unconfigure the virtual device in the Virtual I/0 Server.

3. Unconfigure the SAS adapter recursively with the
rmdev -dev adapter -recursive -ucfg command. The correct adapter can
be identified with the 1sdev -slots command.
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Note: The Isdev -slots command will show all adapters that could be subject to
dynamic LPAR operations.

4. Use the HMC to move the adapter to the target partition.

5. Run the cfgmgr command on an AlX partition or the cfgdev command for a
Virtual I/0O Server partition to configure the drive.

6. When finished, remove the SAS adapter recursively.
7. Use the HMC to move the adapter back to the Virtual I/O Server.

8. Run the cfgdev command to configure the drive and the virtual SCSI adapter
in the Virtual /0 Server partition. This will make the virtual tape drive
available again for client partitions.

2.4 Using file-backed devices

With file-backed devices it is possible, for example, to use an 1ISO image as a
virtual device and share it among all the partitions on your system, such as a
virtualized optical drive.

The first thing to do is to make sure that the version of Virtual I/O Server is
greater than 1.5. The virtual media repository is used to store virtual optical
media which can be conceptually inserted into file-backed virtual optical devices.
To check this, log into the Virtual I/O Server using the padmin user and run the
joslevel command. The output of the command should be similar to the one in
Example 2-4.

Example 2-4 Checking the version of the Virtual I/O Server

$ ioslevel
2.1.0.1-FP-20.0

Once you are sure that you are running the right version of the Virtual I/O Server,
you can check whether a virtual media repository has already been created. If it
has, you can use the 1srep command to list and display information about it. If
you have output similar to Example 2-5 on page 25, it means that you do not
have a virtual media repository set up yet.

Example 2-5 Checking whether any virtual media repository is already defined

§ Tsrep
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The DVD repository has not been created yet.

Use the mkrep command to define it. The command creates the virtual media
repository in the specific storage pool. To list the storage pools defined on the
Virtual 1/0 Server, use the 1ssp command. As shown in Example 2-6, there is
only one storage pool defined (rootvg). This storage pool can be used to create a
virtual media repository with 14 GB (enough space to fit 3 DVD images of 4.7 GB
each). After that, recheck the virtual media repository definition with the 1srep
command.

Example 2-6 List of available storage pools and defining a virtual media repository

$ 1ssp
Pool Size(mb)  Free(mb) Alloc Size(mb) BDs Type
rootvg 69888 46848 128 0 LVPOOL

$ mkrep -sp rootvg -size 14G
Virtual Media Repository Created
Repository created within "VMLibrary LV" Togical volume

$ 1srep
Size(mb) Free(mb) Parent Pool Parent Size Parent Free
14277 14277 rootvg 69888 32512

The next step is to copy the ISO image to the Virtual /O Server. Secure Copy
(SCP) can be used to accomplish this. Once the file is uploaded to the Virtual I/O
Server, a virtual optical media disk can be created in the virtual media repository
using the mkvopt command.

Note: By default, the virtual optical disk is created as DVD-RAM media. If the
-ro flag is specified with the mkvopt command, the disk is created as
DVD-ROM media.

In Example 2-7, a virtual optical media disk named ibm_directory_cd1 is created
from the tds61-aix-ppc64-cdi.iso ISO image located on the /home/padmin
directory. Using the -f flag with the mkvopt command will copy the ISO file from
its original location into the repository. So after executing this command, the file
from the /home/padmin directory can be removed since it will be stored on the
virtual media repository. The repository configuration can be checked with the
1srep command.

Example 2-7 Creating a virtual optical media disk in the virtual media repository

$ mkvopt -name ibm_directory cdl -file
/home/padmin/tds61-aix-ppc64-cdl.iso

$ rm tds6l-aix-ppcbd-cdl.iso

rm: Remove tds6l-aix-ppc64-cdl.iso? y
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$ Tsrep

Size(mb) Free(mb) Parent Pool Parent Size Parent Free
14278 13913 rootvg 69888 32512

Name File Size Optical

Access

ibm_directory_cdl 365 None rw

Alternatively you can create an ISO image directly from CD/DVD drive as shown
in Example 2-8. The default path for created ISO image will be
/var/vio/VMLibrary. So file.iso will be stored as /var/vio/VMLibrary/file.iso.

Example 2-8 Creating an iso image from CD/DVD drive

$ mkvopt -name file.iso -dev cd0 -ro

$ lsrep

Size(mb) Free(mb) Parent Pool Parent Size Parent Free
10198 5715 clientvg 355328 340992

Name File Size Optical

Access

file.iso 4483 None ro

$ 1s /var/vio/VMLibrary/
file.iso lost+found

Now that a file-backed virtual optical device has been created, it is necessary to
map it to the virtual server adapter. Because it is not possible to use the optical
virtual device created in Example 2-7 on page 26 as an input to the mkvdev
command, a special virtual device is required. This device is a special type of
virtual target device called virtual optical device and can be created using the
mkvdev command with the -fbo flag. The creation of this new virtual adapter is
shown in Example 2-9.

Example 2-9 Creating an optical virtual target device

$ mkvdev -fbo -vadapter vhostl
vtopt0 Available

The virtual optical device cannot be used until the virtual media is loaded into the
device. To load the media, the Toadopt command is used, as shown in
Example 2-10.

Example 2-10 Loading the virtual media on the virtual target device

$ loadopt -disk ibm directory cdl -vtd vtoptO
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$ 1smap -vadapter vhostl

SVSA Physloc Client Partition
ID

vhostl U9117.MMA.100F6A0-V1-C20 0x00000002

V1D vnim_rvg

Status Available

LUN 0x8100000000000000

Backing device hdiskl12

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110D0F-L12000000000000

VTD vtopt0

Status Available

LUN 0x8300000000000000

Backing device /var/vio/VMLibrary/ibm directory cdl
Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110D0F-L13000000000000

Once this is done, you can just go to the client partition and a new CD-ROM unit
will appear — on AIX after running the cfgmgr command first. If you select this unit
as an installation media location, you will be able to see the contents of the ISO
file on the Virtual I1/0 Server and use it as a DVD-RAM unit.

In Example 2-11, the new cd1 device created in our AlX client is shown. A list of
its contents is also provided.

Example 2-11 Checking the virtual optical device contents on a client

# cfgmgr
# 1sdev -C |grep cd
cd0 Defined Virtual SCSI Optical Served by VIO Server
cdl Available Virtual SCSI Optical Served by VIO Server
# 1scfg -v1 cdl
cdl U9117.MMA.100F6A0-V2-C20-T1-L830000000000 Virtual SCSI Optical Served by VIO
Server

# installp -L -d /dev/cdl

gskjs:gskjs.rte:7.0.3.30::I:C:::::N:AIX Certificate and SSL Java only Base Runtime::::0::
gsksa:gsksa.rte:7.0.3.30::I:C:::::N:AIX Certificate and SSL Base Runtime ACME Toolkit::::0::
gskta:gskta.rte:7.0.3.30::1:C:::::N:AIX Certificate and SSL Base Runtime ACME Toolkit::::0::

Once you are done with one disk, you might want to insert another disk. In order
to do that you need to create a new virtual optical media as described in
Example 2-7 on page 26. In this example, three more virtual disk media were
created. In Example 2-12 we show how to check which virtual media device is
loaded and how to unload a virtual media device (ibm_directory_cd1) from the
virtual target device (vtopt0) and load a new virtual media device
(ibm_directory_cd13) into it. To unload the media, use the unloadopt command
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with the -vtd flag and the virtual target device. To load a new virtual media, just
reuse the Toadopt command as already described.

Example 2-12 Loading a new disk on the virtual media device

§ Tsrep

Size(mb) Free(mb) Parent Pool Parent Size Parent Free
14279 13013 rootvg 69888 32384

Name File Size Optical Access

ibm_directory_cdl 365 vtopt0 rw

ibm_directory cd2 308 None rw

ibm_directory_cd3 351 None rw

ibm_directory_cd4 242 None rw

$ unloadopt -vtd vtoptO
$ loadopt -disk ibm_directory cd3 -vtd vtoptO

$ Tsrep

Size(mb) Free(mb) Parent Pool Parent Size Parent Free
14279 13013 rootvg 69888 32384

Name File Size Optical Access

ibm_directory_cdl 365 None rw

ibm_directory_cd2 308 None rw

ibm_directory cd3 351 vtopt0 rw

ibm_directory_cd4 242 None rw

It is not required that you have to unload virtual media each time you want to load
a new virtual media. You can instead create more than one virtual target devices
as shown in Example 2-9 on page 27 and load individual virtual media on new
virtual optical devices as shown in Example 2-10 on page 27.

2.5 Managing the mapping of LUNs over vSCSI to
hdisks

One of the keys to managing a virtual environment is keeping track of what
virtual objects correspond to what physical objects. This is particularly
challenging in the storage arena where individual LPARs can have hundreds of
virtual disks. This mapping is critical to manage performance and to understand
what systems will be affected by hardware maintenance.

Virtual disks can be mapped to physical disks in one of two ways (Figure 2-7 on
page 30):
» Physical volumes

» Logical volumes
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Logical volumes can be mapped from volume groups or storage pools.

Logical Volume Physical Disk
Mapping Mapping
Client Partition Client Partition
——
ikt ] Client VSCSI
Adapter Adapter

1 |

1
Server WSCS|
Adapter

9
Yirtual
Target

Server WSCSsI
Adapter

Yirtual

Fhysical SCSI Fhysical FC
Adapter Adapter
L
SCSl Disk
Server Partition Server Partition

[] Physical Resources FC Switch

[ wirtual Resources
R

Figure 2-7 Logical versus physical drive mapping

Depending on which method you choose, you might need to track the following
information:

» Virtual /0O Server

— Server host name

— Physical disk location

— Physical adapter device name

— Physical hdisk device name

— Volume group or storage pool name
— Logical volume or storage pool backing device name
— Virtual SCSI adapter slot

— Virtual SCSI adapter device name

— Virtual target device

» Virtual I/O client

— Client host name
— Virtual SCSI adapter slot
— Virtual SCSI adapter device name

1
1

' For logical volume or storage pool export only
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— Virtual disk device name

The System Planning Tool (SPT) is recommended for planning and documenting
your configuration. The SPT system plan can be deployed through an HMC or
the Integrated Virtualization Manager (IVM) and ensures correct naming and
numbering. For more information about deploying a SPT system plan refer to
Chapter 8., “System Planning Tool” on page 305.

2.5.1 Naming conventions

A good naming convention is key to managing information. One strategy for
reducing the amount of data that must be tracked is to make settings match on
the virtual I/O client and server wherever possible.

This can include corresponding volume group, logical volume, and virtual target
device names. Integrating the virtual I/O client host name into the virtual target
device name can simplify tracking on the server.

When using Fibre Channel disks on a storage server that supports LUN naming,
this feature can be used to make it easier to identify LUNs. Commands such as
1ssdd for the IBM System Storage™ DS8000™ and DS6000™ series storage
servers, and the fget_config or mpio_get_config command for the DS4000™
series can be used to match hdisk devices with LUN names.

Prior to Virtual I/O Server version 2.1, you can use the fget_config command as
shown in Example 2-13 on page 31. Because the fget_config command is part
of a storage device driver, you must use the oem_setup_env command.

Example 2-13 The fget_config command for the DS4000 series

$ oem_setup_env
# fget config -Av

---dar0---

User array name = 'FAST200'
dacO ACTIVE dacl ACTIVE

Disk DAC  LUN Logical Drive

utm 31

hdisk4 dacl 0 Serverl LUN1
hdisk5 dacl 1 Serverl_LUN2
hdiské dacl 2 Server-520-2-LUN1
hdisk7 dacl 3 Server-520-2-LUN2
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In many cases, using LUN names can be simpler than tracing devices using
Fibre Channel world wide port names and numeric LUN identifiers.

The Virtual 1/0 Server version 2.1 uses MPIO as default device driver.
Example 2-14 shows the listing of a DS4800 disk subsystem. Proper User Label
naming in the SAN makes it much easier to track the LUN to hdisk relation.

Example 2-14 SAN storage listing on the Virtual I/O Server version 2.1

$ oem_setup_env
# mpio_get config -Av
Frame id 0:
Storage Subsystem worldwide name: 60ab800114632000048ed17e
Controller count: 2
Partition count: 1
Partition 0:

Storage Subsystem Name = 'ITSO_DS4800'

hdisk LUN # Ownership User Label
hdiské 0 A (preferred) VIOS1
hdisk7 1 A (preferred) AIX61
hdisk8 2 B (preferred) AIX53
hdisk9 3 A (preferred) SLES10
hdisk10 4 B (preferred) RHEL52
hdiskll 5 A (preferred) IBMi61 0
hdiskl2 6 B (preferred) IBMi6l 1
hdiskl13 7 A (preferred) IBMi61 Om
hdisk14 8 B (preferred) IBMi61 1m

| 2.5.2 Virtual device slot numbers

After establishing the naming conventions, also establish slot numbering
conventions for the virtual /0O adapters.

All Virtual SCSI and Virtual Ethernet devices have slot numbers. In complex
systems, there will tend to be far more storage devices than network devices
because each virtual SCSI device can only communicate with one server or
client. For this reason it is recommended to reserve lower slot numbers for
Ethernet adapters. It is also recommended to allow for growth both for Ethernet
and SCSI to avoid mixing slot number ranges.

Virtual I/O Servers typically have a lot more virtual adapters than client partitions.
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Note: Several disks can be mapped to the same server-client SCSI adapter
pair.

Management can be simplified by keeping slot numbers consistent between the
virtual I/O client and server. However, when partitions are moved from one server
to another, this might not be possible. In environments with only one Virtual 1/0
Server, add storage adapters incrementally starting with slot 21 and higher.
When clients are attached to two Virtual I/O Servers, the adapter slot numbers
should be alternated from one Virtual I/O Server to the other. The first Virtual I/O
Server should use odd numbered slots starting at 21, and the second should use
even numbered slots starting at 22. In a two-server scenario, allocate slots in
pairs, with each client using two adjacent slots such as 21 and 22, or 33 and 34.

Set the maximum virtual adapters number to 100 as shown in Figure 2-8, the
default value is 10 when you create an LPAR. The appropriate number for your
environment depends on the number of LPARs and adapters expected on each
system. Each unused virtual adapter slot consumes a small amount of memory,
so the allocation should be balanced. Use the System Planning Tool available
from the following URL to plan memory requirements for your system
configuration:

http://www.ibm.com/servers/eserver/iseries/Ipar/systemdesign.html

Important:

When planning for the number of virtual I/O slots on your LPAR, the maximum
number of virtual adapter slots available on a partition is set by the partition’s
profile. To increase the maximum number of virtual adapters you have to
change the profile, stop the partition (not just a reboot) and start the partition.
It is recommended to leave plenty of room for expansion when setting the
maximum number of slots so that new virtual I/O clients can be added without
shutting down the LPAR or Virtual I/O Server partition.

The maximum number of virtual adapters should not be set higher than 1024.
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3 https://9.3.5.128 - hmcl: Manage Profiles - Microsoft Internet Explorer _ ||:||1|

Logical Partition Profile Properties: default @ AIX61 @ MT_B_p570_MMA_101F170 - AIX61

¥irtual Power . Logical Host Ethernet
General = Processors = Memory | IO adapters Controlling Settings Adapters (LHE&)

Actions =
virtual resources allow for the sharing of physical hardware between logical partitions. The current virtual
adapter settings are listed below.
Mawximum virtual adapters ; & 100
Mumber of virtual adapters : 7
e - I - Select Action - ¥
Select ~ Type ~ | adapter ID ~ | Connecting Partition ~ | Connecting Adapter ~ Required ~
O Ethernet 2 I [ {8 Yes
C Client SCSI 21 vios1{1) 21 Yes
O Client SCSI 22 Yios2(2) 21 Yes
C Clignt SCSI 50 yios1(1) 50 Ma
O Client SCSI &0 vios1(1) a0 Mo
O Server Serial 0 Any Partition Any Partition Slot Yes
O Server Serial 1 Any Partition Any Partition Slot Yes
Total: 7 Filtered: 7 Selected: O

ﬂ Cancel || Help

& LT T 15 e memet 4

Figure 2-8 Setting maximum number of virtual adapters in a partition profile

Because virtual SCSI connections operate at memory speed, there is generally
no performance gain from adding multiple adapters between a Virtual I/O Server
and client. For AlX virtual I/O client partitions each adapter pair can handle up to
85 virtual devices with the default queue depth of three, for IBM i clients up to 16
virtual disk and 16 optical devices are supported. In situations where virtual
devices per partition are expected to exceed that number, or where the queue
depth on some devices might be increased above the default, reserve additional
adapter slots — for the Virtual I/O Server and the virtual I/O client partition. When
tuning queue depths, the VSCSI adapters have a fixed queue depth. There are
512 command elements of which 2 are used by the adapter, 3 are reserved for
each VSCSI LUN for error recovery and the rest are used for I/O requests. Thus,
with the default queue depth of 3 for VSCSI LUNs, that allows for up to 85 LUNs
to use an adapter: (512 - 2) / (3 + 3) = 85 rounding down. So if we need higher
queue depths for the devices, then the number of LUNs per adapter is reduced.
For Example, if we want to use a queue depth of 25, that allows 510/28= 18
LUNSs per adapter for an AlX client partition.
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2.5.3 Tracing a configuration

Despite the best intentions in record keeping, it sometimes becomes necessary
to manually trace a client virtual disk back to the physical hardware.

AIX virtual storage configuration tracing

AlX virtual storage (including NPIV) can be traced from Virtual /O Server using
the 1smap command. In Example 2-15 tracing of virtual SCSI storage is shown
from the Virtual /0O Server.

Example 2-15 Tracing virtual SCSI storage from Virtual I/O Server

$ Tsmap -all

SVSA Physloc Client Partition
ID

vhost0 U9117.MMA.101F170-V1-C21 0x00000003

VTD aix6l_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk7

Physloc

U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L1000000000000

SVSA Physloc Client Partition
1D

vhostl U9117.MMA.101F170-V1-C22 0x00000004

V1D NO VIRTUAL TARGET DEVICE FOUND

Example 2-16 shows how to trace NPIV storage devices from the Virtual /0
Server. CIntID shows the LPAR ID as seen from the HMC and CIntName depicts
the hostname. For more information on NPIV refer to section 2.9, “N_Port ID
virtualization” on page 56.

Example 2-16 Tracing NPIV virtual storage from the Virtual I/O Server

$ Tsmap -npiv -all
Name Physloc CIntID ClntName CInt0S

vfchost0 U9117.MMA.101F170-V1-C31 3 AIX61 AIX
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Status:LOGGED_IN

FC name:fcs3 FC loc code:U789D.001.DQDYKYW-P1-C6-T2
Ports Togged in:2

Flags:a<LOGGED IN,STRIP_MERGE>

VFC client name:fcs2 VFC client DRC:U9117.MMA.101F170-V3-C31-T1
Name Physloc CIntID ClntName CInt0S
vfchostl U9117.MMA.101F170-V1-C32 4

Status:NOT_LOGGED_IN

FC name:fcs3 FC Toc code:U789D.001.DQDYKYW-P1-C6-T2
Ports logged in:0

Flags:4<NOT_LOGGED>

VFC client name: VFC client DRC:

The IBM Systems Hardware Information Center contains a guide to tracing
virtual disks, available at:

http://publib.boulder.ibm.com/infocenter/systems/scope/hw/index.jsp?top
ic=/iphbl/iphbl vios managing_mapping.htm

IBM i Virtual SCSI disk configuration tracing

Virtual LUNs always show up as device type 6B22 model 050 on the IBM i client
regardless of which storage subsystem ultimately provides the backing physical
storage. Figure 2-9 shows an example of the disk configuration from a new IBM i
client after SLIC install set up for mirroring its disk units across two Virtual I/O
Servers.
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Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Mirrored
1 Y3WUTVVQMM4G 6B22 050 DDOO1 Active
1 YYUUH3U9UELD 6B22 050 DD004 Resume Pending
2 YD598QUY5XR8 6B22 050 DD003 Active
2 YTM3C79KY4XF 6B22 050 DD002 Resume Pending

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
F11=Disk configuration capacity F12=Cancel

Figure 2-9 IBM i SST Display Disk Configuration Status screen

In order to trace down the IBM i disk units to the corresponding SCSI devices on
the Virtual 1/0 Server we look at the disk unit details information as shown in
Figure 2-10.

Chapter 2. Virtual storage management 37



7590ch02_storage_mgt.fm Draft Document for Review November 7, 2008 4:31 pm

38

Display Disk Unit Details
Type option, press Enter.
5=Display hardware resource information details
Serial Sys Sys I/0 1/0
OPT ASP Unit Number Bus Card Adapter Bus Ctl Dev Compressed
1 1 Y3WUTVVQMM4G 255 21 0 1 0 No
1 1 YYUUH3U9UELD 255 22 0 2 0 No
1 2 YD598QUY5XR8 255 21 0 2 0 No
1 2 YTM3C79KY4XF 255 22 0 1 0 No
F3=Exit F9=Display disk units F12=Cancel

Figure 2-10 IBM i SST Display Disk Unit Details screen

Note: To trace down an IBM i virtual disk unit to the corresponding virtual
target device (VTD) and backing hdisk on the Virtual /0O Server use the
provided system card Sys Card and controller Ctl information from the IBM i
client as follows:

» Sys Card shows the IBM i virtual SCSI client adapter slot as configured in
the IBM i partition profile

» Ctl XOR 0x80 corresponds to the virtual target device LUN information on
the Virtual I/O Server

In the following example we illustrate tracing the IBM i mirrored load source (disk
unit 1) reported on IBM i at Sys Card 21 Ctl 1 and Sys Card 22 Ctl 2 down to the
devices on the two Virtual I/0 Servers and the SAN storage system:

1. We first look at the virtual adapters mapping in the IBM i partition properties
on the HMC as shown in Figure 2-11. Since the Sys Card 21 and 22
information from the IBM i client corresponds to the virtual SCSI adapter slot
numbers, the partition properties information shows us that the IBM i client
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virtual SCSI client adapters 21 and 22 connect to the virtual SCSI server
adapters 23 and 23 of the Virtual I/O Server partitions vios1 and vios2.

€] https://9.3.5.128 - hmc1: Properties - Microsoft Internet Explorer E]@
~

Partition Properties - IBMi61

General | Hardware | Virtual Adapters | Settings | Other
Actions ¥

Virtual resources allow for the sharing of physical hardware between logical partitions. The current
virtual adapter settings are listad below.

Maximum virtual adapters :

MNumber of virtual adapters : &

% 9 (9] (2] [ i
Select ~ Type -~ | Adapter ID ~ | Connecting Partition ~ Connecting Adapter ~ |Required ~

(@) Ethernet 2 /A N/A Yes

(@) Client SCSI 21 vios1(1) 23 Yes

O Client SCSI 22 vios2(2) 23 Yes

O Client SCSI 50 vios1(1) 50 Yes

O Server Serial 0 Any Partition Any Partition Slot Yes

(@) Server Serial 1 Any Partition Any Partition Slot Yes

Total: 6 Filtered: 6 Selected: 0

ﬂ Cancel |(Help|
(]
@ Done é 0 Internet

Figure 2-11 IBM i partition profile virtual adapters configuration

2. Knowing the corresponding virtual SCSI server adapter slots 23 and 23 we
can look at the device mapping on our two Virtual I/O Servers. Using the
1smap command on our Virtual I/O Server vios1 we see the device mapping
between physical and virtual devices as shown in Example 2-17.

Example 2-17 Displaying the Virtual I/O Server device mapping

§ 1sdev -slots

# Slot Description Device(s)
U789D.001.DQDYKYW-P1-T1  Logical I/0 Slot pci4 usbhcO usbhcl
U789D.001.DQDYKYW-P1-T3  Logical I/0 Slot pci3 sissas0O
U9117.MMA.101F170-V1-CO  Virtual I/0 Slot vsa0
U9117.MMA.101F170-V1-C2  Virtual I/0 Slot vasiO
U9117.MMA.101F170-V1-C11 Virtual I/0 Slot ent2
U9117.MMA.101F170-V1-C12 Virtual I/0 Slot ent3
U9117.MMA.101F170-V1-C13 Virtual I/0 Slot ent4
U9117.MMA.101F170-V1-C21 Virtual I/0 Slot vhostO
U9117.MMA.101F170-V1-C22 Virtual I/0 Slot vhostl
U9117.MMA.101F170-V1-C23 Virtual I/0 Slot vhost2
U9117.MMA.101F170-V1-C24 Virtual I/0 Slot vhost3
U9117.MMA.101F170-V1-C25 Virtual I/0 Slot vhost4
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U9117.MMA.101F170-V1-C50 Virtual I/0 Slot vhost5
U9117.MMA.101F170-V1-C60 Virtual I/0 Slot vhosté

$ Tsmap -vadapter vhost2

SVSA Physloc Client Partition
1D

vhost2 U9117.MMA.101F170-V1-C23 0x00000005

VTD IBMi61_0

Status Available

LUN 0x8100000000000000

Backing device hdiskll

Physloc

U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L5000000000000

VTD IBMi6l_1

Status Available

LUN 0x8200000000000000
Backing device hdisk12

Physloc

U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L6000000000000

3. Remembering our IBM i client disk unit 1 connected to Sys Card 21
connected to vios1 showed Ctl 1 we find the corresponding virtual target
device LUN on the Virtual I/O Server as follows: Ct/ 1 XOR 0x80 = 0x81, i.e.
LUN 0x81 which is backed by hdisk11 corresponds to the disk unit 1 of our
IBM i client whose mirror side is connected to vios1.

4. To further trace down hdisk11 on the Virtual I/O Server vios1 to its physical
device respectively LUN on the SAN storage system we use the 1sdev
command to see its kind of multipath device, then knowing it is a MPIO device
we use the mpio_get_config command as shown in Example 2-18 to finally
figure out that our IBM i disk unit 1 corresponds to LUN 5 on our DS4800
storage subsystem.

Example 2-18 Virtual I/O Server hdisk to LUN tracing

$ 1sdev -dev hdiskll
name status description
hdiskll Available MPIO Other DS4K Array Disk

$ oem_setup_env
# mpio_get_config -Av
Frame id 0:
Storage Subsystem worldwide name: 60ab800114632000048ed17e
Controller count: 2
Partition count: 1
Partition 0:
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Storage Subsystem Name = 'ITSO_DS4800'

hdisk LUN #  Ownership User Label
hdiské6 0 A (preferred) VIOS1
hdisk7 1 A (preferred) AIX61
hdisk8 2 B (preferred) AIX53
hdisk9 3 A (preferred) SLES10
hdisk10 4 B (preferred) RHEL52
hdiskll 5 A (preferred) IBMi61_0
hdisk12 6 B (preferred) IBMi6l 1
hdisk13 7 A (preferred) IBMi61_Om
hdisk14 8 B (preferred) IBMi61_1m

2.6 Replacing a disk on the Virtual I/0 Server

If it becomes necessary to replace a disk on the Virtual I/O Server, you must first
identify the virtual I/O clients affected and the target disk drive.

Note: Before replacing a disk device using this procedure, check that the disk
can be hotswapped.

If you run in a single Virtual I/O Server environment without disk mirroring on the
virtual 1/O clients, replacement of a non-RAID protected physical disk requires
data to be restored. This also applies if you have the same disk exported through
two Virtual I/0 Servers using MPIO. MPIO by itself does not protect against
outages due to disk replacement. You should evaluate protecting the data on a
disk or LUN using either mirroring or RAID technology.

This section covers the following disk replacement procedures in a dual Virtual
I/O Server environment using software mirroring on the client:
» 2.6.1, “Replacing a LV backed disk in the mirroring environment” on page 41

» 2.6.2, “Replacing a mirrored storage pool backed disk” on page 47

2.6.1 Replacing a LV backed disk in the mirroring environment

In the logical volume (LV) backed mirroring scenario we want to replace hdisk2
on the Virtual 1/0 Server which is part of its volume group vioc_rootvg_1 and
which contains the LV vioc_1_rootvg mapped to the virtual target device vtscsioO.
It has the following attributes:

» The size is 32 GB.
» The virtual disk is software mirrored on the virtual /O client.
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» The failing disk on the AIX virtual I/O client is hdisk1.

» The virtual SCSI adapter on the virtual I/O client is vscsii.

» The volume group on the AIX virtual I/O client is rootvg.

Figure 2-12 shows the setup using an AlX virtual I/O client as an example

however the following replacement procedure covers an AlX client as well as an
IBM i client.

vSCSI VIOS 1 vSCSI VIOS 2

HI F Logical volume
b “vioc_rootvg_1" mirroring
hdiske rootvg Client

Partition

67’ |} Logical volume
= “vioc_rootvg_1"

Figure 2-12 AIX LVM mirroring environment with LV backed virtual disks

Check the state of the client disk first for an indication that a disk replacement
might be required:

» On the AIX client use the 1svg -pv volumegroup command to check if the PV
STATE information shows missing.

» On the IBM i client enter the STRSST command and login to System Service
Tools (SST) selecting the options 3. Work with disk units — 1. Display disk
configuration — 1. Display disk configuration status to check if a mirrored
disk unit shows suspended.

Note: Before replacing the disk, document the virtual I/O client, logical volume
(LV), backing devices, vhost and vtscsi associated, and the size of the LV
mapped to the viscsi device. See 2.5, “Managing the mapping of LUNs over
vSCSI to hdisks” on page 29 for more information about managing this.

Procedure to replace a physical disk on the Virtual I/O Server
1. Identify the physical disk drive with the diagmenu command.

2. Then, select Task Selection (Diagnostics, Advanced Diagnostics, Service
Aids, etc.). In the next list, select Hot Plug Task.

3. Inthis list, select SCSI and SCSI RAID Hot Plug Manager and select
Identify a Device Attached to a SCSI Hot Swap Enclosure Device.
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4. In the next list, find the hdisk and press Enter. A window similar to the one in
Example 2-19 opens. Note that this is an example from a p5-570 with internal
disks.

Example 2-19 Find the disk to remove

IDENTIFY DEVICE ATTACHED TO SCSI HOT SWAP ENCLOSURE DEVICE
802483

The following is a Tist of devices attached to SCSI Hot Swap Enclosure
devices.
Selecting a slot will set the LED indicator to Identify.

Make selection, use Enter to continue.

[MORE. . .4]
slot 3+-------—mmmm - +
slot 4|
slot 5|
slot 6] The LED should be in the Identify state for the

selected device.

sesl
slot
slot
slot
slot
slot
slot
[BOTTOM]

Use 'Enter' to put the device LED in the
Normal state and return to the previous menu.

ool BEWN

F3=Cancel F10=Exit Enter
Fl=Help A e o +

5. For an AlX virtual I/O client:
a. Unmirror the rootvg, as follows:

# unmirrorvg -c 1 rootvg hdiskl

0516-1246 rmlvcopy: If hd5 is the boot logical volume, please run
'chpv -c <diskname>' as root user to clear the boot record and
avoid a potential boot off an old boot image that may reside on
the disk from which this logical volume is moved/removed.

0301-108 mkboot: Unable to read file blocks. Return code: -1

0516-1132 unmirrorvg: Quorum requirement turned on, reboot system
for this to take effect for rootvg.
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0516-1144 unmirrorvg: rootvg successfully unmirrored, user should
perform bosboot of system to reinitialize boot records. Then,
user must modify bootlist to just include: hdiskO.

b. Reduce the AIX client rootvg:
# reducevg rootvg hdiskl
c. Remove hdisk1 device from the AIX client configuration:

# rmdev -1 hdiskl -d
hdiskl deleted

6. On the Virtual I/O Server, remove the vtscsi/vhost association:

$ rmdev -dev vtscsiO
vtscsi0O deleted

7. On the Virtual /0O Server, reduce the volume group. If you get an error, as in
the following example, and you are sure that you have only one hdisk per
volume group, you can use the deactivatevg and exportvg commands.

Note: If you use the exportvg command, it will delete all the logical volumes
inside the volume group’s ODM definition, and if your volume group contains
more than one hdisk, the logical volumes on this hdisk are also affected. Use
the 1spv command to check. In this case, it is safe to use the exportvg
vioc_rootvg_1 command:

$ 1spv

NAME PVID VG STATUS
hdisk0 00c478de00655246 rootvg active
hdiskl 00c478de008a399b rootvg active
hdisk2 00c478de008a3bal vioc_rootvg_1 active
hdisk3 00c478deb4b0d4b0 None

$ reducevg -rmlv -f vioc_rootvg_1 hdisk2

Some error messages may contain invalid information
for the Virtual I/0 Server environment.

0516-062 Tqueryvg: Unable to read or write logical volume manager
record. PV may be permanently corrupted. Run diagnostics

0516-882 reducevg: Unable to reduce volume group.

$ deactivatevg vioc_rootvg_1

Some error messages may contain invalid information
for the Virtual I/0 Server environment.
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0516-062 T1queryvg: Unable to read or write logical volume manager
record. PV may be permanently corrupted. Run diagnostics
$ exportvg vioc_rootvg_1

8. On the Virtual I/O Server, remove the hdisk device:

$ rmdev -dev hdisk2
hdisk2 deleted

9. Replace the physical disk drive.

10.0n the Virtual 1/O Server, configure the new hdisk device with the cfgdev
command and check the configuration using the 1spv command to determine
that the new disk is configured:

$ cfgdev

$ 1spv

NAME PVID VG STATUS
hdisk2 none None

hdisk0 00c478de00655246 rootvg active
hdiskl 00c478de008a399b rootvg active
hdisk3 00c478deb4b0d4b0 None

$

11.0n the Virtual I/O Server, extend the volume group with the new hdisk using
the mkvg command if you only have one disk per volume group. Use the
extendvg command if you have more disks per volume group. In this case, we
have only one volume group per disk, which is recommended. If the disk has
a PVID, use the -f flag on the mkvg command.

$ mkvg -vg vioc_rootvg_1 hdisk2
vioc_rootvg 1
0516-1254 mkvg: Changing the PVID in the ODM.

Note: Alternatively to the manual disk replacement steps 7 to 11 on the Virtual
I/O Server the repl1phyvol command may be used.

12.0n the Virtual I/O Server, recreate the logical volume of exactly the original
size for the vtscsi device:

$ mklv -1v vioc_1_rootvg vioc_rootvg_1 326G
vioc_l_rootvg
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Note: For an IBM i client partition do not attempt to determine the size for
the virtual target device from the IBM i client partition because due to the
8-10-9 sector conversion (520 byte sectors on IBM i vs. 512 byte sectors on
the Virtual 1/0 Server) the IBM i client shows less capacity for the disk unit
than what actually needs to be configured on the Virtual I/O Server.

If you haven’t noted down the size for the LV before the Virtual I/O Server
disk failure determine the size from the output of the 1s1v logicalvolume
command on the Virtual I/O Server of the active mirror side by multiplying
the logical partitions (LPs) with the physical partition size (PP SIZE)
information.

13.0n the Virtual I/O Server, check that the LV does not span disks:

$ 1sTv -pv vioc_1 rootvg

vioc_1 rootvg:N/A

PV COPIES IN BAND DISTRIBUTION

hdisk2 512:000:000 42% 000:218:218:076:000
14.0n the Virtual /O Server recreate the virtual device:

$ mkvdev -vdev vioc_1 rootvg -vadapter vhost0
vtscsiO Available

15.For an AlX virtual I/O client:

a. Reconfigure the new hdisk1 — if the parent device is unknown then the
cfgmgr command can be executed without any parameters:

# cfgmgr -1 vscsil
b. Extend the rootvg:

# extendvg rootvg hdiskl
0516-1254 extendvg: Changing the PVID in the ODM.

c. Mirror the rootvg again:

# mirrorvg -c 2 rootvg hdiskl

0516-1124 mirrorvg: Quorum requirement turned off, reboot system
for this to take effect for rootvg.

0516-1126 mirrorvg: rootvg successfully mirrored, user should
perform bosboot of system to initialize boot records. Then, user
must modify bootlist to include: hdisk0 hdiskl.

d. Initialize boot records and set the bootlist:

# bosboot -a
bosboot: Boot image is 18036 512 byte blocks.
# bootlist -m normal hdiskO hdiskl
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16.For an IBM i client verify in SST the previously suspended disk unit
automatically changed its mirrored state to resuming and finally active when
the mirror re-synchronization completed.

2.6.2 Replacing a mirrored storage pool backed disk

In the storage pool backed mirroring scenario we want to replace hdisk2 on the
Virtual I/O Server in the storage pool vioc_rootvg_1 which contains the backing
device vioc_1_rootvg associated to vhost0. It has the following attributes:

» The size is 32 GB.
» The virtual disk is software mirrored on the virtual /O client.

» The volume group on the AIX virtual I/O client is rootvg.

Note: The storage pool and backing device concept on the Virtual I/O Server
is similar to the volume group and logical volume concept known from AlX but
hides some of its complexity.

Figure 2-13 shows the setup using an AlX virtual I/O client as an example
however the following replacement procedure covers an AlX client as well as an
IBM i client.

C

vscsl VIOS 1

VIOS 2

LVM FBacking device

mir roring “vioc_1_rootvg”
rootvg Client

Partition

Storage pool

“\ioc_rootvg_1 hisk2 “vioc_rootvg 17|

< >
} Backing device
Storage pool | “vioc_1_rootvg’

ﬁ

Figure 2-13 AIX LVM mirroring environment with storage pool backed virtual disks

Check the state of the client disk first for an indication that a disk replacement
might be required:

» On the AIX client use the 1svg -pv volumegroup command to check if the PV
STATE information shows missing.

» On the IBMi client enter the STRSST command and login to System Service
Tools (SST) selecting the options 3. Work with disk units — 1. Display disk
configuration — 1. Display disk configuration status to check if a mirrored
disk unit shows suspended.
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Note: Before replacing the disk, document the virtual I/O client, logical volume
(LV), backing devices, vhost and vtscsi associated, and the size of the backing
device. See 2.5, “Managing the mapping of LUNs over vSCSI to hdisks” on
page 29 for more information about managing this.

Procedure to replace a physical disk on the Virtual I/O Server
1. Identify the physical disk drive; see step 1 on page 42.

2. For an AIX virtual I/O client:
a. Unmirror the rootvg as follows:

# unmirrorvg -c 1 rootvg hdiskl

0516-1246 rmlvcopy: If hd5 is the boot logical volume, please run 'chpv -c

<diskname>'
as root user to clear the boot record and avoid a potential boot
off an old boot image that may reside on the disk from which this
logical volume is moved/removed.

0301-108 mkboot: Unable to read file blocks. Return code: -1

0516-1132 unmirrorvg: Quorum requirement turned on, reboot system for this
to take effect for rootvg.

0516-1144 unmirrorvg: rootvg successfully unmirrored, user should perform
bosboot of system to reinitialize boot records. Then, user must

modi fy
bootlist to just include: hdiskO.

b. Reduce the AlX client rootvg:
# reducevg rootvg hdiskl
c. Remove hdisk1 device from the AIX client configuration:

# rmdev -1 hdiskl -d
hdiskl deleted

3. On the Virtual I/O Server remove the backing device:

$ rmbdsp -bd vioc_1 rootvg
vtscsi0 deleted

4. Remove the disk from the disk pool. If you receive an error message, such as
in the following example, and you are sure that you have only one hdisk per
storage pool, you can use the deactivatevg and exportvg commands.
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Note: If you use the exportvg command, it will delete all the logical
volumes inside the volume group, and if your volume group contains more
than one hdisk, the logical volumes on this hdisk are also affected. Use the
Ispv command to check. In this case, it is safe to use the exportvg
vioc_rootvg_1 command:

$ 1spv

NAME PVID VG STATUS
hdisk0 00c478de00655246 rootvg active
hdiskl 00c478de008a399b rootvg active
hdisk2 00c478de008a3bal vioc_rootvg_1 active
hdisk3 00c478deb4b0d4b0 None

$ chsp -rm -f -sp vioc_rootvg 1 hdisk2

Some error messages may contain invalid information

for the Virtual I/0 Server environment.

0516-062 Tqueryvg: Unable to read or write logical volume manager
record. PV may be permanently corrupted. Run diagnostics

0516-882 reducevg: Unable to reduce volume group.

$ deactivatevg vioc_rootvg_l

Some error messages may contain invalid information

for the Virtual I/0 Server environment.

0516-062 Tqueryvg: Unable to read or write logical volume manager
record. PV may be permanently corrupted. Run diagnostics

$ exportvg vioc_rootvg_1

5. On the Virtual I/0O Server, remove the hdisk device:

$ rmdev -dev hdisk2
hdisk2 deleted

6. Replace the physical disk drive.
7. On the Virtual I/0O Server, configure the new hdisk device using the cfgdev

command and check the configuration using the 1spv command to determine
that the new disk is configured:

$ cfgdev

$ 1spv

NAME PVID VG STATUS
hdisk2 none None

hdisk0 00c478de00655246 rootvg active
hdiskl 00c478de008a399b rootvg active
hdisk3 00c478deb4b0d4b0 None
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8. On the Virtual I/O Server, add the hdisk to the storage pool using the chsp
command when you have more than one disk per storage pool. If you only
have one storage pool per hdisk, use the mksp command:

$ mksp vioc_rootvg 1 hdisk2
vioc_rootvg_1
0516-1254 mkvg: Changing the PVID in the ODM.

Note: Alternatively to the manual disk replacement steps 4 to 7 on the Virtual
I/O Server the repl1phyvol command may be used.

9. On the Virtual I/O Server, recreate the backing device of exactly the original
size and attach it to the virtual device:

$ mkbdsp -sp vioc_rootvg_1 32G -bd vioc_l_rootvg -vadapter vhost0
Creating logical volume "vioc_l _rootvg" in storage pool "vioc_rootvg_1".
vtscsiO Available

vioc_l_rootvg

Note: For an IBM i client partition do not attempt to determine the size for
the virtual target backing device from the IBM i client partition because due
to the 8-to-9 sector conversion (520 byte sectors on IBM i vs. 512 byte
sectors on the Virtual I/O Server) the IBM i client shows less capacity for
the disk unit than what actually needs to be configured on the Virtual I/O
Server.

If you haven’t noted down the size for the backing device before the Virtual
I/O Server disk failure determine the size from the output of the 1s1v
backingdevice command on the Virtual I/O Server of the active mirror side
by multiplying the logical partitions (LPs) with the physical partition size
(PP SIZE) information.

10.0n the Virtual /0O Server, check that the backing device does not span a disk
in the storage pool. In this case, we have only have one hdisk per storage
pool.

11.For an AlX virtual 1/0 client:

a. Reconfigure the new hdisk1 — if the parent device is unknown then the
cfgmgr command can be executed without any parameters:

# cfgmgr -1 vscsil
b. Extend the rootvg:

# extendvg rootvg hdiskl
0516-1254 extendvg: Changing the PVID in the ODM.

c. Re-establish mirroring of the AlX client rootvg:
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# mirrorvg -c 2 rootvg hdiskl
0516-1124 mirrorvg: Quorum requirement turned off, reboot system
for this

to take effect for rootvg.
0516-1126 mirrorvg: rootvg successfully mirrored, user should
perform bosboot of system to initialize boot records. Then, user
must modify bootlist to include: hdiskO hdiskl.

d. Initialize the AIX boot record and set the bootlist:

# bosboot -a
bosboot: Boot image is 18036 512 byte blocks.
# bootlist -m normal hdiskO hdiskl

12.For an IBM i client verify in SST the previously suspended disk unit
automatically changed its mirrrored state to resuming and finally active when
the mirror re-synchronization completed.

2.7 Managing multiple storage security zones

Note: Security in a virtual environment depends on the integrity of the
Hardware Management Console and the Virtual I/O Server. Access to the
HMC and Virtual I/O Server must be closely monitored because they are able
to modify existing storage assignments and establish new storage
assignments on LPARs within the managed systems.

When planning for multiple storage security zones in a SAN environment, study
the enterprise security policy for the SAN environment and the current SAN
configuration.

If different security zones or disk subsystems share SAN switches, the virtual
SCSI devices can share the HBAs, because the hypervisor firmware acts in a
manner similar to a SAN switch. If a LUN is assigned to a partition by the Virtual
I/O Server, it cannot be used or seen by any other partitions. The hypervisor is
designed in a way that no operation within a client partition can gain control of or
use a shared resource that is not assigned to the client partition.

When you assign a LUN in the SAN environment for the different partitions,
remember that the zoning is done by the Virtual I/O Server. Therefore, in the
SAN environment, assign all the LUNs to the HBAs used by the Virtual 1/0
Server. The Virtual I/O Server assigns the LUNs (hdisk) to the virtual SCSI
server adapters (vhost) that are associated to the virtual SCSI client adapters
(vscsi) used by the partitions. See Figure 2-14.
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Figure 2-14 Create virtual SCSI

If accounting or security audits are made from the LUN assignment list, you will
not see the true owners of LUNs, because all the LUNs are assigned to the same
HBA. This might cause audit remarks.

You can produce the same kind of list from the Virtual I/O Server by using the
1smap command, but if it is a business requirement that the LUN mapping be at
the storage list, you must use different HBA pairs for each account and security
zone. You can still use the same Virtual I/O Server, because this will not affect
the security policy.

If it is a security requirement, and not a hardware issue, that security zones or
disk subsystems do not share SAN switches, you cannot share an HBA. In this
case, you cannot use multiple Virtual I/O Servers to virtualize the LUN in one
managed system, because the hypervisor firmware will act as one SAN switch.

2.8 Storage planning with migration in mind

Managing storage resources during an LPAR move can be more complex than
managing network resources. Careful planning is required to ensure that the
storage resources belonging to an LPAR are in place on the target system. This
section assumes that you fairly good knowledge of PowerVM Live Partition
Mobility. But if you don’t know much about that please refer to IBM System p Live
Partition Mobility, SG24-7460.

52 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch02_storage_mgt.fm

2.8.1 Virtual adapter slot numbers

Virtual SCSI and virtual Fibre Channel adapters are tracked by slot number and
partition ID on both the Virtual I/O Server and client. The number of virtual
adapters in a Virtual I/O Server must equal the sum of the virtual adapters in a
client partition which it serves. The Virtual I/O Server vhost or vfchost adapter
slot numbers are not required to match the client partition vscsi or fscsi slot
numbers as shown for virtual SCSI in Figure 2-15).

3 Mew system plan - Edit Yirtual Slots - Microsoft Internet Explorer
IBM System Planning Tool
570 (BN Power 811 7-MMAY
Edit Virtual Slots
work with virtual adapter slots and mappings
=l wios {¥irtual I/0 Server) =+| | =] ain6l (AIX 6.1} +=| =
Total slots: | 100 Used slots: 15 Available slots: 85 Total slots: | 100 Used slots: 4 Available slots; 38
Console Console
slot |Type ‘Target Partition Target Slot slot |Type |Ta|'get Partition Target slot
0 Server 0 Server
1 Server 1 Server
Reserved Ethernet
Slot 2 through 10 are reserved for systemn use. slot | P¥ID Additional ¥LANs
Ethernet 2 1
slot | PY¥ID Additional VLANs| | -
- ! |_slot Typa—Targat partt stot
|| —]
SCSI q]| 31 Client vios (Virtual /O Server) a4
B
slot —Type  |Target Partition | T lat
A 21 server  aixsl (aIx 6.1) 31 N IBMi (IBM i Y6R1MO) =
Notal slots: [ 100 Usedslotsi 4 Avsilable slots: 95
22 Server  IBMI (IBM i WER1MO) 31
¢nn§n|e
N 23] server  aixs3 (a1 5.3) 31 slot | Type | Target Partition Target Slot
0 Server
1 Saruver
Ethernet
| slot | PVID Additional H'LANsl
I 1 I =S
ok| apply | Cancel | Help

Figure 2-15 Slot numbers that are identical in the source and target system

You can apply any numbering scheme as long as server-client adapter pairs
match. It is recommended to reserve a range of slot numbers for each type of
virtual adapters to avoid interchanging types and slot numbers. This is also
important when partitions are moved between systems.

Note: Do not increase maximum number of adapters for a partition beyond
1024.
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2.8.2 SAN considerations for LPAR migration
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All storage associated with a partition to be moved should be hosted on LUNs in
a Fibre Channel SAN and exported as physical volumes in the Virtual I/O Server.
The LUNSs used by the LPAR to be moved must be visible to both the source and
target Virtual I/O Servers. This can involve zoning, LUN masking, or other
configuration of the SAN fabric and storage devices, which is beyond the scope
of this document.

If multipath software is employed in the Virtual I/O Servers on the source system,
the same multipath software must be in place on the target Virtual 1/0 Servers.
For example, if SDDPCM (SDD or Powerpath) is in use on the source server, the
same level must also be in use on the target server. Storage should not be
migrated between different multipath environments during an LPAR move
because this might affect the visibility of the unique tag on the disk devices.

Another important consideration is whether to allow concurrent access to the
LUNSs used by the LPAR. By default, the Virtual I/O Server acquires a SCSI
reserve on a LUN when its hdisk is configured as a virtual SCSI target device.
This means that only one Virtual I/O Server can export the LUN to an LPAR at a
time. The SCSI reserve prevents the LPAR from being started on multiple
systems at once, which could lead to data corruption.

The SCSI reserve does make the move process more complicated, because
configuration is required on both the source and target Virtual I/O Servers
between the time that the LPAR is shut down on the source and activated on the
target server.

Turning off the SCSI reserve on the hdisk devices associated with the LUNs
makes it possible to move the LPAR with no configuration changes on the Virtual
I/O Servers during the move. However, it raises the possibility of data corruption
if the LPAR is accidentally activated on both servers concurrently.

Note: We recommend leaving the SCSI reserve active on the hdisks in rootvg
to eliminate the possibility of booting the operating system on two servers
concurrently, which could result in data corruption.

Query the SCSI reserve setting with the 1sdev command and modify it with the
chdev command on the Virtual I/O Server. The exact setting can differ for different
types of storage. The setting for LUNs on IBM storage servers should not be
no_reserve.

$ 1sdev -dev hdisk7 -attr reserve policy
value

no_reserve
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$ chdev -dev hdisk7 -attr reserve_policy=single_path
hdisk7 changed

$ 1sdev -dev hdisk7 -attr reserve policy

value

single_path

Consult the documentation from your storage vendor for the reserve setting on
other types of storage.

Note: In a dual Virtual I/O Server configuration, both servers need to have
access to the same LUNSs. In this case, the reserve policy must be set to
no_reserve on the LUNs on both Virtual I/O Servers.

In situations where the LPAR normally participates in concurrent data access,
such as a GPFS™ cluster, the SCSI reserve should remain deactivated on
hdisks that are concurrently accessed. These hdisks should be in separate
volume groups, and the reserve should be active on all hdisks in rootvg to
prevent concurrent booting of the partition.

| 2.8.3 Backing devices and virtual target devices

The source and destination partitions must have access to the same backing
devices from the Virtual I/O Servers on the source and destination system. Each
backing device must have a corresponding virtual target device. The virtual target
device refers to a SCSI target for the backing disk or LUN, while the destination
server is the system to which the partition is moving.

Note: Fibre Channel LUNs might have different hdisk device numbers on the
source and destination Virtual I/O Server. The hdisk device numbers
increment as new devices are discovered, so the order of attachment and
number of other devices can influence the hdisk numbers assigned. Use the
WWPN and LUN number in the device physical location to map corresponding
hdisk numbers on the source and destination partitions.

Use the 1smap command on the source Virtual I/O Server to list the virtual target
devices that must be created on the destination Virtual 1/0 Server and
corresponding backing devices. If the vhost adapter numbers for the source
Virtual I/O Server are known, run the 1smap command with the -vadapter flag for
the adapter or adapters. Otherwise, run the 1smap command with the -all flag,
and any virtual adapters attached to the source partition should be noted. The
following listing is for an IBM System Storage DS4000 series device:

$ Tsmap -all
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SVSA Physloc Client Partition
1D

vhost0 U9117.570.107CD9E-V1-C4 0x00000007

VTD Tpar07_rootvg

LUN 0x8100000000000000

Backing device hdiskb

Physloc U7879.001.DQD186N-P1-C3-T1-W200400A0B8110DOF-LO

The Physloc identifier for each backing device on the source Virtual I/O Server
can be used to identify the appropriate hdisk device on the destination Virtual I/O
Server from the output of the 1sdev -vpd command. In some cases, with
multipath I/O and multicontroller storage servers, the Physloc string can vary by a
few characters, depending on which path or controller is in use on the source and
destination Virtual I/0O Server.

$ 1sdev -vpd -dev hdisk4

hdisk4 U787A.001.DNZ0O0OXY-P1-C5-T1-W200500A0B8110D0F-L0 3542
(20
0) Disk Array Device

PLATFORM SPECIFIC
Name: disk

Node: disk
Device Type: block

Make a note of the hdisk device on the destination Virtual I/O Server that
corresponds to each backing device on the source Virtual I/O Server.

| 2.9 N_Port ID virtualization

N_Port ID Virtualization (NPIV) is a new virtualization feature which was
announced on October 7, 2008. The next sections describe the requirements for
NPIV and how to configure it. Also an overview of supported infrastructure
scenarios is given.

| 2.9.1 Introduction

56

NPIV is an industry standard technology that provides the capability to assign a
physical Fibre Channel adapter to multiple unique world wide port names
(WWPN). To access physical storage from a SAN, the physical storage is
mapped to logical units (LUNs) and the LUNs are mapped to the ports of physical
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Fibre Channel adapters. Then the Virtual I/O Server maps the LUNSs to the virtual
Fibre Channel adapter of the virtual I/O client.

Note: Both disk and tape SAN storage devices are supported with NPIV.

To enable NPIV on the managed system, you must create a Virtual I/0O Server
partition at Version 2.1, or later that provides virtual resources to virtual I/O client
partitions. You assign at least one 8 Gigabit PCI Express Dual Port Fibre
Channel Adapter to the Virtual I/0O Server logical partition. Then, you create
virtual client and server Fibre Channel adapter pair in each partition profile
through the HMC or IVM. Refer to “Virtual Fibre Channel for HMC-managed
systems” on page 60 and “Virtual Fibre Channel for IVM-managed systems” on
page 61 for more information.

Note: A virtual Fibre Channel client adapter is a virtual device that provides
virtual 1/O client partitions with a Fibre Channel connection to a storage area
network through the Virtual /0O Server partition.

The Virtual I/O Server partition provides the connection between the virtual Fibre
Channel server adapters and the physical Fibre Channel adapters assigned to
the Virtual I/O Server partition on the managed system.

Figure 2-16 shows a managed system configured to use NPIV, running two
Virtual I/0 Server partitions each with one physical Fibre Channel card. Each
Virtual 1/0 Server partition provides virtual Fibre Channel adapters to the virtual
I/0 client. For increased serviceability you can use MPIO in the AlIX virtual I/O
client.
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Figure 2-16 Server using redundant Virtual I/O Server partitions with NPIV

Figure 2-16 shows the following connections:

» A SAN connects several LUNs from an external physical storage system to a
physical Fibre Channel adapter that is located on the managed system. Each
LUN is connected through both Virtual I/O Servers for redundancy. The
physical Fibre Channel adapter is assigned to the Virtual I/O Server and
supports NPIV.

» There are five virtual Fibre Channel adapters available in the Virtual I/O
Server. Two of them are mapped with the physical Fibre Channel adapter
(adapter slot 31 and 32). All two virtual Fibre Channel server adapters are
mapped to the same physical port on the physical Fibre Channel adapter.

» Each virtual Fibre Channel server adapter on the Virtual I/O Server partition
connects to one virtual Fibre Channel client adapter on a virtual 1/0O client
partition. Each virtual Fibre Channel client adapter receives a pair of unique
WWPNSs. The virtual I/O client partition uses one WWPN to log into the SAN
at any given time. The other WWPN is used by the system when you move
the virtual I/O client partition to another managed system with PowerVM Live
Partition Mobility.

Using their unique WWPNSs and the virtual Fibre Channel connections to the
physical Fibre Channel adapter, the AlX operating system that runs in the virtual
I/O client partitions discovers, instantiates, and manages their physical storage
located on the SAN. The Virtual I/O Server provides the virtual 1/O client
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partitions with a connection to the physical Fibre Channel adapters on the
managed system.

There is always a one-to-one relationship between virtual Fibre Channel client
adapter and the virtual Fibre Channel server adapter.

Using the SAN tools of the SAN switch vendor, you zone your NPIV-enabled
switch to include WWPNSs that are created by the HMC for any virtual Fibre
Channel client adapter on virtual I/O client partitions with the WWPNSs from your
storage device in a zone — same like for a physical environment. The SAN uses
zones to provide access to the targets based on WWPNs.

Redundancy configurations help to increase the serviceability of your Virtual 1/0
Server environment. With NP1V, you can configure the managed system so that
multiple virtual I/O client partitions can independently access physical storage
through the same physical Fibre Channel adapter. Each virtual Fibre Channel
client adapter is identified by a unique WWPN, which means that you can
connect each virtual I/0 partition to independent physical storage on a SAN.

Similar to virtual SCSI redundancy, virtual Fibre Channel redundancy can be
achieved using Multi-path I/O (MPIO) and mirroring at the virtual 1/O client
partition. The difference between traditional redundancy with SCSI adapters and
the NPIV technology using virtual Fibre Channel adapters, is that the redundancy
occurs on the client, because only the client recognizes the disk. The Virtual 1/0
Server is essentially just a passthru managing the data transfer through the
POWER hypervisor.

2.9.2 Requirements

You need to meet the following requirements to set up and use NPIV:
1. Hardware
— Any POWERS6-based system

Note: IBM intends to support N_Port ID Virtualization (NPIV) on the
POWERS6 processor-based Power 595, BladeCenter JS12, and
BladeCenter JS22 in 2009.

Install a minimum System Firmware level of EL340_036 for the IBM Power
520 and Power 550, and EM340_036 for the IBM Power 560 and IBM
Power 570.

— Minimum of one 8 Gigabit PCI Express Dual Port Fibre Channel Adapter
(Feature Code 5735)
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Check the latest available firmware for the adapter at:
http://www.ibm.com/support/us/en
Select Power at the support type, then go to Firmware updates.

Note: At the time of writing only the 8 Gigabit PCI Express Dual Port
Fibre Channel Adapter (Feature Code 5735) was announced.

— NPIV enabled SAN switch

Only the first SAN switch which is attached to the Fibre Channel adapter in
the Virtual I/O Server needs to be NPIV capable. Other switches in your
SAN environment do not need to be NPIV capable.

Note: Check with the storage vendor, if your SAN switch is NPIV
enabled.

For information on IBM SAN switches you can also refer to
Implementing an IBM/Brocade SAN with 8 Gbps Directors and
Switches, SG24-6116 and search for NPIV.

Use the latest available firmware level for your SAN switch.

2. Software
— HMC V7.3.4, or later
— Virtual I/O Server Version 2.1 with Fix Pack 20.1, or later
— AIX 5.3 TL9, or later
— AIX 6.1 TL2, or later

Statement of Direction: IBM intends to support NPIV with IBM i and Linux
environments in 2009.

| 2.9.3 Managing virtual Fibre Channel adapters

Whether your server is managed by an HMC or by IVM, during the next sections
you will get information about the management.

Virtual Fibre Channel for HMC-managed systems

On HMC-managed systems, you can dynamically add and remove virtual Fibre
Channel adapters to and from the Virtual I/O Server partition and each virtual I/O
client partition. You can also view information about the virtual and physical Fibre
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Channel adapters and the WWPNs by using Virtual I/O Server commands. To
enable NPIV on the managed system, you create the required virtual Fibre
Channel adapters and connections as follows:

» You use the HMC to create virtual Fibre Channel server adapters on the
Virtual 1/0O Server partition and associate them with virtual Fibre Channel
client adapters on the virtual 1/O client partitions.

» On the HMC you create virtual Fibre Channel client adapters on each virtual
I/0 client partition and associate them with virtual Fibre Channel server
adapters on the Virtual I/O Server partition. When you create a virtual Fibre
Channel client adapter on a client logical partition, the HMC generates a pair
of unique WWPNSs for the virtual Fibre Channel client adapter.

» Then you map the virtual Fibre Channel server adapters on the Virtual I/O
Server to the physical port of the physical Fibre Channel adapter by running
the vfcmap command on the Virtual I/0O Server. The POWER hypervisor
generates WWPNSs based on the range of names available for use with the
prefix in the vital product data on the managed system. This 6—digit prefix
comes with the purchase of the managed system and includes 32,000 pairs
of WWPNSs. When you delete a virtual Fibre Channel client adapter from a
virtual I/O client partition, the hypervisor does no reuse the WWPNSs that are
assigned to the virtual Fibre Channel client adapter on the client logical
partition.

Note: The POWER hypervisor does not reuse the deleted WWPNs when
generating WWPNSs for virtual Fibre Channel adapters in the future.

If you run out of WWPNSs, you must obtain an activation code that includes
another prefix with another 32,000 pairs of WWPNSs.

Note: For more information how to obtain the activation code, contact your
IBM sales representative or your IBM Business Partner representative.

Virtual Fibre Channel for IVM-managed systems

On systems that are managed by the Integrated Virtualization Manager (IVM),
you can dynamically change the physical ports that are assigned to a logical
partition and you can dynamically change the logical partitions that are assigned
to a physical port. You can also view information about the virtual and physical
Fibre Channel adapters and the WWPNs. To use NPIV on the managed system,
you assign logical partitions directly to the physical ports of the physical Fibre
Channel adapters. You can assign multiple logical partitions to one physical port.
When you assign a logical partition to a physical port, the IVM automatically
creates the following connections:
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» The IVM creates a virtual Fibre Channel server adapter on the management
partition and associates it with the virtual Fibre Channel adapter on the logical
partition.

» The IVM generates a pair of unique WWPNSs and creates a virtual Fibre
Channel client adapter on the logical partition. The IVM assigns the WWPNs
to the virtual Fibre Channel client adapter on the logical partition, and
associates the virtual Fibre Channel client adapter on the logical partition with
the virtual Fibre Channel server adapter on the management partition.

» The IVM connects the virtual Fibre Channel server adapter on the
management partition to the physical port on the physical Fibre Channel
adapter.

The IVM generates WWPNs based on the range of names available for use with
the prefix in the vital product data on the managed system. This 6—digit prefix
comes with the purchase of the managed system and includes 32,000 pairs of
WWPNSs. When you remove the connection between a logical partition and a
physical port, the hypervisor deletes the WWPNSs that are assigned to the virtual
fibre channel client adapter on the logical partition.

Note: The IVM does not reuse the deleted WWPNs when generating WWPNs
for virtual fibre channel client adapters in the future.

If you run out of WWPNSs, you must obtain an activation code that includes
another prefix with 32,000 pairs of WWPNSs.

Note: For more information how to obtain the activation code, contact your
IBM sales representative or your IBM Business Partner representative.

| 2.9.4 Configuring NPIV on Power Systems with a new AIX LPAR
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This section describes the installation of an AlX operating system on a virtual I/O
client on an external disk mapped through a Virtual Fibre Channel adapter. A
IBM 2109-F32 SAN switch, a IBM Power 570 server, and a IBM System Storage
DS4800 storage system has been used in our lab environment to describe the
setup of a NPIV environment. The example and HMC screen outputs are based
on this environment, but might look different in your environment, depending on
your systems.

At the time of writing, NP1V is supported for AIX 5.3 and AIX 6.1. IBM intends to
support NPIV for IBM i and Linux in 2009.
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The following configuration is used to describe the set up of NPIV in this section,
as shown in Figure 2-17.

» Virtual Fibre Channel server adapter slot 31 is used in the Virtual I/O Server
partition vios1

» Virtual Fibre Channel client adapter slot 31 is used in the virtual I/O client
partition aix61.

» aix61 partition access physical storage through virtual Fibre Channel adapter.

» AlX s installed on the physical storage (boot from SAN).

Follow the next steps to set up the NPIV environment:

L
M
1
L

[
:

controller B 555556@@ confraller

Figure 2-17 Virtual adapter numbering

1. On the SAN switch two things need to be done before it can be used for NPIV.

a. Update the firmware to a minimum level of Fabric OS (FOS) 5.3.0. To
check the level of Fabric OS on the switch, log on to the switch and run the
version command, as shown in Example 2-20:

Example 2-20 version command shows Fabric OS level

itsosan02:admin> version
Kernel: 2.6.14
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Fabric 0S: v5.3.0

Made on: Thu Jun 14 19:04:02 2007
Flash: Mon Oct 20 12:14:10 2008
BootProm: 4.5.3

Note: You can find the firmware for IBM SAN switches at:
http://www-03.ibm.com/systems/storage/san/index.html

Click Support and select Storage are network (SAN) in the Product
family and then select your SAN product.

b. After a successful firmware update, you have to enable the NPIV capability
on each port of the SAN switch. Run the portCfgNPIVPort command to
enable NPIV on port 16:

itsosan02:admin> portCfgNPIVPort 16, 1

The portcfgshow command lists information for all ports, as shown in
Example 2-21:

Example 2-21 List port configuration

itsosan02:admin> portcfgshow

Ports of Slot 0 01 2 3 4 5 6 7 8 91011 12 13 14 15
BT st e R D R D e e e Tl L Il B R ol
Speed AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN
Trunk Port ON ON ON ON ON ON ON ON ON ON ON ON  ON ON ON ON
Long Distance

VC Link Init

Locked L_Port

Locked G_Port

Disabled E_Port

ISL R_RDY Mode

RSCN Suppressed

Persistent Disable.. .. .. .. e e e e e e e e e e .
NPIV capability .. ON ON ON ON ON ONON ONON .. .. .. ON ON ON

Ports of STot 0 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Ty Py S
Speed AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN
Trunk Port ON ON ON ON  ON ON ON ON ON ON ON ON  ON ON ON ON

Long Distance
VC Link Init
Locked L_Port
Locked G_Port
Disabled E_Port
ISL R_RDY Mode
RSCN Suppressed
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Persistent Disable.. .. .. .. e e e e e ee e e e e e e
NPIV capability ON ..

where AN:AutoNegotiate, ..:0FF, ??:INVALID,
SN:Software controlled AutoNegotiation.

Note: Refer to your SAN switch users guide for the command to enable
NPIV on your SAN switch.

2. Use the following steps to create virtual Fibre Channel server adapter in the
Virtual 1/0 Server partition.

a. On the HMC select the managed server to be configured

Systems Management — Servers — <servername>

b. Select the Virtual I/O Server partition on which the virtual Fibre Channel
server adapter is to be configured. Then select Tasks — Dynamic
Logical Partitioning — Virtual Adapters as shown in Figure 2-18:

hseroot | Help | Logoft

& Systerne Management = Servers > MT_B_psT0_MMA_101F170 =
5 welcome el w2l | g o (e Tasks ¥ || Views ¥
- Processing S Active Refarance
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Figure 2-18 Dynamically add virtual adapter.

c. To create a virtual Fibre Channel server adapter click on Actions —
Create — Fibre Channel Adapter... as shown in Figure 2-19.
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Figure 2-19 Create Fibre Channel server adapter

d. Enter the virtual slot number for the Virtual Fibre Channel server adapter,
select Client Partition to which the adapter may be assigned to, and enter

the Client adapter ID as shown in Figure 2-20. and click OK.

a https://9.3.5.128 - ¥irtual Fibre Channel Adapter - |I:I|5|

¥irtual Fibre Channel Adapter Properties: vios1l
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Adapter: *|31

Type of adapter: Server
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Cancel || Help

€ C DT TS [ ntemet /

Figure 2-20 Set virtual adapter ID
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e. Click OK.

f. Remember to update the profile of the Virtual I/O Server partition for the
change to be reflected across restarts of the partitions. Alternatively, use
the Configuration — Save Current Configuration option to save the
changes to the new profile. See Figure 2-21.
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Figure 2-21 Save the Virtual I/O Server partition configuration.

g. Change the name of the profile if required and click OK.
3. Use the following steps to create virtual Fibre Channel client adapter in the
virtual I/O client partition.

a. Select the virtual I/O client partition on which the virtual Fibre Channel
client adapter is to be configured. Then select Tasks — Configuration —
Manage Profiles as shown in Figure 2-22:
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Figure 2-22 Change profile to add virtual Fibre Channel client adapter

b. To create a virtual Fibre Channel client adapter select the profile, click on
Actions — Edit, expand Virtual Adapters tab, click on Actions —
Create — Fibre Channel Adapter as shown in Figure 2-23.
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Figure 2-23 Create Fibre Channel client adapter
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c. Enter the virtual slot number for the Virtual Fibre Channel client adapter,
select Virtual I/0 Server partition to whom the adapter may be assigned to,
and enter the Server adapter ID as shown in Figure 2-24. and click OK.

 https://9.3.5.128 - Create Virtual Fibre Channel Adapter: AIZ61 - _ ol x|

Create Virtual Fibre Channel Adapter: AIX61

Wirtual Fibre Channel adapter
Adapter: *a

Type of adapter: Client

Server partition: oS 1(1) j
Server adapter I 31

Cancel || Help

i€ pore [T Senem 4
Figure 2-24 Define virtual adapter ID values

d. Click OK — OK — Close.
4. Logon to the Virtual I/0O Server partition as user padmin.

5. Run the cfgdev command to get the virtual Fibre Channel server adapter(s)
configured.

6. The command 1sdev -dev vfchost* lists all available virtual Fibre Channel
server adapters in the Virtual I/O Server partition before mapping to a
physical adapter as in Example 2-22.

Example 2-22 Isdev -dev vfchost* command on the Virtual I/O Server

$ T1sdev -dev vfchost*
name status description
vfchost0 Available Virtual FC Server Adapter

7. The 1sdev -dev fcs* command lists all available physical Fibre Channel
server adapters in the Virtual I/0O Server partition, as shown in Example 2-23.

Example 2-23 Isdev -dev fcs* command on the Virtual I/O Server

$ Tsdev -dev fcs*

name status description

fcs0 Available 4Gb FC PCI Express Adapter (df1000fe)

fesl Available 4Gb FC PCI Express Adapter (df1000fe)

fcs2 Available 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)
fcs3 Available 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)

8. Run the Tsnports command to check the Fibre Channel adapter NPIV
readiness of the adapter and the SAN switch. Example 2-24 shows that the
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fabric attribute for the physical Fibre Channel adapter in slot C6 is set to 1.
This means the adapter and the SAN switch is NPIV ready. If the value is
equal 0, then the adapter or a SAN switch is not NPIV ready and you should
check the SAN switch configuration.

Example 2-24 Isnports command on the Virtual I/O Server

$ 1snports
name physloc fabric tports aports swwpns awwpns
fcs3 U789D.001.DQDYKYW-P1-C6-T2 1 64 63 2048 2046

9. Before mapping the virtual FC adapter to a physical adapter, get the vfchost
name of the virtual adapter you created, and the fcs name for the FC adapter
from the previous 1sdev commands output.

10.To map the virtual adapters vfchost0 to the physical Fibre Channel adapter
fcs3, use the vfcmap command as shown in Example 2-25.

Example 2-25 vfcmap command with vfchost2 and fcs3

$ vfcmap -vadapter vfchost0 -fcp fcs3
vfchost0 changed

11.To list the mappings use the 1smap -npiv -vadapter vfchost0 command, as
shown in Example 2-26.

Example 2-26 Ismap -npiv -vadapter vfchostO command

$ 1smap -npiv -vadapter vfchost0
Name Physloc CIntID ClntName CInt0S

vfchost0 U9117.MMA.101F170-V1-C31 3

Status:NOT_LOGGED_IN

FC name: FC Toc code:
Ports logged in:0
Flags:1<NOT_MAPPED,NOT_CONNECTED>

VFC client name: VFC client DRC:

12. After you have created the virtual Fibre Channel server adapters in the Virtual
I/0O server partition and in the virtual 1/O client partition, you need to do the
correct zoning in the SAN switch. To do so, follow the next steps:

a. Get the information about the WWPN of the virtual Fibre Channel client
adapter created in the virtual I/O client partition.

i. Select the appropriate virtual I/O client partition, then click Task —
Properties, expand Virtual Adapters tab, select the Client Fibre
Channel client adapter, click on Actions — Properties to list the
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properties of the virtual Fibre Channel client adapter, as shown in

Figure 2-25.
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Figure 2-25 Select virtual Fibre Channel client adapter properties

ii. Figure 2-26 shows the properties of the virtual Fibre Channel client
adapter. Here you can get the WWPN which is required for the zoning.

a https://9.3.5.128 - ¥irtual Fibre Channel Adaptei

wWirtual Fibre Channel adapter

Adapter 1D: 31
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Figure 2-26 Virtual Fibre Channel client adapter Properties

b. Logon to your SAN switch and create a new zoning or customize an

existing one.

The command zoneshow, available on the IBM 2109-F32 switch lists the

existing zones, as shown in Example 2-27.
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Example 2-27 zoneshow command before adding a new WWPN

itsosan02:admin> zoneshow

Defined configuration:

cfg: npiv viosl; vios2

zone: viosl 20:32:00:a0:b8:11:a6:62; c0:50:76:00:0a:fe:00:18
zone: vios2 C0:50:76:00:0A:FE:00:12; 20:43:00:a0:b8:11:a6:62

Effective configuration:

cfg:  npiv

zone: viosl 20:32:00:a0:b8:11:a6:62
c0:50:76:00:0a:fe:00:18

zone: vios2 c0:50:76:00:0a:fe:00:12
20:43:00:a0:b8:11:a6:62

To add the WWPN c0:50:76:00:0a:fe:00:14 to the zone named vios1 run
the command:

itsosan02:admin> zoneadd "viosl", "c0:50:76:00:0a:fe:00:14"

To save and enable the new zoning, run the cfgsave and cfgenable npiv
commands, as shown in Example 2-28.

Example 2-28 cfgsave and cfgenable commands

itsosan02:admin> cfgsave

You are about to save the Defined zoning configuration. This

action will only save the changes on Defined configuration.

Any changes made on the Effective configuration will not

take effect until it is re-enabled.

Do you want to save Defined zoning configuration only? (yes, y, no, n): [no]
Yy

Updating flash ...

itsosan02:admin> cfgenable npiv

You are about to enable a new zoning configuration.

This action will replace the old zoning configuration with the
current configuration selected.

Do you want to enable 'npiv' configuration (yes, y, no, n): [no] y
zone config "npiv" is in effect

Updating flash ...

With the zoneshow command, you can check if the added WWPN is active,
as shown in Example 2-29:

Example 2-29 zoneshow command after adding a new WWPN

itsosan02:admin> zoneshow
Defined configuration:
cfg: npiv viosl; vios2
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zone: viosl 20:32:00:a0:b8:11:a6:62; c0:50:76:00:0a:fe:00:18;
c0:50:76:00:0a:fe:00:14
zone: vios2 C0:50:76:00:0A:FE:00:12; 20:43:00:a0:b8:11:a6:62

Effective configuration:

cfg:  npiv

zone: viosl 20:32:00:a0:b8:11:a6:62
c0:50:76:00:0a:fe:00:18
c0:50:76:00:0a:fe:00:14

zone: vios2 ¢0:50:76:00:0a:fe:00:12
20:43:00:a0:b8:11:a6:62

c. After you have finished with the zoning, you need to map the LUN
device(s) to the WWPN. In our example the LUNs named NPIV_AIX61 is
mapped to the Host Group named VIOS1_NPIV, as shown in Figure 2-27.
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5| B 2 B 0l = W)
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E\--@Storage Subsystem ITSO_DS4E00 IEﬁ Logical Drive Mame I Accessible By I LUM Logical Drive Capacity Type I
: ] MPTV_ALRA Host YI0S1_MPIY a 7 GE Standard

|

= Undefined Mappinas

- Default Group

E—J IE ﬁ Host Group YIOS_clients

=5- [ [ Host viost

-- B [ Host viosz

B {0 Host ¥10_Client_SLES11_WPTY
=k IE Host Group YIOS_MPIV

-- B i@ Host viosi ety

----- [ Host viosz_np1v

ol E [ Host Group amMs

[F5] Host Groue sem_BooT El
BT S0
Figure 2-27 LUN mapping on DS4800

13.Activate your AlX client partition and boot it into SMS.
14.Select the correct boot devices within SMS, such as a DVD or a NIM Server.
15.Continue to boot the LPAR into the AIX Installation Main menu.

16.Select the disk where you want to install the operating system and continue to
install AIX.
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2.9.5 Configuring NPIV on Power Systems with existing AIX LPARs

This section describes how to add an external disk mapped through a Virtual
Fibre Channel adapter to an AlX virtual I/O client partition. A IBM 2109-F32 SAN
switch, a IBM Power 570 server, and a IBM System Storage DS4800 storage
system has been used in our lab environment to describe the setup of a NPIV
environment. The example and HMC screen outputs are based on this
environment, but might look different in your environment, depending on your
systems.

At the time of writing, NPIV is supported for AIX 5.3 and AlX 6.1. IBM intends to
support NPIV for IBM i and Linux in 2009. Figure 2-28 shows a general overview
of possible configurations.

To describe the configuration of NPIV in this section the following set up is used.

» Virtual Fibre Channel server adapter slot 31 is used in the Virtual I/O Server
partition vios1.

» Virtual Fibre Channel adapter client slot 31 is used in the virtual I/O client
partition aix61.

» aix61 partition access physical storage through virtual Fibre Channel adapter.

Follow the next steps to set up the environment:

FIOST ats ] aind3 IBMi6] RHFL SLES FIO52

IIIIIIIIIPIIIllllllllllllll

<~ P
E] @ 32
G: e
: Ky |
.

I

SARN swifch SAN switch

| controller | o | controller

Figure 2-28 NPIV configuration
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the SAN switch two things need to be done before it could be used for
IV.

Update the firmware to a minimum level of Fabric OS (FOS) 5.3.0. To
check the level of Fabric OS on the switch, log on to the switch and run the
version command, as shown in Example 2-30:

Example 2-30 version command shows Fabric OS level

itsosan02:admin> version

Kernel

: 2.6.14

Fabric 0S: v5.3.0
Made on: Thu Jun 14 19:04:02 2007

Flash:

Mon Oct 20 12:14:10 2008

BootProm: 4.5.3

Note: You can find the firmware for IBM SAN switches at:

http://www-03.1ibm.com/systems/storage/san/index.html

Click Support and select Storage are network (SAN) in the Product

fa

b.

mily and then select your SAN product.

After a successful firmware update, you have to enable the NPIV capability
on each port of the SAN switch. Run the portCfgNPIVPort command to
enable NPIV on port 16:

itsosan02:admin> portCfgNPIVPort 16, 1

The portcfgshow command list information for all ports, as shown in
Example 2-31:

Example 2-31 List port configuration

itsosan02:admin> portcfgshow
Ports of Slot 0 01 2 3 4 5 6 7 8 910 11 12 13 14 15
S S S S S

Speed

AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN

Trunk Port ON ON ON ON ON ON ON ON ON ON ON ON  ON ON ON ON
Long Distance
VC Link Init

Locked
Locked

L_Port
G_Port

Disabled E_Port
ISL R_RDY Mode
RSCN Suppressed
Persistent Disable.. .. .. .. e e e e e e e e e e e e
NPIV capability .. ONONON ON ON ONON ON ON .. .. .. ON ON ON
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Ports of STot 0 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
S S
Speed AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN AN
Trunk Port ON ON ON ON ON ON ON ON ON ON ON ON  ON ON ON ON
Long Distance

VC Link Init

Locked L_Port

Locked G_Port

Disabled E_Port

ISL R_RDY Mode

RSCN Suppressed ..

Persistent Disable.. .. .. ..

NPIV capability ON .. ..

where AN:AutoNegotiate, ..:0FF, ??:INVALID,
SN:Software controlled AutoNegotiation.

Note: Refer to your SAN switch users guide for the command to enable
NPIV on your SAN switch.

2. Use the following steps to create virtual Fibre Channel server adapter in the
Virtual I/O Server partition.

a. On the HMC select the managed server to be configured
Systems Management — Servers — <servername>

b. Select the Virtual I/O Server partition on which the virtual Fibre Channel
server adapter is to be configured. Then select Tasks — Dynamic
Logical Partitioning — Virtual Adapters as shown in Figure 2-29:
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Figure 2-29 Dynamically add virtual adapter.

c. To create a virtual Fibre Channel server adapter click on Actions —
Create — Fibre Channel Adapter... as shown in Figure 2-30.
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Figure 2-30 Create Fibre Channel server adapter

d. Enter the virtual slot number for the virtual Fibre Channel server adapter,
select Client Partition to which the adapter may be assigned to, and enter
the Client adapter ID as shown in Figure 2-31. and click OK.
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Figure 2-31 Set virtual adapter ID

e. Click OK.
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f. Remember to update the profile of the Virtual I/O Server partition for the
change to be reflected across restarts of the partitions. Alternatively, use
the Configuration — Save Current Configuration option to save the
changes to the new profile. See Figure 2-32.
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Figure 2-32 Save the Virtual I/O Server partition configuration.

g. Change the name of the profile if required and click OK.

Note: To increase the serviceability you can use a second Virtual 1/0
Server partition. Repeat steps a-e to create virtual Fibre Channel server
adapters in the second Virtual I/O Server.

3. Run the next steps to create virtual Fibre Channel client adapter(s) in the
virtual 1/O client partition.

a. Select the virtual I/O client partition on which the virtual Fibre Channel
client adapter is to be configured. Then select Tasks — Dynamic Logical
Partitioning — Virtual Adapters as shown in Figure 2-33:
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Figure 2-33 Dynamically add virtual adapter.

b. To create a virtual Fibre Channel client adapter click on Actions —
Create — Fibre Channel Adapter... as shown in Figure 2-34.

80 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch02_storage_mgt.fm

3.5.128 - hmcl: Yirtual Adapters - Microsoft Internet Explorer =10 x|
-

¥irtual Adapters: AIX61

Actions *

Properties
Edit llow for the sharing of physical hardware between logical partitions, The current virtual adapter
b,

Ethernet Adapter... o

Delete 100
SCSI Adapter... g

P | Fl| serial adapter...

Select "JTvpe @ j Adapter ID ~ J Connecting Partition ~ j Connecting Adapter ~ j Required “j
O Ethernst z M8 M/A res
O Client SCSI 21 wios1(1}) 21 Yes
e Client SCSI 22 wios2(2) 21 Yes
@ Client SCSI 50 wins1(1) 50 Mo
C Client SCSI &0 winsLl(1l) B0 Yes
O Sarver Serial 0 Any Partition Any Partition Slot fes
C Server Serial 1 Ay Partitbion Ay Partition Slot Yes
Total: 7 Filtered: 7 Selected: O
Options
Timeout iminutes) © g
Detail leval : T j
[o][ cancel | [Help -
4l B
@]avascript:manuItemLaunchActmn(); ,_,_,_,_E # Internet A

Figure 2-34 Create Fibre Channel client adapter

c. Enter the virtual slot number for the Virtual Fibre Channel client adapter,
select Virtual I/0O Server partition to whom the adapter may be assigned to,
and enter the Server adapter ID as shown in Figure 2-35. and click OK.
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Figure 2-35 Define virtual adapter ID values

d. Click OK.

e. Remember to update the profile of the virtual I/O client partition for the
change to be reflected across restarts of the partitions. Alternatively, use
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the Configuration — Save Current Configuration option to save the
changes to the new profile. See Figure 2-36.
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Figure 2-36 Save the virtual I/O client partition configuration.

f. Change the name of the profile if required and click OK.
Logon to the Virtual I/O Server partition as user padmin.

Run the cfgdev command to get the virtual Fibre Channel server adapter(s)
configured.

6. The command 1sdev -dev vfchost* lists all available virtual Fibre Channel
server adapters in the Virtual I/0O Server partition before mapping to a
physical adapter as in Example 2-32.

Example 2-32 Isdev -dev vichost* command on the Virtual I/O Server

$ 1sdev -dev vfchost*
name status description
vfchost0 Available Virtual FC Server Adapter

7. The 1sdev -dev fcs* command lists all available physical Fibre Channel
server adapters in the Virtual I/0O Server partition, as shown in Example 2-33.
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Example 2-33 Isdev -dev fcs* command on the Virtual I/O Server

§ 1sdev -dev fcs*

name status description

fcs0 Available 4Gb FC PCI Express Adapter (df1000fe)

fesl Available 4Gb FC PCI Express Adapter (df1000fe)

fcs2 Available 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)
fcs3 Available 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)

8. Run the 1snports command to check the NPIV readiness of the Fibre
Channel adapter and the SAN switch. Example 2-34 shows that the fabric
attribute for the physical Fibre Channel adapter in slot C6 is set to 1. This
means the adapter and the SAN switch is NP1V ready. If the value is equal 0,
then the adapter or a SAN switch is not NPIV ready and you should check the
SAN switch configuration.

Example 2-34 Isnports command on the Virtual I/O Server

$ 1snports
name physloc fabric tports aports swwpns awwpns
fcs3 U789D.001.DQDYKYW-P1-C6-T2 1 64 63 2048 2046

9. Before mapping the virtual FC adapter to a physical adapter, get the vfchost
name of the virtual adapter you created, and the fcs name for the FC adapter
from the previous 1sdev commands output.

10.To map the virtual adapter vfchostO to the physical Fibre Channel adapter
fcs3, use the commands shown in Example 2-35.

Example 2-35 vfcmap command with vfchost2 and fcs3

$ vfcmap -vadapter vfchost0 -fcp fcs3
vfchost0 changed

11.To list the mappings use the 1smap -vadapter vfchost0 -npiv command, as
shown in Example 2-36.

Example 2-36 Ismap -all -npiv command

$ 1smap -npiv -all
Name Physloc CIntID ClntName CInt0S

vfchost0 U9117.MMA.101F170-V1-C31 3 AIX61 AIX

Status:LOGGED_IN

FC name:fcs3 FC Toc code:U789D.001.DQDYKYW-P1-C6-T2
Ports logged in:1

Flags:a<LOGGED_IN,STRIP_MERGE>
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VFC client name:fcs0 VFC client DRC:U9117.MMA.101F170-V3-C31-T1

As a result of this example, you can see that the virtual Fibre Channel server
adapter vfchost0 in the Virtual I/O Server is mapped to the physical Fibre
Channel adapter fcs3 in the Virtual I/O Server and appears as fcs0, which is a
virtual Fibre Channel client adapter in the virtual I/O client partition named
AIX61, having partition ID 3 and runs AIX as operating system.

12.After you have created the virtual Fibre Channel server adapters in the Virtual
I/0O server partition and in the virtual 1/O client partition, you need to do the
correct zoning in the SAN switch. To do so, follow the next steps:

a. Get the information about the WWPN of the virtual Fibre Channel client
adapter created in the virtual I/O client partition.

i. Select the appropriate virtual I/O client partition, then click Task —
Properties, expand Virtual Adapters tab, select the Client Fibre
Channel client adapter, click on Actions — Properties to list the
properties of the virtual Fibre Channel client adapter, as shown in
Figure 2-37.
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Figure 2-37 Select virtual Fibre Channel client adapter properties

ii. Figure 2-38 shows the properties of the virtual Fibre Channel client
adapter. Here you can get the WWPN which is required for the zoning.
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Figure 2-38 Virtual Fibre Channel client adapter Properties

b. Logon to your SAN switch and create a new zoning or customize an

existing one.

The command zoneshow, available on the IBM 2109-F32 switch lists the
existing zones, as shown in Example 2-37.

Example 2-37 zoneshow command before adding a WWPN

itsosan02:admin> zoneshow
Defined configuration:
cfg: npiv viosl; vios?2

zone: viosl 20:32:00:a0:b8:
zone: vios2 C0:50:76:00:0A:

Effective configuration:

cfg: npiv

zone: viosl 20:32:00:a0:b8
c0:50:76:00:0a

zone: vios2 ¢0:50:76:00:0a
20:43:00:a0:b8

:11:
:fe:
:fe:
:11:

11:
FE:

a6:62; c0:50:76:00:0a:fe:00:14
00:12; 20:43:00:a0:b8:11:a6:62

a6:62
00:14
00:12
a6:62

To add the WWPN c0:50:76:00:0a:fe:00:45 to the zone named vios1 run

the command:

itsosan02:admin> zoneadd "viosl", "c0:50:76:00:0a:fe:00:45"

To save and enable the new zoning, run the cfgsave and cfgenable npiv
commands, as shown in Example 2-38.
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Example 2-38 cfgsave and cfgenable commands

itsosan02:admin> cfgsave

You are about to save the Defined zoning configuration. This

action will only save the changes on Defined configuration.

Any changes made on the Effective configuration will not

take effect until it is re-enabled.

Do you want to save Defined zoning configuration only? (yes, y, no, n): [no]
y

Updating flash ...

itsosan02:admin> cfgenable npiv

You are about to enable a new zoning configuration.

This action will replace the old zoning configuration with the
current configuration selected.

Do you want to enable 'npiv' configuration (yes, y, no, n): [no] y
zone config "npiv" is in effect

Updating flash ...

With the zoneshow command, you can check if the added WWPN is active,
as shown in Example 2-39:

Example 2-39 zoneshow command after adding a new WWPN

itsosan02:admin> zoneshow

Defined configuration:

cfg: npiv viosl; vios2

zone: viosl 20:32:00:a0:b8:11:a6:62; c0:50:76:00:0a:fe:00:14;
c0:50:76:00:0a:fe:00:45

zone: vios2 C0:50:76:00:0A:FE:00:12; 20:43:00:a0:b8:11:a6:62

Effective configuration:

cfg:  npiv

zone: viosl 20:32:00:a0:b8:11:a6:62
c0:50:76:00:0a:fe:00:14
c0:50:76:00:0a:fe:00:45

zone: vios2 ¢0:50:76:00:0a:fe:00:12
20:43:00:a0:b8:11:a6:62

c. After you have finished with the zoning, you need to map the LUN
device(s) to the WWPN. In our example the LUNs named NPIV_AIX61 is
mapped to the Host Group named VIOS1_NPIV, as shown in Figure 2-39.
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Figure 2-39 LUN mapping within DS4800

13.Login to your AlX client partition. NPIV supports a LUN to be mapped as a
virtual disk directly from the SAN to the AlX client via a Virtual I/0O Server
partition using virtual WWPNs. Before a LUN can be seen as a disk you need
to run the cfgmgr command as shown in Example 2-40. After the cfgmgr
command was executed, the 1spv command will list hdisk2:

Example 2-40 cfgmgr and Ispv command from the AIX client partition

# 1spv
hdisk0
hdiskl

# cfgmgr

# 1spv
hdisk0
hdiskl
hdisk2

00cl1f170e327afa7
00c1f170e170fbb2

00cl1f170e327afa7
00c1f170e170fbb2
none

rootvg active
None
rootvg active
None
None

14.You can list all virtual Fibre Channel client adapters in the virtual I/O client

partition using the following command:

# 1sdev -1 fcs*
fcsO Available 31-T1 Virtual Fibre Channel Client Adapter

15.To see the available path run the command:
# lspath

Enabled hdiskO vscsiO
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Enabled hdiskl vscsiO
Enabled hdisk0 vscsil
Enabled hdisk2 fscsi0

The output from the command shows that hdisk2 has one path through the
virtual Fibre Channel client adapters fcsO0.

16.Use the mpio_get_config command to get more detailed information as
shown in Example 2-41.

Example 2-41 mpio_get_config command from the AlX client partition

# mpio_get config -A
Storage Subsystem worldwide name: 60ab800114632000048ed17e
Storage Subsystem Name = 'ITSO_DS4800'
hdisk LUN # Ownership User Label
hdisk2 0 A (preferred) NPIV_AIX61

17.Finally you have to turn on the health check interval, which defines how often
the health check is performed on the paths for a device. The attribute
supports a range from 0 to 3,600 seconds. When a value of 0 is selected,
health checking is disabled. Use the following command:

# chdev -1 hdisk2 -a hcheck interval=60 -P
hdisk2 changed

| 2.9.6 Redundancy configurations for virtual Fibre Channel adapters

88

In order to implement the highly reliable configurations, the following redundancy
configurations which protect your SAN from physical adapter failures as well as
Virtual /O Server failures are recommend. With NPIV, you can configure the
managed system so that multiple logical partitions can independently access
physical storage through the same physical Fibre Channel adapter. Each virtual
Fibre Channel client adapter in a logical partition is identified by a unique
WWPN, which means that you can connect physical storage from a SAN to each
logical partition.

Similar to virtual SCSI redundancy, virtual Fibre Channel redundancy can be
achieved using MPIO or mirroring at the client partition. The difference between
traditional redundancy with SCSI adapters and the NPIV technology using virtual
Fibre Channel client adapters, is that the redundancy occurs on the client,
because only the client recognizes the disk. The Virtual I/O Server is essentially
just a channel managing the data transfer through the POWER hypervisor. Host
bus adapter failover
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A Host bus adapter is a physical Fibre Channel adapter which can be assigned to
a logical partition. A Host bus adapter (HBA) failover provides a basic level of
redundancy for the client logical partition, as shown in Figure 2-40.

Ql Virtual /O server I1 Client logical partition

| Physical fibre N
L |
Storage | channel adapter %;néﬁg:‘“nﬂl

Area —
Network Physical fibre adapter 1

channel adapter :|

___ Server virtual fibre Client virtual
channel adapter fibre channal
adapter 2

Server virtual fibre
channel adapter

[

Physical
_storage Hypervisor

Figure 2-40 Host bus adapter failover

Figure 2-40 shows the following connections:

» The SAN connects physical storage to two physical Fibre Channel adapters
located on the managed system.

» Two physical Fibre Channel adapters are assigned to the Virtual I/O Server
partition and support NPIV.

» The physical Fibre Channel ports are each connected to a virtual Fibre
Channel server adapter on the Virtual I/O Server. The two virtual Fibre
Channel server adapters on the Virtual I/O Server are connected to ports on
two different physical Fibre Channel adapters in order to provide redundancy
for the physical adapters.

» Each virtual Fibre Channel server adapter in the Virtual I/O Server partition is
connected to one virtual Fibre Channel client adapter on a virtual I/O client
partition. Each virtual Fibre Channel client adapter on each virtual 1/O client
partition receives a pair of unique WWPNs. The virtual 1/O client partition
uses one WWPN to log into the SAN at any given time. The other WWPN is
used when you move the client logical partition to another managed system
(PowerVM Live Partition Mobility). The virtual Fibre Channel adapters always
has a one-to-one relationship between the virtual I/O client partitions and the
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virtual Fibre Channel adapters in the Virtual I/O Server partition. That is, each
virtual Fibre Channel client adapter that is assigned to a virtual I/O client
partition must connect to only one virtual Fibre Channel server adapter in the
Virtual I/O Server partition, and each virtual Fibre Channel server adapter in
the Virtual 1/0 Server partition must connect to only one virtual Fibre Channel
client adapter in a virtual I/O client partition.

Since MPIO is used in the virtual I/O client partition, it can access the physical
storage through virtual 1/O client virtual Fibre Channel client adapter 1 or 2. If
a physical Fibre Channel adapter in the Virtual I/0O Server might fail, the
virtual I/O client uses the alternate path. This example does not show
redundancy in the physical storage, but rather assumes it would be built into
the SAN storage device.

HBA and Virtual I/0 Server failover

A Host bus adapter and Virtual I/O Server failover scenario provides a more
advanced level of redundancy for the virtual I/O client partition, as shown in
Figure 2-41.

Virtual /O server 1 Virtual 'O server 2 Client logical pariition
Client virtual

fibre channel

Physical fibre Physical fibre adapter 1
channel adapter Storage channel adapter Cliant virtual

Area — fibre channel
Physical fibre Metwork Physical fibre adapter 2
channel adapter channel adapter
Client virtual
Server virtual fibre | Server virtual fibre — fibre channel
channel adapter channel adapter adapter 3
| Server virtual fibre Server virtual fibre | E’tl,iem :il‘tuall
channel adapter channel adapter iora channa
adapter 4
Physical
_storage.
f r
Hypervisor

Figure 2-41 Host bus adapter and Virtual I/O Server failover

Figure 2-41 shows the following connections:

» The SAN connects physical storage to four physical Fibre Channel adapters
located on the managed system.
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» There are two Virtual I/O Server partitions to provide redundancy at the
Virtual /0 Server level.

» Two physical Fibre Channel adapters are assigned to their respective Virtual
I/O Server partition and support NPIV.

» The physical Fibre Channel ports are each connected to a virtual Fibre
Channel server adapter on the Virtual I/O Server partition. The two virtual
Fibre Channel server adapters on the Virtual I/O Server are connected to
ports on two different physical Fibre Channel adapters in order to provide the
most redundant solution for the physical adapters.

» Each virtual Fibre Channel server adapter in the Virtual I/O Server partition is
connected to one virtual Fibre Channel client adapter in a virtual I/O client
partition. Each virtual Fibre Channel client adapter on each virtual 1/O client
partition receives a pair of unique WWPNs. The client logical partition uses
one WWPN to log into the SAN at any given time. The other WWPN is used
when you move the client logical partition to another managed system.

The virtual 1/O client partition can access the physical storage through virtual
Fibre Channel client adapter 1 or 2 on the client logical partition through VIOS 2.
The client can also write to physical storage through virtual Fibre Channel client
adapter 3 or 4 on the client logical partition through Virtual I/O Server 1. If a
physical Fibre Channel adapter fails on Virtual I/O Server 1, the client uses the
other physical adapter connected to Virtual I/O Server 1 or uses the paths
connected through Virtual I/O Server 2. If you need to shutdown Virtual I/O
Server 1 for maintenance reason, then the client uses the path through Virtual
I/O Server 2. This example does not show redundancy in the physical storage,
but rather assumes it would be built into the SAN.

Considerations for NPIV

These examples can become more complex as you add physical storage
redundancy and multiple clients, but the concepts remain the same. Consider the
following points:

» To avoid configuring the physical Fibre Channel adapter to be a single point of
failure for the connection between the virtual I/O client partition and its
physical storage on the SAN, do not connect two virtual Fibre Channel client
adapters from the same virtual I/O client partition to the same physical Fibre
Channel adapter in the Virtual I/O Server partition. Instead, connect each
virtual Fibre Channel server adapter to a different physical Fibre Channel
adapter.

» Consider load balancing when mapping a virtual Fibre Channel server
adapter in the Virtual I/O Server partition to a physical port on the physical
Fiber Channel adapter.
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Consider what level of redundancy already exists in the SAN to determine
whether to configure multiple physical storage units.

Consider using two Virtual I/O Server partitions. Since the Virtual 1/0 Server
is central to communication between virtual I/O client partitions and the
external network, it is important to provide a level of redundancy for the Virtual
I/O Server. Multiple Virtual I/O Server partitions require more resources as
well, so you should plan accordingly.

NPIV technology is useful when you want to move logical partitions between
servers. For example, in an active PowerVM Live Partition Mobility
environment, if you use the redundant configurations above, in combination
with physical adapters, you can stop all the 1/O activity through the dedicated,
physical adapter and direct all traffic through a virtual Fibre Channel client
adapter until the virtual I/O client partition is successfully moved. The
dedicated physical adapter would need to be connected to the same storage
as the virtual path. Since you cannot migrate a physical adapter, all I/O
activity is routed through the virtual path while you move the partition. After
the logical partition is moved successfully, you need to set up the dedicated
path (on the destination virtual I/O client partition) if you want to use the same
redundancy configuration you had configured on the original logical partition.
Then the I/O activity can resume through the dedicated adapter, using the
virtual Fibre Channel client adapter as a secondary path.

2.9.7 Replacing a Fibre Channel adapter configured with NPIV

This section shows a procedure to deactivate and remove a NPIV Fibre Channel
adapter. This procedure can be used for removing or replacing such adapters.
See Example 2-42 on page 93 for how to remove the adapter in the Virtual 1/0
Server.

The adapter need to be unconfigured or removed from the operating system
before it can be physically removed.

>

First identify the adapter to be removed. For a dual port card, both ports must
be removed.

In the Virtual I/O Server the mappings must be unconfigured.

The Fibre Channel adapters and their child devices must be unconfigured or
deleted. If deleted, they are recovered with the cfgdev command for the
Virtual 1/0 Server or the cfgmgr command in AIX.

The adapter can then be removed using the diagmenu command in the Virtual
I/O Server or the diag command in AlX.
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Example 2-42 Removing a NPIV Fibre Channel adapter in the Virtual I/O Server

$ 1sdev -dev fcs4 -child

name status description

fcnet4d Defined Fibre Channel Network Protocol Device
fscsid Available FC SCSI I/0 Controller Protocol Device
$ T1sdev -dev fcs5 -child

name status description

fcnetb Defined Fibre Channel Network Protocol Device
fscsib Available FC SCSI I/0 Controller Protocol Device

$ rmdev -dev vfchost0 -ucfg
vfchost0 Defined
$ rmdev -dev vfchostl -ucfg
vfchostl Defined

$ rmdev -dev fcs4 -recursive -ucfg
fscsi4 Defined

fcnetd Defined

fcs4 Defined

$ rmdev -dev fcs5 -recursive -ucfg
fscsib5 Defined

fcnet5 Defined

fcs5 Defined

diagmenu

In the DIAGNOSTIC OPERATING INSTRUCTIONS menu press Enter and select

Task Selection — Hot Plug Task — PCI Hot Plug Manager —
Replace/Remove a PCI Hot Plug Adapter

Select the adapter to be removed and follow the instructions on the screen.

Important: When replacing a physical NPIV adapter in the Virtual /O Server,
the virtual WWPNSs are retained and no new mappings, zoning or LUN
assignments need to be updated.

2.9.8 Migration to virtual Fibre Channel adapter environments

In this section you will find information about the migration of your existing
environment to a NPIV based environment.
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Migration from physical to virtual channel adapter

You can migrate any rootvg or non-rootvg disk assigned from a LUN which is
mapped through a physical Fibre Channel adapter to a virtual Fibre Channel
mapped environment.

The next steps explain explicitly the migration. In the example vios1 is used as
the name for the Virtual I/O Server partition and NPIV is used as the name for the
virtual I/O client partition.

1. Example 2-43 shows that in the NPIV partition a physical Fibre Channel
adapter with two ports is assigned. A LUN is mapped to this physical Fibre
Channel adapter within the IBM DS4800 storage system, as shown in
Figure 2-42 on page 94. There is one path available to hdiskO.

Example 2-43 Show available Fibre Channel adapters

# 1scfg |grep fcs

+ fcs0 U789D.001.DQDYKYW-P1-C1-T1 8Gb PCI
Express Dual Port FC Adapter (df1000f114108a03)
+ fcsl U789D.001.DQDYKYW-P1-C1-T2 8Gb PCI

Express Dual Port FC Adapter (df1000f114108a03)

# 1scfg |grep disk
* hdisk0 U789D.001.DQDYKYW-P1-C1-T2-W203200A0B811A662-L0 MPIO Other
DS4K Array Disk

# 1spath
Enabled hdisk0 fscsil

£2 1TS0_DS4800 - IBM System Storage DS4000,/FASLT Storage Manager 9 {Subsystem Management) -0 x|
Storage Subsystem  Wiew Mappings Array  Logical Drive  Controller  Drive  Advanced  Help
5| 8| 2] B 20l =l %
@ Logical/Physical View I?Ei Mappings ¥iew I
Topology |DeFined Mappings
E..@s age Subsystem ITS0_DS4800 | Logical Drive Mame I Accessible By I LM I Logical Drive Capacity I Type
P MPIY_ALKG Host YIOS1_MPIY o T GB Standard

: eeesT ]

Undefined Mappings

E Default Group

EI I-E ﬁ Hast Group YIOS_clients

- [F Il Host vros1

- [F [ Host viosz

B I3 Host vIo_Client_SLES11_WPIV
= IE Host Group YI05_NPTY

- [F] Il Host vIos1_wery

[ Host viosz_werv

o] @ [0 Host Group Ams

= E;‘ Host Group SAN_BOOT =l

Figure 2-42 LUN mapped to a physical Fibre Channel adapter
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2.
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Add a virtual Fibre Channel server adapter to the Virtual I/O Server partition.
In the HMC select your managed server and the Virtual I/O Server partition
vios1. Click Tasks — Dynamic Logical Partitioning — Virtual Adapters as

shown in Figure 2-43.

128 - hme 1: Hardware Management Console Workplace (¥7R3.4.0.0) - Microsoft Internet Explorer

Hardware Management Console

hseroot | Help | Logoff

Total: 10 Filtered: 10 Selected: 1

CEARA ent > Servers > MT_B_p570_MMA_101F170
5 Welcome g 9 4 (2| o () | [Tesks” || Views |
=) gﬂe,nsmanwemem Select ~ Name  »|ID & Staws n|Processii o | Memory (38) ~ |ASHYe | Emvionment | Reference
o 2 E—— | 023 1|default | Virtual /0 Server
O Ghangs Delaut Profs 03 1 default  Virual /O Server
G = ' 05 2defaul AIX or Linux
0 Confeuration >
(| Hardwara Information »fed 04 2 default AlX or Linux
[ System Plans 0 o ievie ISP Frocessor » b defaut 508
g | Eu RHEL Cansole Window ¥ | Memory » 2 default AIX or Linux
B Hme Management = Sorvaatity »| Pryscaladspters b
r Bisies 7 T 2 defautt Al or Linux
8 B
B8 Service Management Bl sanboot 8 Not Actiy 2 sanboot Al or Linux
B Updates 1 Euaixnpiv 9 Not Activated 0 0 nomal AIX or Linux
1 Bunew 12 RAunning 02 1 defaut AIX or Linux

=T

etault Profile
perations
Configuration

nsole Window
Serviceability

rdware Information
namic Logical Partitioning

(&] Applet com ibm hrnca, p. vt applsk.VEApplet started

| mtermet

TR

Figure 2-43 Add Virtual Adapter to vios1 partition

3. Click Actions — Create — Fibre Channel Adapter... as shown in

Figure 2-44.
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Options
Timeout (minutes) : [g
Detail level : ll—j
M Cancel || Help
=] [T 18 [ ket Y

‘B https://9.3.5.126 - hmcl: Yirtual Adapters - Microsoft Internet Explorer 100 x|

Virtual Adapters: viosl

Actions ¥
Properties
Edit llowe for the sharing of physical hardware between logical partitions. The current virtual adapter settings
Ethernet adapter...
Reserved slot numbers: 0 - 10
Delete
SCSI Adapter...
%P F| serial adapter. ..

Select Anype Afndapter 1D A[Connecting Partition AfConnecting Adapter “fRequired A[
e Ethernet 11 RIS NfA Yes -
O Ethernet 12 {0 N8 Yes
O Ethernet 13 SN2 MfA Mo
O Server Fibre Channel 21 AlXELI3) 31 Mo
[ Server Fibre Channel 32 AIXS304) 31 Mo
O Server Fibre Channel 27 AIXS3(4) 37 Mo
O Server Fibre Channel 32 sanbootig) 7 Yes
O Server Fibre Channel 29 ai=npiv(9) 2 Mo -
Total: 20 Filtered: 20 Selected: 0

Figure 2-44 Create virtual Fibre Channel server adapter in vios1 partition

4. Enter the Adapter ID for the virtual Fibre Channel server adapter, the name of

the partition it should be connected to, and the Client Adapter ID for the slot
number of the virtual Fibre Channel client adapter. Then click OK as shown in
Figure 2-45.
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Z} https://9.3.5.128 - Create YVirtual Fibre Channel Adapter: vios1 = Micr 0 10| =l

Create Virtual Fibre Channel Adapter:

vios1

Yirtual Fibre Channel adapter

Adapter: *|55
Type of adapter: Server
Client Partition: |NF‘IU(12) j
Client adapter ID: |5| |
|
=
|&] pone ’_’_’_’_|E_|ﬁ Internet Y

Figure 2-45 Set Adapter IDs in vios1 partition

5. Click OK.

6. Add a virtual Fibre Channel client adapter to the virtual 1/O client partition. In
the HMC select your managed server and the partition NPIV. Click Tasks —
Dynamic Logical Partitioning — Virtual Adapters as shown in Figure 2-46.
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hscroo Help\LuguH

| Virtual Adapters

Properlis

Operations
Canfiguration

Sarvicaabilty

Change Default Profile

Harchware Information
Dynamic Logical Partitioning
Console Window

10 Selected: 1

Procassor

Memory
Physical Adapters b
Virtual Adapiars

Hast Ethernet »

&5 | & Systems Management = Servers - MT_B_p570_MMA_101F170
B Welcome 32 £ 2 # [ M m
5] S e (st Selsct ~|Mame  ~|ID & |Status ~ Eﬁfsmi”g ~ |Memory (GB) ~ ’;fc‘)m: ~ |Envicnment  ~ giee’e“e
B Servers = -
BT A pso MMA_100FeAs 0 Eu-,‘im 1 Running 0.25 1 default Virtual /0 Server
B WT_B ps70 MMA_101F170 0 Eviesz 2 Runring o 1 default Virtual 1/0 Server
] p550-SN106629E (i} B 3 Running 0.5 2 default AlX or Linux
L+ Custom Groups 0 4 Not Activated 0, 2 default AIX or Linux
[ System Plans O Eniewmiet 3 Running 1 8 defautt 1510
B HMC Management O |[Eam 6 Running 0.5 2 default AIX or Linux
O 7 Mot Activated 05 2 defautt AIX or Linux
# Service Management | 3 2 sanboot  AIX or Linux
#1 Updates ] En aixnpiv 9 Mot Activated 0 0 normal AIX or Linux
¥ [Eineve 0z ldefaut | AIX or Linux

Tasks: NPIV
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e

“hange Default Profile
Operations
Configuration
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Dynamic Logical Partitioning
Console Window
Serviceability

€] Applet com.ibm. hwimea. p. v, applet. EADDIEE started

B e

Figure 2-46 Add a virtual adapter to NPIV partition

7. Click Actions — Create — Fibre Channel Adapter... as shown in

Figure 2-47.
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//9.3.5.128 - hmc1: ¥Yirtual Adapters - Microsoft Internet Explorer 0] x|
Virtual Adapters: NPIV
Actions ¥ |
Properties
Edit llow for the sharing of physical hardware between logical partitions. The current
=1 o lictad ol
Ethernet Adapter... o
Delete |1D
SCSI Adapter... g
e Serial aAdapter...
Select ~ ]Type S ] Adapter ID ~ J Connecting Partition ~ ] Connecting Adapter ~ ] Required ~ ]
s Ethernet 2 T8, M & Yes
C Server Serial 0 Any Partition Any Partition Slot Yes
C Server Serial 1 Any Partition Any Partition Slot Yes
| Total: 3 Filtered: 3 Selected: 0
Options
LT R—
Detail level : |1 j
@ T T Y

Figure 2-47 Create virtual Fibre Channel client adapter in NPIV partition

8. Enter the Adapter ID for the virtual Fibre Channel client adapter, the name of
the Virtual I/O Server partition it should be connected and the Server adapter
ID for the slot number of the virtual Fibre Channel server adapter and click
OK as shown in Figure 2-48.
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/ZJ https://9.3.5.128 - Create Virtual Fibre Channel Adapter: NPIY | m] 4

-

Create Virtual Fibre Channel r
Adapter: NPIV

virtual Fibre Channel adapter
Adapter: *|5

Type of adapter: Client

Server partition: DS 1(1) j

Server adapter ID: |55

l:l Cancel || Help

|&] Dane |_|_|_|_|T§|§ Inkernet
Figure 2-48 Set Adapter IDs in NPIV partition

N K

9. Click OK.
10.Log in as padmin to the Virtual I/O Server partition vios1.
11.Check all available virtual Fibre Channel server adapters with the 1sdev

command:

$ 1sdev -dev vfchost*

name status description

vfchost0 Available Virtual FC Server Adapter
vfchostl Available Virtual FC Server Adapter
vfchost2 Available Virtual FC Server Adapter
vfchost3 Available Virtual FC Server Adapter
vfchost4 Available Virtual FC Server Adapter
vfchost5 Available Virtual FC Server Adapter

12.Run the cfgdev command configure the previously added virtual Fibre
Channel server adapter:

$ cfgdev

13.Run the 1sdev command again to show the newly configured virtual Fibre
Channel server adapter vfchost6:

$ 1sdev -dev vfchost*

name status description

vfchost0 Available Virtual FC Server Adapter
vfchostl Available Virtual FC Server Adapter
vfchost2 Available Virtual FC Server Adapter
vfchost3 Available Virtual FC Server Adapter
vfchost4 Available Virtual FC Server Adapter
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vfchost5 Available Virtual FC Server Adapter
vfchost6 Available Virtual FC Server Adapter

14.Double check the vial product data of vfchost6 for the slot numbering using
the 1sdev command:

$ 1sdev -dev vfchost6 -vpd
vfchost6 U9117.MMA.101F170-V1-C55 Virtual FC Server
Adapter

Hardware Location Code...... U9117.MMA.101F170-V1-C55

PLATFORM SPECIFIC

Name: vfc-server
Node: vfc-server@30000037
Device Type: fcp
Physical Location: U9117.MMA.101F170-V1-C55

Note: As previously defined in the HMC, vfchost6 is available in slot 55.

15.Map the virtual Fibre Channel server adapter vichost6 with the physical Fibre
Channel adapter fcs3 running the vfemap command:

$ vfcmap -vadapter vfchost6 -fcp fcs3
vfchost6 changed

16.Check the mapping with the Ismap -all -npiv command:

$ 1smap -npiv -vadapter vfchost6
Name Physloc CintID CIntName CInt0S

vfchost6 U9117.MMA.101F170-V1-C55 12

Status:NOT_LOGGED_IN

FC name:fcs3 FC loc code:U789D.001.DQDYKYW-P1-C6-T2
Ports Togged in:0

Flags:4<NOT_LOGGED>

VFC client name: VFC client DRC:

17.Log in to the virtual I/O client partition named NPIV.

18.Run the cfgmgr command to configure the previously defined virtual Fibre
Channel client adapter and check all available Fibre Channel adapters with
the Isdev command:

# 1scfg |grep fcs
+ fcs2 U9117.MMA.101F170-V12-C5-T1 Virtual
Fibre Channel Client Adapter
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+ fcs0 U789D.001.DQDYKYW-P1-C1-T1 8Gb PCI
Express Dual Port FC Adapter (df1000f114108a03)
+ fcsl U789D.001.DQDYKYW-P1-C1-T2 8Gb PCI

Express Dual Port FC Adapter (df1000f114108a03)

A new virtual Fibre Channel client adapter fcs2 has been added to the
operating system.

19.Get the WWPN of this Virtual Fibre Channel client adapter with the 1scfg
command as shown in Example 2-44.
Example 2-44 WWPN of the virtual Fibre Channel client adapter in NPIV partition

# 1scfg -vl fcs2
fcs2 U9117.MMA.101F170-V12-C5-T1 Virtual Fibre Channel
Client Adapter

Network Address............. C05076000AFE0034
ROS Level and ID............

Device Specific.(Z0)........

Device Specific.(Z1)........

Device Specific.(Z2)........

Device Specific.(Z3)........

Device Specific.(Z4)........

Device Specific.(Z5)........

Device Specific.(Z6)........

Device Specific.(Z7)........

Device Specific.(Z8)........ C05076000AFE0034
Device Specific.(Z9)........

Hardware Location Code...... U9117.MMA.101F170-V12-C5-T1

20.Log in to your SAN switch and zone the WWPN of the virtual Fibre Channel
client adapter as shown in Example 2-45 for the IBM 2109-F32.

Example 2-45 Zoning of WWPN for fcs2

itsosan02:admin> portloginshow 15
Type PID World Wide Name credit df_sz cos

fe 660f02 ¢0:50:76:00:0a:fe:00:34 40 2048 ¢ scr=3
fe 660f01 ¢0:50:76:00:0a:fe:00:14 40 2048 ¢ scr=3
fe 660f00 10:00:00:00:c9:74:a4:75 40 2048 ¢ scr=3
ff 660f02 ¢0:50:76:00:0a:fe:00:34 12 2048 ¢ d_id=FFFFFC
ff 660f01 c0:50:76:00:0a:fe:00:14 12 2048 c d_id=FFFFFC
ff 660f00 10:00:00:00:c9:74:a4:75 12 2048 c d_id=FFFFFC

itsosan02:admin> zoneadd "viosl", "c0:50:76:00:0a:fe:00:34"
itsosan02:admin> cfgsave
You are about to save the Defined zoning configuration. This
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action will only save the changes on Defined configuration.
Any changes made on the Effective configuration will not
take effect until it is re-enabled.
Do you want to save Defined zoning configuration only? (yes, y, no, n): [no] y
Updating flash ...
itsosan02:admin> cfgenable npiv
You are about to enable a new zoning configuration.
This action will replace the old zoning configuration with the
current configuration selected.
Do you want to enable 'npiv' configuration (yes, y, no, n): [no] y
zone config "npiv" is in effect
Updating flash ...
itsosan02:admin> zoneshow
Defined configuration:
cfg: npiv viosl; vios2
zone: viosl 20:32:00:a0:b8:11:a6:62; c0:50:76:00:0a:fe:00:14;
10:00:00:00:c9:74:a4:95; c0:50:76:00:0a:fe:00:34
zone: vios2 C0:50:76:00:0A:FE:00:12; 20:43:00:a0:b8:11:a6:62

Effective configuration:

cfg:  npiv

zone: viosl 20:32:00:a0:b8:11:a6:62
c0:50:76:00:0a:fe:00:14
10:00:00:00:c9:74:a4:95
c0:50:76:00:0a:fe:00:34

zone: vios2 ¢0:50:76:00:0a:fe:00:12
20:43:00:a0:b8:11:a6:62

21.Add a new host port for the WWPN to the DS4800 as shown in Figure 2-49.
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IT5EI_DS43I]I] - IBM System Storage DS4000,/FASET Storage Manager 9 (Subsystem Management) - Dlll
Storage Subsystem  View Mappings Array  Logical Drive  Controller  Drive  Advanced  Help %
B B =) B & 2| = %)
) Logical Physical View 5 Mappings View |
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E@ rage Subsystem [TS0_DS4800 Logical Drive Name I Accessible By I LUM I Logical Drive Capacityl Type I
: |% NPTV _ATHE Host: book_rookva_over_physical_FC 0 7 0GB Standard
[=- Undefined Mappings - - 9 physical
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HEA Host Port book_root

BRE ss 0@
Figure 2-49 Add new host port

22.Run the cfgmgr command again to define a second path to the existing disk:

# 1spath
Enabled hdisk0 fscsil
Enabled hdisk0 fscsi2

23.Before you can remove the physical Fibre Channel adapter, you have to
remove the device from the operating system using the rmdev command:

# rmdev -d1 fcsO -R
fcnet0 deleted
fscsi0 deleted

fcsO deleted

# rmdev -d1 fcsl -R
fcnetl deleted
fscsil deleted

fcsl deleted

Note: You have to remove two fcs devices, because this is a two port Fibre
Channel adapter.

24.Run the bosboot and boot1ist command to update your boot record and boot
list.
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# bosboot -ad /dev/hdisk0
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bosboot: Boot image is 39570 512 byte blocks.

# bootlist -m normal hdiskO

# bootlist -m normal

-0

hdisk0 blv=hd5

25.0n the HMC, select partition NPIV and then Tasks — Dynamic Logical
Partitioning — Physical Adapters — Move or Remove as shown in
Figure 2-50.
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: I 4 Not Activated 04 2 default AlIX or Linux
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Sarviceabilty [ i i
Hast Ethernet
Tasks: NPIV JEE]
T 3 Hardware Information
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Figure 2-50 Remove a physical Fibre Channel adapter

26.Select the physical adapter which you want to remove from the list and click
OK, as shown in Figure 2-51.
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/4§ https://9.3.5.128 - hmc1: Move or Remove - Microsoft Internet Expl o1 10| =l

Remove 1I/0 Adapters - NPIV

The /0 adapters that can be dynamically removed from the partition are listed below,
Select the adapters you would like to remove in the table below and click O, You may
optionally move the adapters to another partition by choosing a recipient of the
adapters from the 'Move to partition' list,

Removable I/0 Adapters

w2 |2 |2 | — select Action -— x|
Select ~ | Unit ~ |Bus -~ Slot ~  Description ~ | Pool ID -~
I U7390.001.000YKYY 516 C1 Fibre Channel Serial Bus Unassigned
Options
Move to partition : — T j
/O Pool ID : [Unassigned j

Timeout (minutes) ; |5

Detail lavel : P j
Cancel | Help
|&] Dane I_I_I_I_la_lﬂ Internet 4

Figure 2-51 Select adapter to be removed

Note: Make sure that the adapter to be removed, is defined as desired in
the partition profile. Otherwise it can not be removed.

Migration from vSCSI to NPIV
The migration from a LUN which is mapped to a virtual I/O client through the

Virtual /0 Server is not supported. You can not remove the vSCSI mapping and
then remap it to a WWPN coming from the virtual Fibre Channel adapter.

If you want to migrate rootvg disks, you have four options:

1. Mirroring

You can create additional disks mapped over NPIV. Then you can add this
disks to the rootvg using the command:

$ Tspv
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hdisk0 00cab8bd2ed277ef rootvg active
hdiskl 00ca58bd2f512h88 None

$ extendvg -f rootvg hdiskl

$ Tspv

hdisk0 00cab8bd2ed277ef rootvg active
hdiskl 00cab8bd2f512b88 rootvg active
$

After you have added hdisk1 to the rootvg, you can mirror hdiskO to hdisk1
using the mirrorvg command and boot from hdisk1.

2. Alternate disk installation

Create additional disks mapped over NP1V, and then use alternate disk
installation method.

Note: For more information search for alternate disk installation in the IBM
AIX Information Center at:

http://publib.boulder.ibm.com/infocenter/systems/scope/aix/index.
Jsp

3. migratepv command

If you want to migrate a disk, you can create additional disks mapped over
NPIV. Then you can migrate the disks running the migratepv command,
which moves physical partitions from one physical volume to one or more
physical volumes.

4. NIM backup and restore

You can backup the rootvg onto a NIM server and then restore it to a new disk
mapped over NPIV. Detailed information on NIM backup and restore can be
found in NIM from A to Z in AIX 5L, SG24-7296.

2.9.9 Heterogeneous configuration with NPIV
It is supported to combine virtual Fibre Channel client adapters with physical

adapters using native MPIO as shown in Figure 2-52. One virtual Fibre Channel
client adapter and one physical adapter forms two paths to the same LUN.
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Figure 2-52 Heterogeneous NPIV configuration

Verifying MPIO in a heterogeneous configuration

Example 2-46 shows how to verify MPIO in a configuration with a physical Fibre
Channel adapter in combination with a virtual Fibre Channel client adapter. In
this example only one physical port is used on the physical adapter. Using two
ports on the physical adapter and one virtual adapter would result in three paths
to hdisk2.

Example 2-46 Verifying MPIO in a heterogeneous configuration

# 1sdev -1 fcs*

fcsO Available 00-00 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)
fcsl Available 00-01 8Gb PCI Express Dual Port FC Adapter (df1000f114108a03)
fcs2 Available 31-T1 Virtual Fibre Channel Client Adapter

# 1sdev -p fcsO
fcnet0 Defined 00-00-01 Fibre Channel Network Protocol Device
fscsi0 Available 00-00-02 FC SCSI I/0 Controller Protocol Device

# 1sdev -p fcsl
fcnetl Defined 00-01-01 Fibre Channel Network Protocol Device
fscsil Available 00-01-02 FC SCSI I/0 Controller Protocol Device

# 1sdev -p fcs2
fscsi2 Available 31-T1-01 FC SCSI I/0 Controller Protocol Device
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# cfgmgr

# lspv

hdisk0 00c1f170e327afa7 rootvg active
hdiskl 00c1f170e170fbb2 None

hdisk2 00c1f17045453fcl None

# lspath

EnabTed hdiskO vscsiO
EnabTed hdiskl vscsi0
EnabTed hdisk0 vscsil
Enabled hdisk2 fscsil
Enabled hdisk2 fscsi2

# 1scfg -v1 fscsil
fscsil U789D.001.DQDYKYW-P1-C1-T2 FC SCSI I/0 Controller Protocol Device

# 1scfg -vl fscsi2
fscsi2 U9117.MMA.101F170-V3-C31-T1 FC SCSI I/0 Controller Protocol Device

# 1spath -E1 hdisk2 -p fscsil

scsi_id  0x660e00 SCSI ID False
node_name 0x200200a0b811a662 FC Node Name False
priority 1 Priority True

# 1spath -E1 hdisk2 -p fscsi2

scsi_id  0x660e00 SCSI ID False
node_name 0x200200a0b811a662 FC Node Name False
priority 1 Priority True
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3

Virtual network management

Network connectivity in the virtual environment is extremely flexible. This chapter
describes best practices for the virtual network configuration. We discuss how to
change the IP or the VLAN in a virtualized environment, along with mapping
management and tuning packet sizes for best performance. It is assumed you
are well versed in setting up virtual network environment. In case not refer to
PowerVM Virtualization on IBM System p: Introduction and Configuration,
SG24-7940.
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3.1 Changing IP addresses or VLAN

This section describes how to change the IP address and the VLAN within a
virtual I/O environment and its impact on the Virtual /O Server and the virtual /0
client.

3.1.1 Virtual I/0 Server network address changes

The following sections pertain to the Virtual I/O Server.

Changes to the IP address
The IP address on the Shared Ethernet Adapter is used for:

» RMC communication for dynamic LPAR on the Virtual I/O Server

» Logon to the Virtual I/O Server

» NIM installation or restore (the installios command) of the Virtual /O Server
» Performance monitoring using the topas command

» Update or upgrade the Virtual I/O Server from the NIM server

» Back up of the Virtual I/O Server to the NIM server or other network servers
The IP address assigned to the Shared Ethernet Adapter is transparent to the
virtual I/O client. Therefore, the IP address on the Shared Ethernet Adapter

device can be changed without affecting the virtual I/O client using the Shared
Ethernet Adapter device.

If the IP address must be changed on en5, for example, from 9.3.5.108 to
9.3.5.109 and the host name from VIO_Server1 to VIO_Server2, use the
following command:

mktcpip -hostname VIO Server2 -inetaddr 9.3.5.109 -interface enb

If you only want to change the IP address or the gateway of a network interface,
you can also use the chtcpip command:

chtcpip -interface en5 -inetaddr 9.3.5.109

Note that if you want to change the adapter at the same time, such as from en5

to en8, you have to delete the TCP/IP definitions on enb5 first by using the
rmtcpip command and then running the mktcpip command on en8.

Changes to the VLAN

You can add or remove the VLANSs on an existing tagged virtual Ethernet adapter
using dynamic LPAR without interrupting the service running on that Virtual /0
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Server. Remember to change the partition profile to reflect the dynamic change
by either using the save option or the properties option on the partition context
menu. It will probably also need a network switch change, and should be
coordinated with the network admins of your company.

Another possibility is to use the smitty vlan command to create a VLAN AIX
device on top of the existing network adapter to place tags onto packets.

To start bridging a new tagged VLAN ID, you can create a new virtual Ethernet
with a temporary PVID and any tagged VIDs you want. Then, use dynamic LPAR
to move it into the Virtual I/O Server, and use the chdev command to add the new
adapter to the list of virt_adapters of the SEA. It will immediately begin bridging
the new VLAN ID without an interruption.

You can add a new physical Ethernet adapter, a new Shared Ethernet Adapter,
and a new virtual Ethernet adapter to make a tagged virtual Ethernet adapter.
Doing this, you can move from an untagged to a tagged virtual Ethernet adapter.
This requires a small planned service window as the virtual I/O clients are moved
from the untagged to the tagged adapter, such as any change of IP address
would require in a non-virtualized environment.

This also applies when you move from tagged to untagged virtual Ethernet
adapters. We recommend that you plan and document a change from untagged
to tagged virtual Ethernet adapters or vice versa.

3.1.2 Virtual I/O client network address changes

The following sections pertain to the virtual I/O client.

Changes to the IP address
For an AIX virtual I/O client to change the IP address on a virtual Ethernet
adapter use SMIT or the mktcpip command:

In this example, we change the IP address from 9.3.5.113 t0 9.3.5.112 and
the host name from Ipar03 to Ipar02. The virtual Ethernet adapter can be
modified in the same way you modify a physical adapter, using the following
command:

mktcpip -h 1par02 -a 9.3.5.112 -i en0
For an IBM i virtual 1/O client the following procedure describes how to change
the IP address on a physical or virtual Ethernet adapter:

Add a new TCP/IP interface with the new IP address (9.3.5.123) to an existing
Ethernet line description (ETHO1) using the ADDTCPIFC command as
follows:
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ADDTCPIFC INTNETADR('9.3.5.123') LIND(ETHO1)
SUBNETMASK('255.255.254.0")

Start the new TCP/IP interface using the STRTCPIFC command as follows:
STRTCPIFC INTNETADR('9.3.5.123')

The TCP/IP interface with the old IP address (9.3.5.119) can now be ended
and removed using the ENDTCPIFC and RMVTCPIFC command as follows:

ENDTCPIFC INTNETADR('9.3.5.119')
RMVTCPIFC INTNETADR('9.3.5.119')

Alternatively the CFGTCP command choosing option 1. Work with TCP/IP
interfaces allows a menu-based change of TCP/IP interfaces.

To change the hostname for an IBM i virtual 1/O client use the CHGTCPDMN
command.

Changes to the VLAN

If you want to change the VLAN information at the Virtual I/O Server, it is possible
to add or remove the VLANSs on an existing tagged virtual Ethernet adapter using
dynamic LPAR without interrupting the network service running to the virtual 1/0
clients. Adding additional IP addresses at the virtual 1/O clients can be done as
an alias IP address, which will not interrupt the network service on that virtual 1/0O
client. Keep in mind, as with all dynamic LPAR changes, to change the partition
profile by either using the save option or the properties option on the partition
context menu.

With virtual I/O clients, you cannot change from an untagged to a tagged virtual
Ethernet adapter without interrupting that network service. You can add a new
virtual Ethernet adapter and make that a tagged virtual Ethernet adapter. In this
way, you can move from an untagged to tagged virtual Ethernet adapter requiring
a small planned service window as the virtual I/O client is moved from the
untagged to the tagged adapter. This is the same interruption as a change of IP
address would require in a non-virtualized environment.

This also applies when you move from tagged to untagged virtual Ethernet
adapters. We recommend that you plan and document a change from untagged
to tagged virtual Ethernet adapters or tagged to untagged.

3.2 Managing the mapping of network devices

One of the keys to managing a virtual environment is keeping track of what
virtual objects correspond to what physical objects. In the network area, this can
involve physical and virtual network adapters, and VLANs that span across hosts
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and switches. This mapping is critical for managing performance and to
understand what systems will be affected by hardware maintenance.

In environments that require redundant network connectivity, this section focuses
on the SEA failover method in preference to the Network Interface Backup
method of providing redundancy.

Depending on whether you choose to use 802.1Q tagged VLANSs, you might
need to track the following information:

» Virtual I/O Server

— Server host name

— Physical adapter device name

— Switch port

— SEA device name

— Virtual adapter device name

— Virtual adapter slot number

— Port virtual LAN ID (in tagged and untagged usages)
— Additional virtual LAN IDs

» Virtual I/O client

— Client host name

Virtual adapter device name

Virtual adapter slot number

Port virtual LAN ID (in tagged and untagged usages)
Additional virtual LAN IDs

Because of the number of fields to be tracked, we recommend the use of a
spreadsheet or database program to track this information. Record the data
when the system is installed, and track it over time as the configuration changes.

3.2.1 Virtual network adapters and VLANs

Virtual network adapters operate at memory speed. In many cases where
additional physical adapters are needed, there is no need for additional virtual
adapters. However, transfers that remain inside the virtual environment can
benefit from using large MTU sizes on separate adapters. This can lead to
improved performance and reduced CPU utilization for transfers that remain
inside the virtual environment.

The POWER Hypervisor™ supports tagged VLANSs that can be used to separate
traffic in the system. Separate adapters can be used to accomplish the same
goal. Which method you choose, or a combination of both, should be based on
common networking practice in your data center.
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3.2.2 Virtual device slot numbers

Virtual storage and virtual network devices have a unique slot number. In
complex systems, there tend to be far more storage devices than network
devices, because each virtual SCSI device can only communicate with one
server or client. We recommend that the slot numbers through 20 be reserved for
network devices on all LPARs in order to keep the network devices grouped
together. In some complex network environments with many adapters, more slots
might be required for networking.

The maximum number of virtual adapter slots per LPAR should be increased
above the default value of 10 when you create an LPAR. The appropriate number
for your environment depends on the number of LPARs and adapters expected
on each system. Each unused virtual adapter slot consumes a small amount of
memory, so the allocation should be balanced with expected requirements. To
plan memory requirements for your system configuration, use the System
Planning Tool available at:

http://www.ibm.com/servers/eserver/iseries/Ipar/systemdesign.html

3.2.3 Tracing a configuration

Despite the best intentions in record keeping, it sometimes becomes necessary
to manually trace virtual network connections back to the physical hardware.

AIX Virtual Ethernet configuration tracing

For an AlX virtual 1/O client partition with multiple virtual network adapters, the
slot number of each adapter can be determined using the adapter physical
location from the 1scfg command. In the case of virtual adapters, this field
includes the card slot following the letter C as shown in the following example:

# 1scfg -1 ent*
ent0 U9117.MMA.101F170-V3-C2-T1 Virtual I/0 Ethernet
Adapter (1-1an)

You can use the slot numbers from the physical location field to trace back via the
HMC Virtual Network Management option and determine what connectivity and
VLAN tags are available on each adapter:

From the HMC Systems Management — Servers view select your Power
Systems server and choose Configuration — Virtual Network Management as
shown in Figure 3-1.
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Figure 3-1 HMC Virtual Network Management

Select a VLAN to find out where your AlX virtual I/O client Ethernet adapter is
connected to. In our example, the AIX61 LPAR virtual I/O client adapter ent0 in
slot2 is on VLAN1 as shown in Figure 3-2.
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& https://9.3.5.128 - hmc1: Virtual Network Management - Microsoft Internet Explorer u@ﬁ

Virtual Network Management - MT_B_p570_MMA_101F170

Action ™

Virtual Switches

This panel allows you to manage Virtual Switch (VSwitch) and Virtual Local Area Network
(VLAN) configuration.

VSwitch

VSwitch: ETHERNETO(Default) j

Virtual LANs

This table displays VLANs in the selected VSwitch.

Select VLAN| * Bridge |
[ 1 ent0(U7890.001.0QDYKYW-P1-C4-T1) entO{U7890.001.DQDYKYW-P1-C5-T1)
e a0

* The bridge adapters are listed in the order of their trunk priority.

Details
Partitions Shared Ethernet Adapters
Partition| Virtual Adapter Shared Adapter| Priority VIOS |
vios1 ent2(slot 11) ent0(Slot 11) 1 vios1
vios2 ent2(Slot 11) entd(Slot 11) 2 vios2

vios1 ent4(Slot 13)
AIX61 ent0(Slot 2)
vios2 entd(Slot 13)
RHEL (Slot 2)

SLES (Slot 2)

relp

&) S & Internet

Figure 3-2 Virtual Ethernet adapter slot assignments

Note: The HMC Virtual Network Management function currently does not
support IBM i partitions.

IBM i Virtual Ethernet configuration tracing

For an IBM i virtual I/O client partition with virtual Ethernet adapters the slot
number of each adapter can be determined using the adapter location
information. To display the adapter location information use the WRKHDWRSC *CMN
command choosing option 7=Display resource detail for the virtual Ethernet
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adapter (type 268C) as shown in Figure 3-3. The location field includes the card
slot following the letter C as shown with slot 2 in Figure 3-4.

Work with Communication Resources
System:E101F170
Type options, press Enter.
5=Work with configuration descriptions 7=Display resource detail
Opt Resource Type Status Text
CMBO6 6B03 Operational Comm Processor
LINO3 6B03 Operational Comm Adapter
CMNO2 6B03 Operational Comm Port
CMBO7 6B03 Operational Comm Processor
LINO1 6B03 Operational Comm Adapter
CMNO3 6B03 Operational Comm Port
CMBO8 268C Operational Comm Processor
LINO2 268C Operational LAN Adapter
7 CMNO1 268C Operational Ethernet Port
Bottom
F3=Exit  F5=Refresh  F6=Print Fl12=Cancel

Figure 3-3 IBM i Work with Communication Resources screen
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Display Resource Detail
System:E101F170

Resource name . . . . . . . : CMNOl

Text . . . . . ... ... .: Ethernet Port
Type-model . . . . . . . . . : 268C-002
Serial number . . . . . . . : 00-00000

Part number . . . . . . . . :

Location : U9117.MMA.101F170-V5-C2-T1

Logical address:

SPD bus:

System bus 255

System board 128
More...

Press Enter to continue.

F3=Exit F5=Refresh  F6=Print F12=Cancel

Figure 3-4 IBM i Display Resource Details screen

You can use this slot number from the physical location field to trace back via the
HMC partition properties and determine what connectivity and VLAN tags are
available on each adapter:

From the HMC Systems Management — Servers view select your Power
Systems server, select your IBM i partition and choose Properties to open the
partition properties screen as shown in Figure 3-5.
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Properties
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ings are listed below.

apters : *h,:,,:,
Taradapters @ 5]
2| p) (o B | [ select Action — [v]
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Figure 3-5 HMC IBMi61 partition properties screen

Selecting the IBM i client virtual Ethernet adapter and choosing Actions —
Properties shows for our example that the IBM i client virtual Ethernet adapter in
slot 2 is on VLAN1 as shown in Figure 3-6.

€] hitps://9.3.5.128 - hmc1: Properties - Micr... (= |23
~
Virtual Ethernet Adapter Properties: IBMi61
Virtual ethernet adapter
Adapter ID : 2
VSwitch : ETHERNETO
VLAN ID : 1 =
IEEE 802.1q compatible : False
Additional VLAN IDs :
Access external network @ False
Trunk priority : 1
i
(v
@ Done é 0 Internet

Figure 3-6 HMC virtual Ethernet adapter properties screen
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3.3 SEA threading on the Virtual I/O Server

The Virtual 1/0 Server enables you to virtualize both disk and network traffic for
IBM AlX, IBM i, and Linux operating system-based clients. The main difference
between these types of traffic is their persistence. If the Virtual /0O Server has to
move network data around, it must do this immediately because network data
has no persistent storage. For this reason, the network services provided by the
Virtual 1/0 Server (such as the Shared Ethernet Adapter) run with the highest
priority. Disk data for virtual SCSI devices is run at a lower priority than the
network because the data is stored on the disk and there is less of a danger of
losing data due to timeouts. The devices are also normally slower.

The shared Ethernet process of the Virtual I/O Server prior to Version 1.3 runs at
the interrupt level that was optimized for high performance. With this approach, it
ran with a higher priority than the virtual SCSI if there was very high network
traffic. If the Virtual 1/0O Server did not provide enough CPU resource for both, the
virtual SCSI performance could experience a degradation of service.

Starting with Virtual I/O Server Version 1.3, the Shared Ethernet function is
implemented using kernel threads. This enables a more even distribution of the
processing power between virtual disk and network.

This threading can be turned on and off per Shared Ethernet Adapter (SEA) by
changing the thread attribute and can be changed while the SEA is operating
without any interruption to service. A value of 1 indicates that threading is to be
used and 0 indicates the original interrupt method:

$ 1sdev -dev ent2 -attr thread
value

0

$ chdev -dev ent2 -attr thread=1
ent2 changed

$ T1sdev -dev ent2 -attr thread
value

1

Using threading requires a minimal increase of CPU usage for the same network
throughput; but with the burst nature of network traffic, we recommend enabling
threading (this is now the default). By this, we mean that network traffic will come
in spikes, as users log on or as Web pages load, for example. These spikes
might coincide with disk access. For example, a user logs on to a system,
generating a network activity spike, because during the logon process some form
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of password database stored on the disk will most likely be accessed or the user
profile read.

The one scenario where you should consider disabling threading is where you
have a Virtual I/O Server dedicated for network and another dedicated for disk.
This is only recommended when mixing extreme disk and network loads together
on a CPU constricted server.

Usually the network CPU requirements will be higher than those for disk. In
addition, you will probably have the disk Virtual I/O Server setup to provide a
network backup with SEA failover if you want to remove the other Virtual I/O
Server from the configuration for scheduled maintenance. In this case, you will
have both disk and network running through the same Virtual I/O Server, so
threading is recommended.

3.4 Jumbo frame and path MTU discovery

This section provides information about maximum transfer unit (MTU) and how to
use jumbo frames. We also describe the path MTU discovery changes in AIX
Version 5.3 and provide recommendations about virtual Ethernet tuning with path
MTU discovery.

We discuss the following topics:

» Maximum transfer unit

» Path MTU discovery

» How to use jumbo frame and recommendations for virtual Ethernet

3.4.1 Maximum transfer unit

There is a limit on the frame size for Ethernet, IEEE 802.x local area networks,
and other networks. The maximum length of an Ethernet frame is 1526 bytes, so
it can support a data field length of up to 1500 bytes. Table 3-1 provides typical
maximum transmission units (MTUs).

Table 3-1 Typical maximum transmission units (MTUs)

Network MTU (bytes)
Official maximum MTU 65535
Ethernet (10 or 100 MBps) 1500
Ethernet (802.3) 1492
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Network MTU (bytes)
Ethernet (gigabit) 9000

FDDI 4352
TokenRing (802.5) 4464

X.25 576

Official minimum MTU 68

If you send data through a network, and the data is greater than the network’s
MTU, it can become fragmented because it gets broken up into smaller pieces.
Each fragment must be equal to or smaller than the MTU.

The MTU size can affect the network performance between source and target
systems. The use of large MTU sizes allows the operating system to send fewer
packets of a larger size to reach the same network throughput. The larger
packets reduce the processing required in the operating system, because each
packet requires the same amount of processing. If the workload is only sending
small messages, the larger MTU size will not help.

The maximum segment size (MSS) corresponds to the MTU size minus TCP and
IP header information which are 40 bytes for IPv4 and 60 bytes for IPv6. The
MSS is the largest data or payload that the TCP layer can send to the destination
IP address. When a connection is established, each system announces an MSS
value. If one system does not receive an MSS from the other system, it uses the
default MSS value.

In AIX Version 5.2 or earlier, the default MSS value was 512 bytes, but starting
with AIX Version 5.3 1460 bytes is supported as the default value. If you apply
APAR 1Y57637 in AIX Version 5.2, the default MSS value is changed to 1460
bytes.

The no -a command displays the value of the default MSS as tcp_mssdf1t. On
AlX 6 you receive the information shown in Example 3-1.

Example 3-1 The default MSS value in AIX 6.1

#no -a |grep tcp
tcp_bad_port_limit = 0
tcp_ecn = 0
tcp_ephemeral_high = 65535
tcp_ephemeral_low = 32768
tep_finwait2 = 1200
tcp_icmpsecure = 0
tep_init_window = 0
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tcp_inpcb_hashtab_siz = 24499
tcp_keepent = 8
tcp_keepidle = 14400
tcp_keepinit = 150
tcp_keepintvl = 150
tcp_limited_transmit = 1
tep_low_rto = 0
tcp_maxburst = 0
tcp_mssdf1t = 1460
tcp_nagle_limit = 65535
tcp_nagleoverride = 0
tcp_ndebug = 100
tcp_newreno = 1
tcp_nodelayack = 0
tcp_pmtu_discover = 1
tcp_recvspace = 16384
tcp_sendspace = 16384
tcp_tcpsecure = 0
tep_timewait =1
tep_ttl = 60
tcprexmtthresh = 3

For IBM i the default MTU size specified, by default, in the Ethernet line
description’s maximum frame size parameter is 1496 bytes which means 1500
bytes for non encapsulated TCP/IP packets.

If the source network does not receive an MSS when the connection is first
established, the system uses the default MSS value. Most network environments
are Ethernet, and this can support at least a 1500-byte MTU.

For example, if you execute an FTP application when the MSS value is not
received, in AIX Version 5.2 or earlier, the application only uses a 512-byte MSS
during the first connection because the default MSS value is 512 bytes, and this
can cause degradation in performance. The MSS is negotiated for every
connection, so the next connection can use a different MSS.

3.4.2 Path MTU discovery

Every network link has a maximum packet size described by the MTU. The
datagrams can be transferred from one system to another through many links
with different MTU values. If the source and destination system have different
MTU values, it can cause fragmentation or dropping of packets while the smallest
MTU for the link is selected. The smallest MTU for all the links in a path is called
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the path MTU, and the process of determining the smallest MTU along the entire
path from the source to the destination is called path MTU discovery (PMTUD).

With AIX Version 5.2 or earlier, the Internet Control Message Protocol (ICMP)
echo request and ICMP echo reply packets are used to discover the path MTU
using IPv4. The basic procedure is simple. When one system tries to optimize its
transmissions by discovering the path MTU, it sends packets of its maximum
size. If these do not fit through one of the links between the two systems, a
notification from this link is sent back saying what maximum size this link will
support. The notifications return an ICMP “Destination Unreachable” message to
the source of the IP datagram, with a code indicating “fragmentation needed and
DF set” (type 3, type 4).

When the source receives the ICMP message, it lowers the send MSS and tries
again using this lower value. This is repeated until the maximum possible value
for all of the link steps is found.

Possible outcomes during the path MTU discovery procedure include:

» The packet can get across all the links to the destination system without being
fragmented.

» The source system can get an ICMP message from any hop along the path to
the destination system, indicating that the MSS is too large and not supported
by this link.

This ICMP echo request and reply procedure has a few considerations. Some
system administrators do not use path MTU discovery because they believe that
there is a risk of denial of service (DoS) attacks.

Also, if you already use the path MTU discovery, routers or fire walls can block
the ICMP messages being returned to the source system. In this case, the
source system does not have any messages from the network environment and
sets the default MSS value, which might not be supported across all links.

The discovered MTU value is stored in the routing table using a cloning
mechanism in AIX Version 5.2 or earlier, so it cannot be used for multipath
routing. This is because the cloned route is always used instead of alternating
between the two multipath network routes. For this reason, you can see the
discovered MTU value using the netstat -rn command.

Beginning with AIX Version 5.3, there are some changes in the procedure for
path MTU discovery. Here the ICMP echo reply and request packets are not used
anymore. AlX Version 5.3 uses TCP packets and UDP datagrams rather than
ICMP echo reply and request packets. In addition, the discovered MTU will not
be stored in the routing table. Therefore, it is possible to enable multipath routing
to work with path MTU discovery.
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When one system tries to optimize its transmissions by discovering the path
MTU, a pmtu entry is created in a Path MTU (PMTU) table. You can display this
table using the pmtu display command, as shown in Example 3-2. To avoid the
accumulation of pmtu entries, unused pmtu entries will expire and be deleted
when the pmtu_expire time is exceeded.

Example 3-2 Path MTU display

# pmtu display

dst gw If pmtu refcnt  redisc_t exp
9.3.4.148 9.3.5.197 en0 1500 1 22 0
9.3.4.151 9.3.5.197 en0 1500 1 5 0
9.3.4.154 9.3.5.197 en0 1500 3 6 0
9.3.5.128 9.3.5.197 en0 1500 15 1 0
9.3.5.129 9.3.5.197 en0 1500 5 4 0
9.3.5.171 9.3.5.197 en0 1500 1 1 0
9.3.5.197 127.0.0.1 100 16896 18 2 0
192.168.0.1 9.3.4.1 en0 1500 0 1 0
192.168.128.1 9.3.4.1 en0 1500 0 25 5
9.3.5.230 9.3.5.197 en0 1500 2 4 0
9.3.5.231 9.3.5.197 en0 1500 0 6 4
127.0.0.1 127.0.0.1 100 16896 10 2 0

Path MTU table entry expiration is controlled by the pmtu_expire option of the no
command. The pmtu_expire option is set to 10 minutes by default.

For IBM i path MTU discovery is enabled by default for negotiation of larger frame
transfers. To change the IBM i path MTU discovery setting use the CHGTCPA
command.

IPv6 never sends ICMPv6 packets to detect the PMTU. The first packet of a
connection always starts the process. In addition, IPv6 routers are designed to
never fragment packets and always return an ICMPv6 Packet too big message if
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they are unable to forward a packet because of a smaller outgoing MTU.
Therefore, for IPv6, no changes are necessary to make PMTU discovery work
with multipath routing.

3.4.3 Using jumbo frames

Jumbo frame support on physical Ethernet adapters under the AIX 6 operating
system has a simple design. It is controlled with an attribute on the physical
adapter. Virtual Ethernet adapters support all possible MTU sizes automatically.

There is no attribute for jumbo frames on a virtual Ethernet adapter. If an
interface is configured on top of a virtual Ethernet adapter, there is an MTU value
on the virtual Ethernet interface. Sending jumbo frames from the Shared
Ethernet Adapter (SEA) interface is not available on Virtual /O Server Version
1.5, but bridging jumbo packets is. At the time of writing, packets to and from the
SEA interface itself use an MTU of 1500.

However, the primary purpose of SEA is to bridge network communication
between the virtual I/O clients and the external network. If the virtual adapter in
the virtual 1/O clients and the physical Ethernet adapter in the Virtual I/O Server
associated with the SEA are all configured to MTU 9000 or have jumbo frames
enabled, respectively, the traffic from the virtual I/O clients to the external
network can have an MTU of 9000. Although the SEA cannot initiate network
traffic using jumbo frames, it is able to bridge this traffic.

To configure jumbo frame communications between AIX or IBM i virtual I1/O
clients and an external network, use the following steps:

1. For the Virtual I/0O Server set an MTU value of 9000 for the physical adapter
by enabling jumbo frames with the following command:

$ chdev -dev ent0 -attr jumbo_frames=yes
ent0 changed

If this physical adapter is in use by the SEA, remove the SEA and then
recreate it. You can use the 1sdev -dev ent0 -attr command to check the
jumbo frame attribute of the physical adapter.

2. For the virtual I/O client enable jumbo frames as follows:

For an AlIX virtual I/O client change the virtual Ethernet adapter MTU value
using the following chdev command:

# chdev -1 en0 -a mtu=9000
en0 changed
# 1sattr -E1 en0

aliasé4 IPv4 Alias including Subnet Mask True
alias6b IPv6 Alias including Prefix Length True
arp on Address Resolution Protocol (ARP) True
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authority Authorized Users True
broadcast Broadcast Address True
mtu 9000 Maximum IP Packet Size for This Device True
netaddr 9.3.5.197 Internet Address True
netaddr6 IPv6 Internet Address True
netmask 255.255.254.0 Subnet Mask True
prefixlen Prefix Length for IPv6 Internet Address True
remmtu 576 Maximum IP Packet Size for REMOTE Networks True
rfcl323 Enable/Disable TCP RFC 1323 Window Scaling True
security none Security Level True
state up Current Interface Status True
tcep_mssdflt Set TCP Maximum Segment Size True
tcp_nodelay Enable/Disable TCP_NODELAY Option True
tcp_recvspace Set Socket Buffer Space for Receiving True
tcp_sendspace Set Socket Buffer Space for Sending True

Note: For an AlX partition, virtual Ethernet adapter does not have any
attribute for jumbo frame.

For an IBM i virtual I/O client with the default setting of the MTU size defined
in the Ethernet line description use the following procedure to enable jumbo
frames:

End the TCP/IP interface for the virtual Ethernet adapter using the ENDTCPIFC
command as follows:

ENDTCPIFC INTNETADR('9.3.5.119')

Vary off the virtual Ethernet adapter line description using the VRYCFG
command as follows:

VRYCFG CFGOBJ(ETHO1) CFGTYPE(*LIN) STATUS(*OFF)

Change the corresponding virtual Ethernet adapter line description using the
CHGLIND command as follows:

CHGLINETH LIND(ETHO1) MAXFRAME(8996)

Vary on the virtual Ethernet adapter line description again using the VRYCFG
command as follows:

VRYCFG CFGOBJ(ETHO1) CFGTYPE(*LIN) STATUS(*ON)
Start the TCP/IP interface again using the STRTCPIFC command as follows:
STRTCPIFC INTNETADR('9.3.5.119')

Verify jumbo frames are enabled on the IBM i virtual I/O client using the
WRKTCPSTS *IFC command and selecting F11=Display interface status as
shown in Figure 3-7.
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Work with TCP/IP Interface Status
System: E101F170
Type options, press Enter.
5=Display details 8=Display associated routes 9=Start 10=End
12=Work with configuration status 14=Display multicast groups
Internet Subnet Type of Line
Opt Address Mask Service MTU Type
9.3.5.119 255.255.254.0  *NORMAL 8992 *ELAN
127.0.0.1 255.0.0.0 *NORMAL 576 *NONE
Bottom
F3=Exit F9=Command Tine F11=Display interface status F12=Cancel
F13=Sort by column F20=Work with IPv6 interfaces F24=More
keys

Figure 3-7 IBM i Work with TCP/IP Interface Status screen

Note: The maximum frame sizes like 1496 or 8996 specified on the IBM i
Ethernet line description account for different protocols like SNA or TCP
being supported when using the default setting of *ALL for the Ethernet
standard parameter. Setting the line description Ethernet standard to
*ETHV2 allows using the full Ethernet MTU size of 1500 or 9000.

Important: Check the port on the switch that is connected to the real adapter
associated with the SEA. This must have jumbo frames enabled so jumbo
frames send by the virtual 1/O clients through the Virtual I/O Server do not get
defragmented by the network switch.

134 PowerVM Virtualization on Power Systems: Managing and Monitoring




Draft Document for Review November 7, 2008 4:31 pm 7590ch03_network_mgt.fm

3.4.4 Virtual Ethernet tuning with path MTU discovery

The MTU and ISNO settings can be tuned to provide better network
performance. Note the following considerations to get the best performance in a
virtual network:

» Virtual Ethernet performance is based on CPU capacity entitlement and
TCP/IP parameters such as MTU size, buffer size, and rfc1323 settings.

» If you have large data packets, selecting a high MTU size improves
performance because more data per packet can be sent, and therefore, the
data is sent using fewer packets.

» Keep the attributes tcp_pmtu_discover and chksum_offload set to their
default values.

» Do not turn off simultaneous multithreading unless your applications require
it.

3.4.5 TCP checksum offload

The TCP checksum offload option enables the network adapter to verify the TCP
checksum on transmit and receive, which saves the host CPU from having to
compute the checksum. This feature is used to detect a corruption of data in the
packet on physical adapters, so virtual Ethernet adapters do not need the
checksum process. The checksum offload option in virtual Ethernet adapters is
enabled by default, as in physical Ethernet adapters. If you want the best
performance between virtual Ethernet adapters, enable the checksum offload
option on the source and destination system. If it is disabled in the source or
destination system, the hypervisor detects the state and validates the checksum
when it is needed. It can be enabled or disabled using the attribute
chksum_offload of the adapter.

3.4.6 Largesend option

The Gigabit or higher Ethernet adapters for IBM Power Systems support TCP
segmentation offload (also called largesend). This feature extends the TCP
largesend feature to virtual Ethernet adapters and Shared Ethernet Adapters
(SEA). In largesend environments, TCP sends a big chunk of data to the adapter
when TCP knows that the adapter supports largesend. The adapter will break
this big TCP packet into multiple smaller TCP packets that will fit the outgoing
MTU of the adapter, saving system CPU load and increasing network
throughput.

The TCP largesend feature is extended from Virtual I/O client all the way up to
the real adapter of VIOS. The TCP stack on the Virtual I/O client will determine
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whether the Virtual I/O server supports largesend. If Virtual I/O server supports
TCP largesend, the Virtual I/O client sends a big TCP packet directly to Virtual
I/O server.

If Virtual Ethernet adapters are used in an LPAR-LPAR environment, however,
the large TCP packet does not need to be broken into multiple smaller packets.
This is because the underlying hypervisor will take care of sending the big chunk
of data from one client to another client.

Tip: Largesend is enabled by default on Virtual 1/O client for virtual adapters.

To enable largesend on a virtual I/O client adapter use following command on the
interface and not adapter:

# ifconfig en0 largesend
And it can be disabled using:

# ifconfig en0 -largesend

This feature allows the use of a large MTU for LPAR-LPAR communication,
resulting in significant CPU savings and increasing network throughput.

If Virtual I/0 Client wants to send large data outside machine then attribute
largesend needs to be enabled on SEA bridge device and attribute 1arge_send
needs to be enabled on physical adapter connected to the SEA. If Targe_send is
not enabled on physical adapter but Targesend is enabled on SEA bridge
adapter then Virtual I/O clients can not send big TCP packets outside of
machine. But it can still send packets to another Virtual I/O clients on the same
machine.

The largesend option for packets originating from the SEA interface is not
available using Virtual I/O Server Version 1.5 (packets coming from the Virtual
I/0O Server itself).

You can check the largesend option on the SEA using Virtual I/O Server Version
1.5, as shown in Example 3-3. In this example, it is set to off.

Example 3-3 Largesend option for SEA

$ 1sdev -dev ent6 -attr
attribute value description
user_settable

ctl_chan Control Channel adapter for SEA failover True
gvrp no Enable GARP VLAN Registration Protocol (GVRP) True
ha_mode disabled High Availability Mode True
jumbo_frames no Enable Gigabit Ethernet Jumbo Frames True
large_receive no Enable receive TCP segment aggregation True
Targesend 0 Enable Hardware Transmit TCP Resegmentation True
netaddr 0 Address to ping True
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pvid 1 PVID to use for the SEA device True
pvid_adapter ent4 Default virtual adapter to use for non-VLAN-tagged packets True
real_adapter ent0 Physical adapter associated with the SEA True
thread 1 Thread mode enabled (1) or disabled (0) True
virt_adapters ent4 List of virtual adapters associated with the SEA (comma separated) True

It can be enabled using following command:

$ chdev -dev ent6 -attr largesend=1
ent6 changed

Similarly, Targe_send can be enabled on physical adapter too on Virtual I/0
server. If the physical adapter is connected to SEA then you need to bring it down
and then change the attribute otherwise it will fail with device busy message.

3.5 SEA enhancements

Few enhancements have been done on Shared ethernet adapter (SEA). IEEE
standard 802.1q, Quality of Service (QoS) has been added to SEA and
performance metrics can be calculated for SEA based on various parameters.
This section explains how QoS works for SEA and how it can be configured.

QoS allows user to divide the network bandwidth on a packet-by-packet basis by
setting a user priority when sending the packet.

As explained in Chapter 3.3, “SEA threading on the Virtual I/0O Server” on

page 126 each SEA instance has certain thread (currently 7) for multiprocessing.
Each thread will have 9 queues to take care of network jobs at different priority
level. Currently total number of queues are 9. Each queue will take care of the
jobs at a priority level and one queue is kept aside which will be used when QoS
is disabled.

Important: QoS works only for tagged packets, which means all packets
emanating from VLAN pseudo device of virtual I/O client. Since virtual
Ethernet does not tag a packet so its network traffic cannot be prioritized. It
will however go at queue 0 which is default queue at priority level 1.

Note to Reviewer:

Each thread will independently follow the same algorithm to determine what
queue to send a packet from. A thread will sleep when there are no packets on
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any of the nine queues. Once QoS is enabled, SEA will check the priority value of
all tagged packets and put that in the corresponding queue.

If QoS is not enabled, then regardless if the packet is tagged or untagged, SEA
will ignore the priority value and place all packets in the disabled queue. This will
ensure that the packets being enqueued while QoS is disabled will not be sent
out of order when QoS is enabled.

When SEA is enabled, there are 2 algorithms to schedule jobs:

| 3.5.1 Strict mode

In this all packets from higher priority queues will be sent before any from a lower
priority queue will be sent. SEA adapter will examine the highest priority queue
for any packets to send out. If there are any packets to send, the SEA adapter will
send that packet. If there are no packets to send in a higher priority queue, the
SEA will then check the next highest priority queue for any packets to send out.
After sending out a packet from the highest priority queue with packets, the SEA
will start the algorithm over again. This does allow for starvation of the lower
priority queues.

| 3.5.2 Loose mode

In strict mode its possible lower priority packets starve. Hence loose mode
algorithm was devised. If the number of bytes allowed has already been sent out
from one priority queue, SEA will check all lower priorities at least once for
packets to send before sending out packets from the higher priority again.

When initially sending out packets, SEA will check its highest priority queue. It
will continue to send packets out from the highest priority queue until either the
queue is empty or the cap is reached. Once either of those two conditions has
been met, SEA will then move on to service the next priority queue and will
continue using the same algorithm until either of the two conditions mentioned
previously have been met, at that point it would move on to the next priority
queue. On a fully saturated network, this would allocate certain percentages of
bandwidth to each priority. The caps for each priority will be distinct and
non-configurable.

| 3.5.3 Setting up QoS

QoS for SEA can be configured using command chdev. Attribute to be configured
is qos_mode and its value can be disabled, Toose or strict. In Example 3-4 on
page 139 ent5 is an SEA and its been enabled for loose mode QoS monitoring.
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Example 3-4 Configuring QoS for an SEA

# Tsattr -E1 entb

accounting enabled Enable per-client accounting of network statistics True
ctl_chan ent3 Control Channel adapter for SEA failover True
gvrp no Enable GARP VLAN Registration Protocol (GVRP) True
ha_mode auto High Availability Mode True
jumbo_frames no Enable Gigabit Ethernet Jumbo Frames True
large_receive no Enable receive TCP segment aggregation True
largesend 0 Enable Hardware Transmit TCP Resegmentation True
netaddr 0 Address to ping True
pvid 1 PVID to use for the SEA device True
pvid_adapter ent2 Default virtual adapter to use for non-VLAN-tagged packets True
qos_mode disabled N/A True
real_adapter ent0 Physical adapter associated with the SEA True
thread 1 Thread mode enabled (1) or disabled (0) True
virt_adapters ent2 List of virtual adapters associated with the SEA (comma separated) True
# chdev -1 ent5 -a qos_mode=1oose

ent5 changed

# 1sattr -E1 ent5

accounting enabled Enable per-client accounting of network statistics True
ctl_chan ent3 Control Channel adapter for SEA failover True
gvrp no Enable GARP VLAN Registration Protocol (GVRP) True
ha_mode auto High Availability Mode True
jumbo_frames no Enable Gigabit Ethernet Jumbo Frames True
large_receive no Enable receive TCP segment aggregation True
largesend 0 Enable Hardware Transmit TCP Resegmentation True
netaddr 0 Address to ping True
pvid 1 PVID to use for the SEA device True
pvid_adapter ent2 Default virtual adapter to use for non-VLAN-tagged packets True
qos_mode loose N/A True
real_adapter ent0 Physical adapter associated with the SEA True
thread 1 Thread mode enabled (1) or disabled (0) True

virt_adapters ent2 List of virtual adapters associated with the SEA (comma separated) True

Then priority can be set for existing Vlan device via smitty vlan and selecting

the desired vlan device. You will see a screen like Example 3-5 on page 139

where you can set VLAN priority level.

Example 3-5 Configuring VLAN for existing vlan device

Change / Show Characteristics of a VLAN

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

VLAN Name entl
VLAN Base Adapter [ent0]
VLAN Tag ID [20]
VLAN Priority [0]
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Fl=Help F2=Refresh F3=Cancel Fa=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

3.5.4 Best practices in setting Mode for QoS

When to use strict mode:
» Maintaining priority is more important than preventing starvation.

» Strict mode should be used when the network administrator has a thorough
understanding of the network traffic.

» The network administrator understands the possibility of overhead and
bandwidth starvation; and knows how to prevent this from occurring.

When to use loose mode:
» Preventing starvation is more important than maintaining priority.

3.6 DoS Hardening

VIOS/AIX was vulnerable to Denial of Service (DoS) attacks like other operating
systems. In large corporations network security is paramount and it was
unacceptable to have servers bogged down by DoS attacks. A DoS attack
targets a machine and makes it unavailable. The target machine is bombarded
with fake network communication requests for a service (like ftp, telnet, etc)
which causes it to allocate resources for each of the request. For every request a
port is held busy and process resources are allocated. Eventually target machine
is exhausted of all its resources and becomes unresponsive.

Tip: User can set DoS Hardening rules on default ports using viosecure
-level high command too. See section 4.1.4 for more details.
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3.6.1 Solution

One probable solution adopted from z/OS is to limit the total number of active
connections an application has at a time. This will put a restriction on the number
of address spaces created by forking applications such as ftpd, telnetd etc. A fair
share algorithm is also provided based on the percentage of remaining available
connections already held by a source IP address. Fair share algorithm will
enforce TCP traffic regulations policies.

In order to utilize Network traffic regulation you need to enable it first.
Example 3-6 on page 141 shows how to do that.

Example 3-6 Enabling network traffic regulation

# no -p -p tcptr_enable=1

#no -a |grep tcptr
tcptr_enable =1

tcptr can be used to display current policy for various services and modify it. For
the Virtual I/O Server you need to execute it from the root shell. Syntax for it is:

tcptr -add <start_port> <end_port> <max> <div>
tcptr -delete <start_port> <end_port>

tcptr -show

Where,

<start_port> is the starting TCP port for this policy.
<end_port> is the ending TCP port for this policy.
<max> is maximum pool of connections for this policy.
<div> is divisor (<32) governing available pool.

Example 3-7 on page 141 shows how to regulate network traffic for port 25
(sendmail service).

Example 3-7 Using teptr for Network traffic regulation for sendmail service

# tcptr -show
policy: Error failed to allocate memory

(1) root @ corel3: 6.1.2.0 (0841A 61D) : /
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# tcptr -add 25 25 1000
StartPort=25 EndPort=25 MaxPoo1=1000 Div=0

(0) root @ corel3: 6.1.2.0 (0841A 61D) : /

# tcptr -show

TCP Traffic Regulation Policies:

StartPort=25 EndPort=25 MaxPoo1=1000 Div=0 Used=0
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4

Virtual I/0 Server security

This chapter describes how to harden Virtual I/O Server security using the
viosecure command provided since version 1.3. We discuss the following topics
here:

» Network security and firewall
» LDAP client on Virtual I/0O Server
» Kerberos client on Virtual /0 Server
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4.1 Network security

If your Virtual I/O Server has an IP address assigned after installation, some
network services are running and open by default. The services in the listening
open state are listed in Table 4-1.

Table 4-1 Default open ports on Virtual I/O Server

Port number Service Purpose

21 FTP Unencrypted file transfer

22 SSH Secure shell and file transfer

23 Telnet Unencrypted remote login

111 rpcbind NFS connection

657 RMC RMC connections (used for dynamic LPAR
operations)

In most cases the secure shell (SSH) service for remote login and the secure
copy (SCP) for copying files should be sufficient for login and file transfer. Telnet
and FTP are not using encrypted communication and should be disabled. Port
657 for RMC has to be left open if you consider using any dynamic LPAR
operations. This port is used for the communication between the logical partition
and the Hardware Management Console.

4.1.1 Stopping network services

In order to stop Telnet and FTP and prevent them from starting automatically
after reboot, the stopnetsvc command can be used as shown in Example 4-1.

Example 4-1 Stopping network services

$ stopnetsvc telnet

0513-127 The telnet subserver was stopped successfully.
$ stopnetsvc ftp

0513-127 The ftp subserver was stopped successfully.

4.1.2 Setting up the firewall
A common approach to designing a firewall or IP filter is to determine ports that

are necessary for operation, to determine sources from which those ports will be
accessed, and to close everything else.
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Firewall rules are parsed in the reverse order they are set. The first matching
latest set rule is used. In order to keep it simple, we will deny everything first and
then allow the desired traffic from certain addresses. In most cases there is no
need to use explicit deny rules on the port or source address level. A combination
of deny all and allow rules is sufficient in most scenarios.

An Allow rule will enable a restrictions.
A Deny rule will remove a restriction.
By default Firewall is set to deny all, which means there are no restrictions.

More Allow rule indicates more restrictions.

Note: Configure the firewall using the virtual terminal connection, not the
network connection, in order to avoid lockout. This can happen if you restrict
(add an Allow rule for) the protocol through which you are connected to the
machine.

Assume we have some hosts on our network, as listed in Table 4-2.

Table 4-2 Hosts on the network

Host IP Address Comment

VIO Server 9.3.5.197

Hardware Management 9.3.5.128 For dynamic LPAR and for monitoring
Console RMC communication should be

allowed to VIOS.

NIM Server, Management 9.3.5.200 For administration SSH

server communication should be allowed to
VIOS.

Administrators workstation | 9.3.4.148 SSH communication can be allowed

from the administrator’'s workstation,
but better use a “jump” to the
management server.

Therefore, our firewall would consist of the following rules:
1. Allow RMC from the Hardware Management console.
2. Allow SSH from NIM and/or the administrator’s workstation.
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3. Deny anything else.

To deploy this scenario we will issue the command in reverse order in order to get
the rules inserted in the right order.

Example 4-2 shows default firewall settings, which just means there is no firewall
active and no rules set.

Example 4-2 Firewall view

$ viosecure -firewall view
Firewall OFF

ALLOWED  PORTS
Local Remote
Interface Port Port Service IPAddress Expiration
Time(seconds)

Tip: Turn the firewall off, set up the rules, then turn it back on
again—otherwise you can be locked out by any accidental change.

1. Turn off the firewall first in order not to accidentally lock yourself out:
$ viosecure -firewall off

2. Set the “deny all” rule first:
viosecure -firewall deny -port O

3. Now put your allow rules; they are going to be inserted above the “deny all”’
rule and be matched first. Change the IP addresses used to match your
network.

$ viosecure -firewall allow -port 22 -address 9.3.5.200
$ viosecure -firewall allow -port 22 -address 9.3.4.148
$ viosecure -firewall allow -port 657 -address 9.3.5.128

4. Check your rules. Your output should look like Example 4-3.

Example 4-3 Firewall rules output

§ viosecure -firewall view
Firewall OFF

ALLOWED  PORTS
Local Remote
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Interface Port Port Service IPAddress Expiration
Time(seconds)

all 657 any rmc 9.3.5.128 0

all 22 any ssh 9.3.4.148 0

all 22 any ssh 9.3.5.200 0

5. To disable any kind of connection irrespective of service from host 9.3.5.180
you need to execute:

$ viosecure -firewall allow -port 0 -address 9.3.5.180
6. Turn your firewall on and test connections:

viosecure -firewall on

Our rule set allows the desired network traffic only and blocks any other requests.
The rules set with the viosecure command only apply to inbound traffic.
However, this setup will also block any ICMP requests, making it impossible to
ping the Virtual I/O Server or get any ping responses. This may be an issue if you
are using the ping command to determine Shared Ethernet Adapter (SEA)
failover or for EtherChannel.

Note: Setting up a firewall is also available in the configuration menu
accessed by the cfgassist command.

4.1.3 Enabling ping through the firewall

As described in 4.1.2, “Setting up the firewall” on page 144 our sample firewall
setup also blocks all incoming ICMP requests. If you need to enable ICMP for a
Shared Ethernet Adapter configuration or Monitoring, use the oem_setup_env
command and root access to define ICMP rules.

We can create additional ICMP rules that will allow pings by using two
commands:

/usr/sbin/genfilt -v 4 -a P -s 0.0.0.0 -m 0.0.0.0 -d 0.0.0.0 -M
0.0.0.0 -g n -c icmp -oeq -p0 -0any -PO -rL-wI-1TN-tO0-i
all -D echo_reply

and:

/usr/sbin/genfilt -v 4 -a P -s 0.0.0.0 -m 0.0.0.0 -d 0.0.0.0 -M
0.0.0.0 -gn -c icmp -oeq -p8 -0any -PO -rL-wI-1TN-tO0-i
all -D echo_request
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4.1.4 Security Hardening Rules

viesecure command can be used to configure Security hardening rules too. User
can enforce either the preconfigured security levels or choose customize them
based on her requirements. Currently preconfigured rules are high, medium and
low. Each rule will have number of security policies which can be enforced as
shown in example below:

$ viosecure -level Tow -apply
Processedrules=44 Passedrules=42 Failedrules=2
Level=A11Rules

Input file=/home/ios/security/viosecure.xml

Alternatively user can choose the policies she wants as shown in example 4.4
(the command has been truncated because of its length)

Example 4-4 High level Firewall settings

$ viosecure -level high
AIX: "/usr/sbin/aixpert -1 high -n -o /home/ios/security/viosecure.out.ab"

. hls_tcptr:TCP Traffic Regulation High - Enforces denial-of-service mitigation on popular ports.

. hls_rootpwdintchk:Root Password Integrity Check: Makes sure that the root password being set is not weak

. hls_sedconfig:Enable SED feature: Enable Stack Execution Disable feature

. hls_removeguest:Remove guest account: Removes guest account and its files

. hls_chetcftpusers:Add root user in /etc/ftpusers file: Adds root username in /etc/ftpusers file

. hls_xhost:Disable X-Server access: Disable access control for X-Server

. h1s_rmdotfrmpathnroot:Remove dot from non-root path: Removes dot from PATH environment variable from files .profile,
.kshrc, .cshrc and .login in user's home directory

8. hls_rmdotfrmpathroot:Remove dot from path root: Remove dot from PATH environment variable from files .profile, .kshrc,
.cshrc and .login in root's home directory

9. hls_loginherald:Set login herald: Set login herald in default stanza

10. h1s_crontabperm:Crontab permissions: Ensures root's crontab jobs are owned and writable only by root

N~ WwN -

? 1,2

11. hls_limitsysacc:Limit system access: Makes root the only user in cron.allow file and removes the cron.deny file
12. hls_core:Set core file size: Specifies the core file size to 0 for root

13. hls_umask:0bject creation permissions: Specifies default object creation permissions to 077

14. hls_ipsecshunports:Guard host against port scans: Shuns vulnerable ports for 5 minutes to guard the host against port
scans

15. h1s_ipsecshunhost:Shun host for 5 minutes: Shuns the hosts for 5 minutes, which tries to access un-used ports
16. hls_sockthresh:Network option sockthresh: Set network option sockthresh's value to 60

17. hls_tcp_tcpsecure:Network option tcp_tcpsecure: Set network option tcp_tcpsecure's value to 7

18. hls_sb_max:Network option sb_max: Set network option sb_max's value to IMB

19. hls_tcp_mssdflt:Network option tcp_mssdflt: Set network option tcp_mssdflt's value to 1448

20. hls_rfc1323:Network option rfcl323: Set network option rfcl323's value to 1

? ALL

21. hls_tcp_recvspace:Network option tcp_recvspace: Set network option tcp_recvspace's value to 262144

22. hls_tcp_sendspace:Network option tcp_sendspace: Set network option tcp_sendspace's value to 262144

23. hls_udp_pmtu_discover:Network option udp_pmtu_discover: Set network option udp_pmtu_discover's value to 0
24. hls_tcp_pmtu_discover:Network option tcp_pmtu_discover: Set network option tcp_pmtu_discover's value to 0
25. hls_nonlocsrcroute:Network option nonlocsrcroute: Set network option nonlocsrcroute's value to 0

26. hls_ip6srcrouteforward:Network option ip6srcrouteforward: Set network option ip6srcrouteforward's value to 0
27. hls_ipsrcroutesend:Network option ipsrcroutesend: Set network option ipsrcroutesend's value to O

28. hls_ipsrcrouterecv:Network option ipsrcrouterecv: Set network option ipsrcrouterecv's value to 0

29. hls_ipsrcrouteforward:Network option ipsrcrouteforward: Set network option ipsrcrouteforward's value to 0
30. hls_ipsendredirects:Network option ipsendredirects: Set network option ipsendredirects's value to 0
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In order to view current security rules use command viosecure -view.

To undo all security policies use viosecure -undo command.

| 4.1.5 DoS Hardening

To overcome Denial of Service attacks new feature has been implemented in
AlX. For more information see “DoS Hardening” on page 140.

4.2 The Virtual I/O Server as an LDAP client

The Lightweight Directory Access Protocol defines a standard method for
accessing and updating information about a directory (a database) either locally
or remotely in a client-server model. The LDAP method is used by a cluster of
hosts to allow centralized security authentication as well as access to user and
group information.

Virtual I/O Server Version 1.4 introduced LDAP authentication for the Virtual I/O
Server’s users and with Version 1.5 of Virtual 1/0O Server a secure LDAP
authentication is now supported, using a secure sockets layer (SSL).

The steps necessary to create an SSL certificate, set up a server and then
configure the Virtual I/O Server as a client are described in the following
sections.

4.2.1 Creating a key database file

All the steps described here suppose that an IBM Tivoli Directory Server is
installed on one server in the environment as well as the GSKit file sets. More
information about the IBM Tivoli Directory Server can be found at:

http://www-306.1bm.com/software/tivoli/resource-center/security/code-di
rectory-server.jsp
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To create the key database file and certificate (self-signed for simplicity in this

example), follow these steps:
Ensure that the GSKit and gsk7ikm are installed on the LDAP server, as

1.
follows:
# 1slpp -1 |grep gsk
gskjs.rte 7.0.3.30 COMMITTED AIX Certificate and SSL Java
gsksa.rte 7.0.3.30 COMMITTED AIX Certificate and SSL Base
gskta.rte 7.0.3.30 COMMITTED AIX Certificate and SSL Base
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2. Start the gsk7ikm utility, which is located on /usr/bin/gsk7ikm, which is a
symbolic link to /usr/opt/ibm/gskta/bin/gsk7ikm. A window like the one shown
in Figure 4-1 will appear.

D] S

Figure 4-1 ikeyman program initial window

3. Select Key Database File and then New. A window similar to the one in
Figure 4-2 will appear.

Figure 4-2 Create new key database screen
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4. On the same screen change the Key database type to CMS, the File Name to
Idap_server.kdb (on this example) an then set the Location to one directory
where the keys can be stored, /etc/Idap in this example. The final screen will
be similar to Figure 4-3.

Kew database type CMS | fl
File Marme: |Idap_server.|<db Browse. ..
Location: [retcsidap

Ok Cancel

Figure 4-3 Creating the Idap_server key

5. Click OK.

6. A new screen will appear. Enter the key database file password, and confirm
it. Remember this password because it is required when the database file is
edited. In this example the key database password was set to passwOrd.

7. Accept the default expiration time.

8. If you want the password to be masked and stored into a stash file, select
Stash the password to a file.

A stash file can be used by some applications so that the application does not
have to know the password to use the key database file. The stash file has the
same location and name as the key database file and has an extension of
*.sth.

The screen should be similar to the one in Figure 4-4.

Password: |[Fwwwwwew
Confirm Password: — [Hrw s

_|Set expiration time? |50 [0S

¥ Stash the password to a file?

Password Strength:

OF | Reset | Cancel|

Figure 4-4 Setting the key database password
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9. Click OK.

This completes the creation of the key database file. There is a set of default
signer certificates. These are the default certificate authorities that are
recognized. This is shown in Figure 4-5.

T —
E=20= e

Figure 4-5 Default certificate authorities available on the ikeyman program
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10.At this time, the key could be exported and sent to a certificate authority to be
validated and then used. In this example, for simplicity reasons, the key is
signed using a self-signed certificate. To create a self-signed certificate,
select Create and then New Self-Signed Certificate. A window similar to the
one in Figure 4-6 will appear.

Please provide the following:

Kevy Label [

Wersion KE0aWE | S

Key Size 1024 | /

Comimon Name [server4.itsc.austin.ibm.com
Qrganization {optional) |

Qrganization Unit  {optional) |

Locality foptional) |
State fProvince {optional)
Zipcode {optional)

Country or region {optionaly US | / B

I e —

f1

Ok | Reset | Cancel|

Figure 4-6 Creating a self-signed certificate initial screen

11.Type a name in the Key Label field that GSKit can use to identify this new
certificate in the key database. In this example the key is labeled
Tdap_server.

12.Accept the defaults for the Version field (X509V3) and for the Key Size field.
13.Enter a company name in the Organization field.
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14.Complete any optional fields or leave them blank: the default for the Country
field and 365 for the Validity Period field. The window should look like the one
in Figure 4-7.

Please provide the following:

Kevy Label lctap_server

Wersion KE0aWE | S

Key Size 1024 | /

Common Mame |Idap_ser\rer.itsc.austin.ibm.com
Qrganization {optional) |IBM

Qrganization Unit  {optional) |ITSO

Locality {optional) [Austin
State fProvince {optional) [Texas
Zipcode {optional)

Country or region {optionaly US | /

w o o g e —

e

Ok | Reset | Cancel|

Figure 4-7 Self-signed certificate information

15.Click OK. GSKit generates a new public and private key pair and creates the
certificate.

This completes the creation of the LDAP client’s personal certificate. It is
displayed in the Personal Certificates section of the key database file.

Next, the LDAP Server’s certificate must be extracted to a Base64-encoded
ASCII data file.

16.Highlight the self-signed certificate that was just created.
17.Click Extract Certificate.
18.Click Base64-encoded ASCII data as the type.

19.Type a certificate file name for the newly extracted certificate. The certificate
file’s extension is usually *.arm.

20.Type the location where you want to store the extracted certificate and then
click OK.

21.Copy this extracted certificate to the LDAP server system.
This file will only be used if the key database is going to be used as an SSL in a
Web Server. This can happen when the LDAP administrator decides to manage

the LDAP through its Web interface. Then this *.arm file can be transferred to
your PC and imported to the Web browser.
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You can find more about the GSKit at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v2rl/index.jsp?topic=
/com.ibm.itame.doc_5.1/am51 webinstall223.htm

4.2.2 Configuring the LDAP server

Since the key database was generated, it can now be used to configure the
LDAP server.

The mksecldap command is used to set up an AlX system as an LDAP server or
client for security authentication and data management.

A description of how to set up the AIX system as an LDAP server is provided in
this section. Remember that all file sets of the IBM Tivoli directory Server 6.1
have to be installed before configuring the system as an LDAP server. When
installing the LDAP server file set, the LDAP client file set and the backend DB2®
software are automatically installed as well. No DB2 preconfiguration is required
to run this command for the LDAP server setup. When the mksecldap command
is run to set up a server, the command does the following:

1.
2.

Creates the DB2 instance with Idapdb2 as the default instance name.

Because in this case the IBM Directory Server 6.1 is being configured, an
LDAP server instance with the default name of Idapdb2 is created. A prompt
is displayed for the encryption seed to create the key files. The input
encryption seed must be at least 12 characters.

Creates a DB2 database with Idapdb2 as the default database name.

Creates the base DN (o=ibm in this example). The directory information tree
that will be created in this example by default is shown in Figure 4-8.

o=ibm

ou=People ou=Groups

Figure 4-8 Default directory information tree created by the mksecldap command

1.

Because the -u NONE flag was not specified, the data from the security
database from the local host is exported into the LDAP database. Because
the -S option was used and followed by rfc2307aix, the mksecldap command
exports users or groups using this schema.
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The LDAP administrator DN is set to cn=admin and the password is set to

password.

Because the -k flag was used, the server will use SSL (secure socket layer).

The plugin libldapaudit.a is installed. This plugin supports an AIX audit of the

LDAP server.
The LDAP server is started after all the above steps are completed.

The LDAP process is added to /etc/inittab to have the LDAP server start after

a reboot.

The command and its output are shown here:

# mksecldap -s -a cn=admin -p passwOrd -S rfc2307aix -d o=ibm -k
/etc/1dap/1dap_server.kdb -w passwOrd

ldapdb2's New password:

Enter the new password again:

Enter an encryption seed to generate key stash files:

You have chosen to perform the following actions:

GLPICR020I
GLPICRO571
GLPICRO13I
GLPICRO14I
GLPICRO151
GLPICRO16I
'3539'.

GLPICRO191
GLPICRO21I
GLPICR0281
GLPICR0251
GLPICRO261
GLPICR0491
GLPICRO501
GLPICRO43I
GLPICR0441
GLPICR0401
GLPICROA1I
GLPICRO341
GLPICRO35I
GLPICRO371
GLPICRO38I
GLPICRO88I
GLPICRO89I
GLPICRO85I
GLPICR0861
GLPICRO73I
GLPICRO741
GLPICRO771
GLPICRO78I
GLPICRO461
GLPICR0471

A new directory server instance 'ldapdb2' will be created.

The directory server instance will be created at: '/home/ldapdb2'.

The directory server instance's port will be set to '389'.

The directory server instance's secure port will be set to '636'.

The directory instance's administration server port will be set to '3538'.
The directory instance's administration server secure port will be set to

The description will be set to: 'IBM Tivoli Directory Server Instance V6.1'.
Database instance 'ldapdb2' will be configured.

Creating directory server instance: 'ldapdb2'.

Registering directory server instance: 'Tdapdb2'.

Registered directory server instance: : 'ldapdb2'.

Creating directories for directory server instance: 'ldapdb2'.

Created directories for directory server instance: 'ldapdb2'.

Creating key stash files for directory server instance: 'ldapdb2'.

Created key stash files for directory server instance: 'ldapdb2'.

Creating configuration file for directory server instance: 'ldapdb2'.
Created configuration file for directory server instance: 'ldapdb2'.
Creating schema files for directory server instance: 'ldapdb2'.

Created schema files for directory server instance: 'ldapdb2'.

Creating log files for directory server instance: 'Tdapdb2'.

Created Tog files for directory server instance: 'ldapdb2'.

Configuring Tog files for directory server instance: 'Tdapdb2'.

Configured log files for directory server instance: 'ldapdb2'.

Configuring schema files for directory server instance: 'ldapdb2'.
Configured schema files for directory server instance: 'ldapdb2'.
Configuring ports and IP addresses for directory server instance: 'ldapdb2'.
Configured ports and IP addresses for directory server instance: 'Tdapdb2'.
Configuring key stash files for directory server instance: 'ldapdb2'.
Configured key stash files for directory server instance: 'ldapdb2'.
Creating profile scripts for directory server instance: 'ldapdb2'.

Created profile scripts for directory server instance: 'ldapdb2'.
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GLPICR069I Adding entry to /etc/inittab for the administration server for directory
instance: 'ldapdb2'.

GLPICRO70I Added entry to /etc/inittab for the administration server for directory
instance: 'ldapdb2'.

GLPICR118I Creating runtime executable for directory server instance: 'ldapdb2'.
GLPICR119I Created runtime executable for directory server instance: 'ldapdb2'.
GLPCTLO741 Starting admin daemon instance: 'ldapdb2'.

GLPCTLO75I Started admin daemon instance: 'ldapdb2'.

GLPICRO29I Created directory server instance: : 'ldapdb2'.

GLPICRO31I Adding database instance 'ldapdb2' to directory server instance: 'ldapdb2'.
GLPCTLO02I Creating database instance: 'ldapdb2'.

GLPCTLOO3I Created database instance: 'ldapdb2'.

GLPCTLO17I Cataloging database instance node: 'ldapdb2'.

GLPCTLO18I Cataloged database instance node: 'ldapdb2'.

GLPCTLOO8I Starting database manager for database instance: 'ldapdb2'.

GLPCTLOO9I Started database manager for database instance: 'ldapdb2'.

GLPCTL0491 Adding TCP/IP services to database instance: 'ldapdb2'.

GLPCTLO50I Added TCP/IP services to database instance: 'ldapdb2'.

GLPICRO81I Configuring database instance 'ldapdb2' for directory server instance:
'Tdapdb2'.

GLPICR082I Configured database instance 'ldapdb2' for directory server instance:
'1dapdb2'.

GLPICRO52I Creating DB2 instance link for directory server instance: 'ldapdb2'.
GLPICRO53I Created DB2 instance link for directory server instance: 'ldapdb2'.
GLPICR032I Added database instance 'ldapdb2' to directory server instance: 'ldapdb2'.
You have chosen to perform the following actions:

GLPDPWOO4I The directory server administrator DN will be set.
GLPDPWOO5I The directory server administrator password will be set.
GLPDPWO09I Setting the directory server administrator DN.
GLPDPWO10I Directory server administrator DN was set.

GLPDPWOO6I Setting the directory server administrator password.
GLPDPWOO7I Directory server administrator password was set.

You have chosen to perform the following actions:

GLPCDB023I Database 'ldapdb2' will be configured.

GLPCDB024I Database 'ldapdb2' will be created at '/home/ldapdb2’

GLPCDB035I Adding database 'ldapdb2' to directory server instance: 'ldapdb2'.
GLPCTLO17I Cataloging database instance node: 'ldapdb2'.

GLPCTLO18I Cataloged database instance node: 'Tdapdb2'.

GLPCTLO08I Starting database manager for database instance: 'ldapdb2'.

GLPCTLO09I Started database manager for database instance: 'ldapdb2'.

GLPCTLO26I Creating database: 'Tdapdb2'.

GLPCTLO27I Created database: 'Tdapdb2'.

GLPCTLO34I Updating the database: 'ldapdb2'

GLPCTLO35I Updated the database: 'ldapdb2’

GLPCTLO20I Updating the database manager: 'ldapdb2'.

GLPCTLO21I Updated the database manager: 'Tdapdb2'.

GLPCTLO23I Enabling multi-page file allocation: 'ldapdb2'

GLPCTLO0241 Enabled multi-page file allocation: 'ldapdb2'

GLPCDB0O05I Configuring database 'ldapdb2' for directory server instance: 'ldapdb2'.
GLPCDB006I Configured database 'ldapdb2' for directory server instance: 'lTdapdb2'.
GLPCTLO37I Adding Tocal loopback to database: 'ldapdb2'.

GLPCTLO38I Added local Toopback to database: 'ldapdb2'.
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GLPCTLO11I Stopping database manager for the database instance: 'Tdapdb2'.
GLPCTLO12I Stopped database manager for the database instance: 'ldapdb2'.
GLPCTLOO8I Starting database manager for database instance: 'ldapdb2'.
GLPCTLO09I Started database manager for database instance: 'ldapdb2'.
GLPCDB003I Added database 'ldapdb2' to directory server instance: 'ldapdb2'.
You have chosen to perform the following actions:

GLPCSFO07I Suffix 'o=ibm' will be added to the configuration file of the directory
server instance 'ldapdb2'.

GLPCSFO04I Adding suffix: 'o=ibm'.

GLPCSF005I Added suffix: 'o=ibm'.

GLPSRV0341 Server starting in configuration only mode.

GLPCOM0241 The extended Operation plugin is successfully Toaded from libevent.a.
GLPSRV155I The DIGEST-MD5 SASL Bind mechanism is enabled in the configuration file.
GLPCOMO21I The preoperation plugin is successfully loaded from libDigest.a.
GLPCOM0241 The extended Operation plugin is successfully Toaded from libevent.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from Tibtranext.a.
GLPCOM023I The postoperation plugin is successfully loaded from libpsearch.a.
GLPCOM0241 The extended Operation plugin is successfully loaded from libpsearch.a.
GLPCOM025I The audit plugin is successfully loaded from 1ibldapaudit.a.

GLPCOM024I The extended Operation plugin is successfully Toaded from Tibevent.a.
GLPCOM023I The postoperation plugin is successfully loaded from Tibpsearch.a.
GLPCOM0241 The extended Operation plugin is successfully loaded from libpsearch.a.
GLPCOM022I The database plugin is successfully loaded from libback-config.a.
GLPCOM024I The extended Operation plugin is successfully loaded from libloga.a.
GLPCOM0241 The extended Operation plugin is successfully loaded from libidsfget.a.
GLPSRV180I Pass-through authentication is disabled.

GLPCOMO03I Non-SSL port initialized to 389.

Stopping the LDAP server.

GLPSRV176I Terminated directory server instance 'ldapdb2' normally.

GLPSRVO41I Server starting.

GLPCTL113I Largest core file size creation limit for the process (in bytes):
'1073741312' (Soft limit) and '-1'(Hard Timit).

GLPCTL121I Maximum Data Segment(Kbytes) soft ulimit for the process was 131072 and it is
modified to the prescribed minimum 262144.

GLPCTL119I Maximum File Size(512 bytes block) soft ulimit for the process is -1 and the
prescribed minimum is 2097151.

GLPCTL122I Maximum Open Files soft ulimit for the process is 2000 and the prescribed
minimum is 500.

GLPCTL121I Maximum Physical Memory(Kbytes) soft ulimit for the process was 32768 and it
is modified to the prescribed minimum 262144.

GLPCTL121I Maximum Stack Size(Kbytes) soft ulimit for the process was 32768 and it is
modified to the prescribed minimum 65536.

GLPCTL119I Maximum Virtual Memory(Kbytes) soft ulimit for the process is -1 and the
prescribed minimum is 1048576.

GLPCOMO0241 The extended Operation plugin is successfully Toaded from libevent.a.
GLPCOM0241 The extended Operation plugin is successfully loaded from libtranext.a.
GLPCOMO024I The extended Operation plugin is successfully Toaded from Tibldaprepl.a.
GLPSRV155I The DIGEST-MD5 SASL Bind mechanism is enabled in the configuration file.
GLPCOMO21I The preoperation plugin is successfully loaded from 1ibDigest.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from Tibevent.a.
GLPCOM0241 The extended Operation plugin is successfully loaded from libtranext.a.
GLPCOM023I The postoperation plugin is successfully loaded from Tibpsearch.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from Tibpsearch.a.
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GLPCOMO25I The audit plugin is successfully loaded from libldapaudit.a.

GLPCOM025I The audit plugin is successfully loaded from
Jusr/ccs/1ib/1ibsecldapaudit64.a(shr.o).

GLPCOM0241 The extended Operation plugin is successfully Toaded from libevent.a.
GLPCOM023I The postoperation plugin is successfully loaded from libpsearch.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from Tibpsearch.a.
GLPCOM022I The database plugin is successfully loaded from libback-config.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from libevent.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from Tibtranext.a.
GLPCOM023I The postoperation plugin is successfully loaded from Tibpsearch.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from libpsearch.a.
GLPCOM022I The database plugin is successfully loaded from libback-rdbm.a.
GLPCOMO10I Replication plugin is successfully Toaded from 1libldaprepl.a.
GLPCOMO21I The preoperation plugin is successfully loaded from libpta.a.
GLPSRVO17I Server configured for secure connections only.

GLPSRVO15I Server configured to use 636 as the secure port.

GLPCOM024I The extended Operation plugin is successfully Toaded from libloga.a.
GLPCOM024I The extended Operation plugin is successfully Toaded from 1ibidsfget.a.
GLPSRV180I Pass-through authentication is disabled.

GLPCOMO04I SSL port initialized to 636.

Migrating users and groups to LDAP server.

#

At this point a query can be issued to the LDAP server in order to test its
functionality. The 1dapsearch command is used to retrieve information from the
LDAP server and to execute an SSL search on the server that was just started. It
can be used in the following way:

/opt/IBM/1dap/V6.1/bin/1dapsearch -D cn=admin -w passwOrd -h localhost -Z -K
/etc/1dap/1dap_server.kdb -p 636 -b "cn=SSL,cn=Configuration" "(ibm-slapdSsTAuth=*)"
cn=SSL, cn=Configuration

cn=SSL

ibm-slapdSecurePort=636

ibm-slapdSecurity=SSLOnly

ibm-slapdSs1Auth=serverauth

ibm-slapdSs1Certificate=none

ibm-slapdSs1CipherSpec=AES

ibm-slapdSs1CipherSpec=AES-128
ibm-slapdSs1CipherSpec=RC4-128-MD5
ibm-slapdSs1CipherSpec=RC4-128-SHA
ibm-slapdSs1CipherSpec=TripleDES-168
ibm-slapdSs1CipherSpec=DES-56
ibm-slapdSs1CipherSpec=RC4-40-MD5
ibm-s1apdSs1CipherSpec=RC2-40-MD5
ibm-sTapdSs1FIPSProcessingMode=false
ibm-slapdSs1KeyDatabase=/etc/1dap/1dap_server.kdb
ibm-slapdSs1KeyDatabasePW={AES256}311p2qH5pLXx0IPXINTbgvA==
ibm-s1apdSs1PKCS11AcceleratorMode=none
ibm-slapdSs1PKCS11Enabled=false
ibm-s1apdSs1PKCS11Keystorage=false
ibm-sTapdSs1PKCS11Lib=1ibcknfast.so
ibm-s1apdSs1PKCS11TokenLabel=none

objectclass=top
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objectclass=ibm-slapdConfigEntry
objectclass=ibm-slapdSSL

In this example the SSL configuration is retrieved from the server. Note that the
database key password is stored in a cryptographic form,
({AES256}31Ip2gH5pLX0IPX9INThgvA==).

Once the LDAP server has been shown to be working, the Virtual /0O Server can
be configured as a client.

4.2.3 Configuring the Virtual I/O Server as an LDAP client

The first thing to be checked on the Virtual I/O Server before configuring it as a
secure LDAP client is whether the Idap.max_crypto_client file sets are installed.
To check this, issue the 1s1pp command on the Virtual I/O Server as root, as
follows:

# 1slpp -1 |grep ldap
ldap.client.adt 5.
ldap.client.rte 5.
ldap.max_crypto_client.adt
ldap.max_crypto_client.rte
ldap.client.rte 5.2.0.0 COMMITTED Directory Client Runtime (No

COMMITTED Directory Client SDK

2.0.0
2.0.0 COMMITTED Directory Client Runtime (No

If they are not installed, proceed with the installation before going forward with
these steps. These file sets can be found on the Virtual I/O Server 1.5 Expansion
Pack CD. The expansion CD comes with the Virtual I/O Server Version 1.5 CDs.

Transfer the database key from the LDAP server to the Virtual I/O Server. In this
example, Idap_server.kdb and Idap_server.sth were transferred from /etc/ldap on
the LDAP server to /etc/ldap on the Virtual I/O Server.

On the Virtual 1/0 Server, the mk1dap command is used to configure it as an
LDAP client. To configure the Virtual I/O Server as a secure LDAP client of the
LDAP server that was previously configured, use the following command:

$ mkldap -bind cn=admin -passwd passwOrd -host NIM server -base o=ibm -keypath
/etc/1dap/1dap_server.kdb -keypasswd passwOrd -port 636

gskjs.rte

gskjt.rte

gsksa.rte

gskta.rte

The manual page of the mk1dap command can be found in Appendix A.

To check whether the secure LDAP configuration is working, create an LDAP
user using the mkuser command with the -1dap flag and then use the 1suser
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command to check its characteristics, as shown in Example 4-5. Note that the
registry of the user is now stored on the LDAP server.

Example 4-5 Creating an Idap user on the Virtual I/O Server

$ mkuser -ldap itso

itso's 01d password:

itso's New password:

Enter the new password again:

$ lsuser itso

itso roles=Admin account_locked=false expires=0 histexpire=0 histsize=0
loginretries=0 maxage=0 maxexpired=-1 maxrepeats=8 minage=0 minalpha=0
mindiff=0 minTen=0 minother=0 pwdwarntime=330 registry=LDAP SYSTEM=LDAP

When the user itso tries to log in, its password has to be changed as shown in
Example 4-6.

Example 4-6 Log on to the Virtual I/O Server using an LDAP user

login as: itso

its0@9.3.5.108's password:

[LDAP]: 3004-610 You are required to change your password.
Please choose a new one.

WARNING: Your password has expired.

You must change your password now and login again!

Changing password for "itso"

itso's 01d password:

itso's New password:

Enter the new password again:

Another way to test whether the configuration is working is to use the 1dapsearch
command to do a search on the LDAP directory. In Example 4-7, this command
is used to search for the characteristics of the o=ibm object.

Example 4-7 Searching the LDAP server

$ 1dapsearch -b o=ibm -h NIM_ server -D cn=admin -w passwOrd -s base -p 636 -K
/etc/1dap/1dap_server.kdb -N Tdap_server -P passwOrd objectclass=*

o=ibm

objectclass=top

objectclass=organization

o=ibm

The secure LDAP connection between the LDAP server and the Virtual 1/0
Server is now configured and operational.
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4.3 Network Time Protocol configuration

A synchronized time is important for error logging, Kerberos and various
monitoring tools. The Virtual I/O Server has an NTP client installed. To configure
it you can create or edit the configuration file /home/padmin/config/ntp.conf using
vi as shown in Example 4-8:

$ vi /home/padmin/config/ntp.conf

Example 4-8 Content of the /home/padmin/config/ntp.conf file

server pthtimel.ptb.de

server pthtime2.ptb.de

driftfile /home/padmin/config/ntp.drift
tracefile /home/padmin/config/ntp.trace
logfile /home/padmin/config/ntp.log

Once configured, you should start the xntpd service using the startnetsvc
command:

$ startnetsvc xntpd
0513-059 The xntpd Subsystem has been started. Subsystem PID is
123092.

After the daemon is started, check your ntp.log file. If it shows messages similar
to that in Example 4-9, you have to set the time manually first.

Example 4-9 Too large time error

$ cat config/ntp.log

5 Dec 13:52:26 xntpd[516180]: SRC stop issued.

5 Dec 13:52:26 xntpd[516180]: exiting.

5 Dec 13:56:57 xntpd[516188]: synchronized to 9.3.4.7, stratum=3

5 Dec 13:56:57 xntpd[516188]: time error 3637.530348 is way too large
(set clock manually)

In order to set the date on the Virtual I/O Server, use the chdate command:
$ chdate 1206093607
$ Thu Dec 6 09:36:16 CST 2007

If the synchronization is successful, your log in /home/padmin/config/ntp.log
should look like Example 4-10.
Example 4-10 Successful ntp synchronization

6 Dec 09:48:55 xntpd[581870]: synchronized to 9.3.4.7, stratum=2
6 Dec 10:05:34 xntpd[581870]: time reset (step) 998.397993 s
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6 Dec 10:05:34 xntpd[581870]: synchronisation Tlost
6 Dec 10:10:54 xntpd[581870]: synchronized to 9.3.4.7, stratum=2

In the Virtual I/O Server Version 1.5.1.1-FP-10.1 you need to restart the xntpd
daemon using the stopnetsvc xntpd and startnetsvc xntpd commands after
every reboot, otherwise it will use /etc/ntp.conf as a configuration file instead of
/home/padmin/config/ntp.conf. As a workaround you can set up a symbolic link
from /home/padmin/config/ntp.conf to /etc/ntp.conf as shown in Example 4-11.

Example 4-11 Setting up a symbolic link for ntp.conf

# In -sf /home/padmin/config/ntp.conf /etc/ntp.conf

# 1s -al /etc/ntp.conf

Trwxrwxrwx 1 root staff 28 Dec 05 22:27 /etc/ntp.conf
-> /home/padmin/config/ntp.conf

4.4 Setting up Kerberos on the Virtual I/O Server

In order to use Kerberos on the Virtual I/O Server, you first have to install the
Kerberos krb5.client.rte file set from the Virtual I/O Server expansion pack.

You then have to insert the first expansion pack CD in the DVD drive. In case the
drive is mapped for the other partitions to access it, you have to unmap it on the
Virtual 1/0 Server with the rmvdev command, as follows:

$ 1smap -all | grep cd
Backing device cd0
$ rmvdev -vdev cd0

vtopt0 deleted

You can then run the installp command. We use the oem_setup_env command
to do this because installp must run with the root login.

$ echo "installp -agXYd /dev/cd0 krb5.client.rte" | oem setup_env

Verifying selections...done
[ output part removed for clarity purpose ]
Installation Summary

Name Level Part Event Result
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krb5.client.rte

1.4.0.3 USR APPLY SUCCESS
krb5.client.rte 1.4.0.3

ROOT APPLY SUCCESS

The Kerberos client file sets are now installed on the Virtual I/O Server. The login
process to the operating system remains unchanged. Therefore, you must
configure the system to use Kerberos as the primary means of user
authentication.

To configure the Virtual I/O Server to use Kerberos as the primary means of user
authentication, run the mkkrb5c1nt command with the following parameters:

$ oem_setup_env
# mkkrb5cInt -c¢ KDC -r realm -a admin -s server -d domain -A -i database -K -T

# exit

$

The mkkrb5c1nt command parameters are:

-C Sets the Kerberos Key Center (KDC) that centralizes authorizations.

-r Sets the Kerberos realm.

-S Sets the Kerberos admin server.

-K Specifies Kerberos to be configured as the default authentication
scheme.

-T Specifies the flag to acquire server admin TGT based admin ticket.

For integrated login, the -i flag requires the name of the database being used.
For LDAP, use the load module name that specifies LDAP. For local files, use the
keyword files.

For example, to configure the VIO_Server1 Virtual I/O Server to use the
ITSC.AUSTIN.IBM.COM realm, the krb_master admin and KDC server, the
itsc.austin.ibm.com domain, and the local database, type the following:

$ oem_setup_env
# mkkrb5cInt -c krb_master.itsc.austin.ibm.com -r ITSC.AUSTIN.IBM.COM \
-s krb_master.itsc.austin.ibm.com -d itsc.austin.ibm.com -A -i files -K -T

Password for admin/admin@ITSC.AUSTIN.IBM.COM:
Configuring fully integrated login
Authenticating as principal admin/admin with existing credentials.
WARNING: no policy specified for host/VIO Serverl@ITSC.AUSTIN.IBM.COM;
defaulting to no policy. Note that policy may be overridden by
ACL restrictions.
Principal "host/VIO_Serverl@ITSC.AUSTIN.IBM.COM" created.

Administration credentials NOT DESTROYED.

Making root a Kerberos administrator
Authenticating as principal admin/admin with existing credentials.
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WARNING: no policy specified for root/VIO_Serverl@ITSC.AUSTIN.IBM.COM;

defaulting to no policy. Note that policy may be overridden by
ACL restrictions.

Enter password for principal "root/VIO Serverl@ITSC.AUSTIN.IBM.COM":
Re-enter password for principal "root/VIO_Serverl@ITSC.AUSTIN.IBM.COM":
Principal "root/VIO_Serverl@ITSC.AUSTIN.IBM.COM" created.

Administration credentials NOT DESTROYED.

Configuring Kerberos as the default authentication scheme
Cleaning administrator credentials and exiting.

# exit

$

This example results in the following actions:

1.

5.

Creates the /etc/krb5/krb5.conf file. Values for realm name, Kerberos admin
server, and domain name are set as specified on the command line. Also, this
updates the paths for default_keytab_name, kdc, and kadmin log files.

The -i flag configures fully integrated login. The database entered is the
location where AIX user identification information is stored. This is different
than the Kerberos principal storage. The storage where Kerberos principals
are stored is set during the Kerberos configuration.

The -K flag configures Kerberos as the default authentication scheme. This
allows the users to become authenticated with Kerberos at login time.

. The -A flag adds an entry in the Kerberos database to make root an admin

user for Kerberos.
The -T flag acquires the server admin TGT-based admin ticket.

If a system is installed that is located in a different DNS domain than the KDC,
the following additional actions must be performed:

1.
2.

Edit the /etc/krb5/krb5.conf file and add another entry after [domain realm].
Map the different domain to your realm.

For example, if you want to include a client that is in the abc.xyz.com domain into
your MYREALM realm, the /etc/krb5/krb5.conf file includes the following
additional entry:

[domain realm]

.abc.xyz.com = MYREALM
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4.5 Managing users

7590ch04_security.fm

When the Virtual I/O Server is installed, the only user type that is active is the

prime administrator (padmin), which can create additional user IDs with the

following roles:

» System administrator
» Service representative
» Development engineer

Note: You cannot create the prime administrator (padmin) user ID. It is

automatically created and enabled after the Virtual I/O Server is installed.

Table 4-3 lists the user management tasks available on the Virtual I/O Server, as
well as the commands you must run to accomplish each task.

Table 4-3 Task and associated command to manage Virtual I/O Server users

Task

Command

Create a system administrator user ID

mkuser

Create a service representative (SR) user ID

mkuser with the -sr flag

Create a development engineer (DE) user ID

mkuser with the -de flag

Create a LDAP user

mkuser with the -1dap flag

List a user’s attributes 1suser
Change a user’s attributes chuser
Switch to another user su

Remove a user rmuser

4.5.1 Creating a system administrator account

In Example 4-12 we show how to create a system administration account with

the default values and then check its attributes.

Example 4-12 Creating a system administrator user and checking its attributes

$ mkuser johndoe

johndoe's New password:

Enter the new password again:
$ 1suser johndoe
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johndoe roles=Admin account_locked=false expires=0 histexpire=0
histsize=0 loginretries=0 maxage=0 maxexpired=-1 maxrepeats=8 minage=0
minalpha=0 mindiff=0 minlen=0 minother=0 pwdwarntime=330 registry=files
SYSTEM=compat

The system administrator account has access to all commands except the
following:

» cleargcl

» Isfailedlogin
» TIsgcl

> mirrorios

» mkuser

» oem_setup_env
> rmuser

» shutdown

» unmirrorios

4.5.2 Creating a service representative (SR) account

In Example 4-13, we have created a service representative (SR) account. This
type of account enables a service representative to run commands required to
service the system without being logged in as root. This includes the following
command types:

» Run diagnostics, including service aids (for example, hot plug tasks, certify,
format, and so forth).

» Run all commands that can be run by a group system.
» Configure and unconfigure devices that are not busy.
» Use the service aid to update the system microcode.
» Perform the shutdown and reboot operations.

The recommended SR login user name is gserv.

Example 4-13 Creating a service representative account

$ mkuser -sr gserv

gserv's New password:

Enter the new password again:
$ Tsuser gserv
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gserv roles=SRUser account_locked=false expires=0 histexpire=0
histsize=0 loginretries=0 maxage=0 maxexpired=-1 maxrepeats=8 minage=0
minalpha=0 mindiff=0 minlen=0 minother=0 pwdwarntime=330 registry=files
SYSTEM=compat

When the server representative user logs in to the system for the first time, it is
asked to change its password. After changing it, the diag menu is automatically
loaded. It can then execute any task from that menu or get out of it and execute
commands on the command line.

4.5.3 Creating a read-only account

The Virtual I/0O Server mkuser command offers the possibility to create a
read-only account. An account like that would be able to view everything a
system administrator account can see but it could not change anything. Auditors
are usually given an account like this. The creation of this account is
accomplished by padmin with the following command:

$ mkuser -attr pgrp=view auditor

Note: A read-only account will not be able to even write on its own home
directory, but it can view all configuration settings.

4.5.4 Checking the global command log (gcl)

Once the users and their roles are set up it is important to periodically check
what they have been doing on the Virtual I/O Server. We accomplish this with the
1sgc1l command.

The 1sgc1 command lists the contents of the global command log (gcl). This log
contains a listing of all commands that have been executed by all Virtual 1/0
Server users. Each listing contains the date and time of execution as well as the
userid the command was executed from. In Example 4-14, we can see the output
of this command on our Virtual I/0O Server.

Note: The 1sgc1 command can only be executed by the prime administrator
(padmin) user.

Example 4-14 Isgcl command output

Nov 16 2007, 17:12:26 padmin joslevel
Nov 16 2007, 17:25:55 padmin  updateios -accept -dev /dev/cd0
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padmin  uname -a

gserv diagmenu

padmin  1sfailedlogin

padmin  1sgcl

padmin  passwd johndoe

johndoe 1smap -all

johndoe 1smap -vadapter vhostO
padmin  1sgcl
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Virtual I/0 Server
maintenance

Like all other servers included in an enterprise’s data recovery program, you
need to back up and update the Virtual I/O Server logical partition.

This chapter first describes the following processes:

>

>

Install or migrate to a Virtual I/O Server Version 2.1

Understand the Virtual I/O Server backup strategy and how to coordinate the
Virtual I/O Server strategy with an existing or new backup strategy.

Restore the Virtual I/O Server logical partition
Understand the complete update process of the Virtual /0 Server
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5.1 Installation or migration of Virtual /0 Server Version
2.1

There are four different procedures to install or to migrate to Virtual I/0O Server
Version 2.1:

1. “Installation of Virtual I/O Server Version 2.1”

2. “Migration from an HMC” on page 173

3. “Migration from DVD managed by an HMC” on page 174
4. “Migration from DVD managed by IVM” on page 186

Note: A migration to Virtual I/O Server Version 2.1 is only supported, if you
run Virtual I/O Server Version 1.3, or later. If you are running Virtual 1/0O
Server Version 1.2 or less, you need to apply the latest Virtual I/O Server
Version 1.5 fix pack before migrating.

Before you begin a migration, backup your existing Virtual /0 Server installation
and then follow the steps for the installation method that you choose.

Note: There are two different DVDs shipped with every new Virtual I/O server
2.1 order:

» Virtual I/O Server Version 2.1 Migration DVD
» Virtual I/O Server Version 2.1 Installation DVD
For customers having a Software Maintenance Agreement (SWMA), they can

order both sets of the Virtual I/O Server Version 2.1 media from the following
web site:

http://www.ibm.com/servers/eserver/ess/ProtectedServiet.wss

In a redundant Virtual I/O Server environment, you can install or migrate one
Virtual I/O Server at a time to avoid any interruption of service. The client LPAR
can be up and running through the migration process of each of the Virtual I/O
Servers.

Note: Go to the Virtual I/O Server support web site and check for any
available Fix Pack:

http://wwwld.software.ibm.com/webapp/set2/sas/f/vios/home.htm]
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Server Version 2.1 environment.

| The next sections describe more in detail how to install or migrate to a Virtual /O

| 5.1.1 Installation of Virtual /O Server Version 2.1

Before you start make sure that you have the Virtual I/O Server Version 2.1
Installation DVD available and then follow the Virtual I/O Server installation
procedure described in PowerVM Virtualization on IBM System p: Introduction
and Configuration, SG24-7940.

| 5.1.2 Migration from an HMC

Before you begin the migration from an HMC make sure that the following
requirements are fulfilled:

» An HMC is attached to the system and the HMC version is at a minimum level

of 7.3.4 or later and the server firmware is at the according level.

You have the Virtual I/O Server Version 2.1 Migration DVD.

You have hmcsuperadmin authority.

Run the backupios command, and save the mksysb image to a safe location.

To start the Virtual 1/0 Server migration, follow the next steps:
1.

Insert the Virtual I/O Server Version 2.1 Migration DVD into the DVD drive of
the HMC.

If the HMC is communicating with the Flexible Service Processor (FSP)
through a private network channel (for example, HMC (eth0) = 192.168.0.101)
and the installation is over a private network, the
INSTALLIOS_PRIVATE_IF=eth0 variable will need to be exported to force the
network installation over that private interface. Not doing so will prevent the
client logical partition from successfully running a BOOTP from the HMC. The
INSTALLIOS_PRIVATE_IF variable is not required for all public network
installation.

To use the variable, type the following command from the HMC command
line:

export INSTALLIOS_PRIVATE_IF=interface

where interface is the network interface through which the installation should
take place.

To begin the migration installation, enter the following command from the
HMC command line:

installios
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Choose the server where your Virtual I/O Server partition is located.
Select the Virtual 1/0O Server partition you want to migrate.
Select the partition profile.

N o o &

Enter the source of the installation images. The default installation media is
/dev/cdrom.

8. Enter the IP address of the Virtual I1/0 Server partition.

9. Enter the subnet mask of the Virtual I1/0 Server partition.
10.Enter the IP address of the gateway.

11.Enter the speed for the Ethernet interface.

12.Enter the information whether it is full duplex or half duplex.

Note: The installios command defaults the network setting of 100 Mbps/full
duplex for its speed and duplex setting. Please check the network switch
configuration or consult the network administrator to see what is the correct
speed/duplex setting in your environment.

13.Enter no if prompted for the client’s network configured after the installation.

14.The information for all available network adapters is being retrieved. At that
point the Virtual I/O Server partition reboots. Choose the correct physical
Ethernet adapter.

15.Enter the appropriate language and locale.
16. Verify that your settings are correct. If so, press Enter and proceed with the
installation.

After the migration is complete, the Virtual I/O Server partition is restarted to the
configuration that it had before the migration installation. Run the ioslevel
command and verify that the migration was successful. The results should
indicate the similar level:

§ ioslevel
2.1.0.0

5.1.3 Migration from DVD managed by an HMC

Before you begin the migration from an DVD make sure that the following
requirements are fulfilled:

» An HMC is attached to the system and the HMC version is at a minimum level
of 7.3.4 or later and the server firmware is at the according level.
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>

A DVD drive is assigned to the Virtual I/O Server partition and you have the
Virtual I/O Server Version 2.1 Migration DVD.

The Virtual I/0O Server is currently at version 1.3, or later.

Run the backupios command, and save the mksysb image to a safe location.

Note: Do not use the updateios command to migrate the Virtual I/O
Server.

To start the Virtual I/0O Server migration, follow the next steps:

1.

Insert the Virtual I/O Server Version 2.1 Migration DVD into the DVD drive
assigned to the Virtual I/O Server partition.

Shutdown the Virtual I/O Server partition doing the following:

— On a Virtual I/0O Server command line run the command: shutdown -force

and wait for the shutdown completed.
or

— Check the Virtual /0 Server partition on the HMC menu Systems
Management — Servers — <name_of_server>.

— Select Tasks — Operations — Shutdown.

— In the Shutdown menu, select delayed, click on OK, and wait for the
shutdown completed.

. Activate the Virtual I/O Server partition and boot it into SMS menu using

Tasks — Operations — Activate.

In the appearing window select the correct profile, check Open a terminal
window or console session and then select SMS as the Boot mode in the
Advanced selection. Click on OK.

5. A console window opens and the partition starts the SMS main menu.

6. Inthe SMS menu enter 5 for option 5. Select Boot Options and then press

7.
8.
9.

Enter.

Enter 1 for option 1. Select Install/Boot device and press Enter.
Enter 4 for option 3. CD/DVD and press Enter.

Select 6 for option 6. List all devices and press Enter.

10.Select the installation drive and press Enter.

11.Enter 2 for option 2. Normal Mode Boot and press Enter.

12.Enter 1 for option Yes and press Enter.
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13.The partition will now boot from the Migration DVD. Figure 5-1 shows the

menu appearing after a few moments. Select the desired console and press
Enter.

&9.3.5.129 :viosl / 520-DDEEC
File Edit Font Encoding Options
boot dewice: /pci@S000000Z0000003/pcilZ,3/ide@l/diskl0: yppoichrpybootfile. exe

#rExEFE DPlegzse define the Svstem Console, F##wxss

Type a 1 and press Enter to use this terminal as the
sy¥stem console.

Pour definir ce terminal comme console systeme, appuyes
sur 1 puis sur Entree.

Taste 1 und anschliessend die Eingabetaste druecken, um
diese Datenstation als 3ystemkonsole zu werwenden.
Fremere il tasto 1 ed Inwvio per usare questo terminal
come cohnsole.

Escriba 1 ¥ pulse Intro para utilizar esta terminal como
consola del sistema.

Escriwin 1 1 i premeu Intro per utilitzar agquest
terminal com a consola del sistema.

Digite um 1 e pressione Enter para utilizar este terminal
comno console do sistema.

Figure 5-1 Define the System Console
14.Type 1 in the next window and press Enter to have English during install.

15.The migration proceeds and the main menu as shown in Figure 5-2 will come
up:
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. 9.3.5.129: vios1 / 520-DDEEC

File Edit Font Encoding Options

Welcome to Base Operating 3ysten
Installation and Maintenance

Tvpe the number of vour choice and press Enter. Choice iz indicated by »=>-.

[==> 1 Start Install Now with Default Settings

Z Change/3how Installation Settings and Install

3 Start Maintenance Mode for 3ystem Recovery
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Figure 5-2 Installation and Maintenance main menu

16.Select option 1 Start Install Now with Default Settings or verify the installation
settings by choosing option 2 Change/Show Installation Settings and Install
and press Enter.

17.Figure 5-3 shows the Virtual I/O Server Installation and Settings menu:

Chapter 5. Virtual I/O Server maintenance 177



. 9.3.5.129: vios1 / 520-DDEEC

File Edit Font Encoding Options

VIO3 Migration Installation and Settings

Either type 0 and press Enter to install with current settings, or type the
nunber of the setting you want to change and press Enter.

1l System Settings:
Disk Where You Want to Install..... hdisk0n...

[->=> 0 Install with the settings listed abowve.

88 Help - | WABRNTNG: Base Operating 3ystem Installation will
99 Previous Menu |destroy or impair recowery of 30ME data on the
|destination disk hdisk0.
s Choice [0]: 1' =

Figure 5-3 Virtual I/O Server Migration Installation and Settings

Select option 1 to verify the system settings.

18.Figure 5-4 shows the menu where you can select the disks for migration. In
our example we had a mirrored Virtual I/O Server Version 1.5 environment
and therefore we use option 1:
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Figure 5-4 Change Disk Where You Want to Install

Note: Here you can see that the existing Virtual I/O Server is reported as
an AlX 5.3 system. Note that other disks, not part of the Virtual /0O Server
rootvg, can also have AlX 5.3 installed on. The first two disks shown in
Figure 5-4 are internal SAS disks where the existing Virtual /O Server 1.x
resides on. hdisk4 is another Virtual I/O Server installation on a SAN LUN.

19.Select 0 to continue and start the migration as shown in Figure 5-5:

Chapter 5. Virtual I/O Server maintenance 179



& 9.3.5.129: viosl / 520-DDEEC
File Edit Font Encoding Options

WIO0S Migration Installation and Settings

Either twpe 0 and press Enter to install with current settings, or type the
mumher of the setting you want to change and press Enter.

1 S&ystem Settings:

Disk Where Tou Want to Install..... hdisk0o

= 0 Install with the settings listed abowe.

33 Help ¢ |

WARNING: EBase Operating 3vystem Installation will
99 Previous Menu

|destroy or impair recovery of Z0ME data on the
|destination disk hdisko.

»> Choice [0]: I

<[]

Figure 5-5 Virtual I/O Server Migration Installation and Settings - start migration

20.The migration will start and then prompt you for a final confirmation as shown

in Figure 5-6. At this point you can still stop the migration and boot up your
existing Virtual 1/0 Server Version 1.x environment.
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Figure 5-6 Migration Confirmation

Select 0 to continue with the migration. After a few seconds the migration will
start as shown in Figure 5-7:
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Figure 5-7 Running migration

Be patient while the migration is ongoing. This may take a while.

21.After the migration has finished you need to set the terminal type. Enter vt320
and press Enter as shown in Figure 5-8:
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Figure 5-8 Set Terminal Type

22.Finally you need to accept the license agreements as shown in Figure 5-9:
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Figure 5-9 Software License Agreements

Press Enter and then change ACCEPT Installed License Agreements? to
YES using the Tab key in the Accept License Agreements menu, as shown in
Figure 5-10, and press Enter:
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Figure 5-10 Accept License Agreements

After you have accepted the license agreements exit the menu by pressing

F10 (or ESC+0) and you will see the Virtual I/O Server login shown in
Figure 5-11:
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Figure 5-11 IBM Virtual I/O Server login menu

23.Login as padmin and verify the new Virtual /0 Server Version with the
ioslevel command.

24.Check also the configuration of all disks and Ethernet adapters on the Virtual
I/O Server and the mapping of the virtual resources to the virtual I/O clients.
Use the Tsmap -all and 1sdev -virtual command.

25.Start the client partitions.

Verify the Virtual I/O Server environment, document the update, and create a
new backup of your Virtual I/O Server.

| 5.1.4 Migration from DVD managed by IVM

Before you begin the migration from an DVD using the Integrated Virtualization
Manager make sure that the following requirements are fulfilled:
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A DVD drive is assigned to the Virtual I/O Server partition and you have the
Virtual I/O Server Version 2.1 Migration DVD.

The Virtual I/0O Server is currently at version 1.3, or later.

The partition profile data for the management partition and its clients is
backed up before you back up the Virtual I/O Server. Use the bkprofdata
command to save the partition configuration data to a safe location.

Note: The IVM configuration in Virtual /O Server 2.1 is not backward
compatible. If you want to revert back to an earlier version of the Virtual 1/0
Server, you need to restore the partition configuration data from the backup
file.

Run the backupios command, and save the mksysb image to a safe location.

To start the Virtual 1/0 Server migration, follow the next steps:

1.

Step 1 is for a Blade server environment only:

Access the Virtual /0O Server logical partition using the management module
of the blade server:

a. Verify that all logical partitions except the Virtual I/O Server logical
partition are shut down.

b. Insert the Virtual I/O Server Migration DVD into the DVD drive assigned to
your Virtual I/0O Server partition.

c. Use telnet to connect to the management module of the Blade server on
which the Virtual I/O Server logical partition is located.

d. Enter the following command: env -T system:blade[x] where x is the
specific number of the blade to be migrated.

o

Enter the following console command.

bl

Login into the Virtual I/O Server using the padmin user.

Enter the following shutdown -restart command.

s @

When you see the system management services (SMS) logo appear,
select 1 to enter the SMS menu.

i. Go to step 3 below.

. Step 2 is for a non-Blade server environment only:

Access the Virtual I/0O Server partition using the Advanced System
Management Interface (ASMI) with a Power Systems server that is not
managed by an HMC:
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a. Verify that all logical partitions except the Virtual I/O Server logical
partition are shut down.

b. Insert the Virtual I/O Server Migration DVD into the Virtual I/O Server
logical partition.

c. Log in to the ASCII terminal to communicate with the Virtual I/O Server.
See Access the ASMI without an HMC if you need assistance at:

http://publib.boulder.ibm.com/infocenter/systems/scope/hw/topic/i
phby/ascii.htm

d. Sign on to the Virtual I/O Server using the padmin user.

e. Enter the shutdown -restart command.

f.  When you see the SMS logo appear, select 1 to enter the SMS menu.
3. Select the boot device:

a. Select option 5 Select Boot Options and press Enter.
Select option 1 Select Install/Boot Device and press Enter.
Select IDE and press Enter.

a oo

Select the device number that corresponds to the DVD and press Enter.
You can also select List all devices and select the device number from a
list and press Enter.

e. Select Normal mode boot.
f. Select Yes to exit SMS.
4. Install the Virtual I/O Server:

Follow the steps described in 5.1.3, “Migration from DVD managed by an
HMC”, beginning with step 13.

5.2 Virtual I/O server backup strategy

A complete disaster recovery strategy for the Virtual /0 Server should include
backing up several components such that you can recover the virtual devices and
their physical backing devices.

The Virtual I/0 Server contains the following types of information that you need to
back up:

» The Virtual I/O Server operating system includes the base code, applied fix
packs, custom device drivers to support disk subsystems, Kerberos, and
LDAP client configurations. All of this information is backed up when you use
the backupios command. In situations where you plan to restore the Virtual
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I/O Server to the same system from which it was backed up, backing up only
the Virtual I/O Server itself is usually sufficient.

» User-defined virtual devices include metadata, such as virtual device
mappings, that define the relationship between the physical environment and
the virtual environment. This data can be saved to a location that is
automatically backed up when you use the backupios command.

In a complete disaster recovery scenario, the Virtual I/O Server may be
| restored to a new or repaired system. You must then back up both the Virtual
I/O Server and user-defined virtual devices.

Furthermore, in this situation, you must also back up the following components of
your environment in order to fully recover your Virtual I/O Server configuration:

» External device configurations, such as Storage Area Network (SAN) devices

» Resources defined on the Hardware Management Console (HMC) or on the
Integrated Virtualization Manager (IVM), such as processor and memory
allocations, physical or virtual adapter configuration

» The operating systems and applications running in the client logical partitions

| 5.2.1 Backup external device configuration

Planning should be included into the end-to-end backup strategy for the event
that a natural or man-made disaster destroys a complete site. This is probably
part of your disaster recovery strategy, but consider it in the complete backup
strategy. The backup strategy for this depends on the hardware specifics of the
storage, networking equipment, and SAN devices, to name but a few. Examples
of the type of information you will need to record include the network virtual local
area network (VLAN) or logical unit number (LUN) information from a storage
subsystem.

This information is beyond the scope of this document, but we mention it here to
make you aware that a complete disaster recovery solution for a physical or
virtual server environment has a dependency on this information. The method to
collect and record the information depends not only on the vendor and model of
the infrastructure systems at the primary site, but also on what is present at the
disaster recovery site.

| 5.2.2 Backup HMC resources

If the system is managed by an HMC, the HMC information needs to be backed
up. The definition of the Virtual 1/0O Server logical partition on the HMC includes,
for example, how much CPU and memory and what physical adapters are to be
used. In addition to this, you have the virtual device configuration (for example,
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virtual Ethernet adapters and to which virtual LAN ID they belong) that needs to
be captured. For information on this topic, see the IBM Systems Hardware
Information Center under the “Backing up partition profile data” topic at:

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/topic/iphai/back
upprofdata.htm

Note that, especially if you are planning for disaster recovery, you might have to
rebuild selected HMC profiles from scratch on new hardware. In this case, it is
important to have detailed documentation of the configuration, such as how
many Ethernet cards are needed. Using the system plans and the viewer can
help record such information but you should check that this is appropriate and
that it records all the information needed in every case.

Starting with HMC V7, you can save the current system configuration to an HMC
system plan. The system plan can be redeployed to rebuild the complete
partition configuration.

Note: Check that the system plan is valid by viewing the report; look for a
message saying that the system plan cannot be deployed (in red).

Refer to the mksysplan command and the HMC interface for more information.

5.2.3 Backup IVM resources

If the system is managed by the Integrated Virtualization Manager, you need to
back up your partition profile data for the management partition and its clients
before you back up the Virtual I/O Server operating system.

To do so, from the Service Management menu, click Backup/Restore. The
Backup/Restore page is displayed. Then click Generate Backup.

This operation can also be done from the Virtual I/O Server. To do so, enter this
command:

bkprofdata -o backup -f /home/padmin/profile.bak

5.2.4 Backup operating systems from the client logical partitions
Backing up and restoring the operating systems and applications running in the
client logical partitions is a separate topic. This is because the Virtual I/O Server

manages only the devices and the linking of these devices along with the Virtual
I/O operating system itself. The AlIX, IBM i or Linux operating system-based

190 PowerVM Virtualization on Power Systems: Managing and Monitoring


http://publib.boulder.ibm.com/infocenter/eserver/v1r3s/topic/iphai/backupprofdata.htm
http://publib.boulder.ibm.com/infocenter/eserver/v1r3s/topic/iphai/backupprofdata.htm

clients of the Virtual I/O Server should have a backup strategy independently
defined as part of your existing server backup strategy.

For example, if you have an AlX 6.1 server made up of virtual disks and virtual
networks, you would still have an mksysb, savevg, or equivalent strategy in place
to back up the system. This backup strategy can rely on the virtual infrastructure
— for example, backing up to an Network Installation Manager (NIM) or IBM Tivoli
Storage Manager server over a virtual network interface through a physical
Shared Ethernet Adapter.

5.2.5 Backup the Virtual I/0 Server operating system

The Virtual 1/0 Server operating system consists of the base code, fix packs,
custom device drivers to support disk subsystems, and user-defined
customization. An example of user-defined customization can be as simple as
the changing of the Message of the Day or the security settings.

These settings, after an initial setup, will probably not change apart from the
application of fix packs, so a sensible backup strategy for the Virtual /O Server is
after fix packs have been applied or configuration changes made. Although we
discuss the user-defined virtual devices in the next section, it is worth noting that
the backup of the Virtual I/O Server will capture some of this data. With this fact
in mind, you can define the schedule for the Virtual I/O operating system backups
to occur more frequently to cover both the Virtual I/O operating system and the
user-defined devices in one single step.

Starting with the release of Virtual I/O Server Version 1.3, you can schedule jobs
with the crontab command. You can schedule the following backup steps to take
place at regular intervals using this command.

The backupios command creates a backup of the Virtual I/O Server to a bootable
tape, a DVD, or a file system (local or a remotely mounted Network File System).

Note: Consider the following:

» Virtual device mappings (that is, customized metadata) is backed up by
default. Nothing special needs to happen.

» Client data is not backed up.

You can back up and restore the Virtual 1/0 Server by the means listed in
Table 5-1.
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Table 5-1 Virtual I/O Server backup and restore methods

Backup method Media Restore method

To tape Tape From tape

To DVD DVD-RAM From DVD

To remote file system nim_resources.tar From an HMC using the Network
image Installation Management on Linux

(NIMOL) facility and the
installios command

To remote file system mksysb image From an AIX NIM server and a

mksysb image standard mksysb system
installation

Tivoli Storage Manager mksysb image Tivoli Storage Manager

5.3 Scheduling backups of the Virtual I/O Server

You can schedule regular backups of the Virtual I/O Server and user-defined
virtual devices to ensure that your backup copy accurately reflects the current
configuration.

To ensure that your backup of the Virtual I/O Server accurately reflects your
current running Virtual /0O Server, you should back up the Virtual I/O Server each
time that its configuration changes. For example:

» Changing the Virtual I/O Server, for example installing a fix pack.

» Adding, deleting, or changing the external device configuration, such as
changing the SAN configuration.

» Adding, deleting, or changing resource allocations and assignments for the
Virtual I/0O Server, such as memory, processors, or virtual and physical
devices.

» Adding, deleting, or changing user-defined virtual device configurations, such
as virtual device mappings.

You can then back up your Virtual I/O Server manually after any of these
modifications.

You can also schedule backups on a regular basis using the crontab function.
You therefore create a script for backing up the Virtual I/0O Server, and save itin a
directory that is accessible to the padmin user ID. For example, create a script
called backup and save it in the /home/padmin directory. Ensure that your script
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includes commands for backing up the Virtual I/O Server and saving information
about user-defined virtual devices.

Mounting the image directory of your NIM server and posting the backups to this
directory is an approach to quickly deploy a backup if the need arises.

Then create a crontab file entry that runs the backup script on regular intervals.
For example, to run backup every Saturday at 2:00 a.m., type the following
commands:

$ crontab -e
0200 6 /home/padmin/backup

When you are finished, remember to save and exit.

5.4 Backing up the Virtual I/O Server operating system

The following topics explain the options that can be used to back up the Virtual
I/O Server.

5.4.1 Backing up to tape

You can back up the Virtual I/O Server base code, applied fix packs, custom
device drivers to support disk subsystems, and some user-defined metadata to
tape.

If the system is managed by the Integrated Virtualization Manager, then you
need to back up your partition profile data for the management partition and its
clients before you back up the Virtual I/O Server. To do so, refer to 5.2.3, “Backup
IVM resources” on page 190.

You can find the device name on the Virtual I1/O Server by typing the following

command:

§ 1sdev -type tape

name status description

rmt0 Available Other SCSI Tape Drive

If the device is in the Defined state, type the following command where dev is the
name of your tape device:

cfgdev -dev dev
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Run the backupios command with the -tape option. Specify the path to the
device. Use the -accept flag to automatically accept licences. For example:

backupios -tape /dev/rmt0 -accept

| Example 5-1 illustrates a backupios command execution to back up the Virtual
I/O Server on a tape.

Example 5-1 Backing up the Virtual I/O Server to tape

$ backupios -tape /dev/rmt0

Creating information file for volume group volgrpOl.

Creating information file for volume group storageOl.

Backup in progress. This command can take a considerable amount of time
to complete, please be patient...

Creating information file (/image.data) for rootvg.

Creating tape boot image..............

Creating list of files to back up.

Backing up 44950 fileS.eeeeerrennrnnrneenennnnnnns

44950 of 44950 files (100%)
0512-038 mksysb: Backup Completed Successfully.

| 5.4.2 Backing up to a DVD-RAM

You can back up the Virtual I/O Server base code, applied fix packs, custom
device drivers to support disk subsystems, and some user-defined metadata to
DVD.

If the system is managed by the Integrated Virtualization Manager, then you
need to back up your partition profile data for the management partition and its
clients before you back up the Virtual I/O Server. To do so, refer to 5.2.3, “Backup
IVM resources” on page 190.

To back up the Virtual I/O Server to one or more DVDs, you generally use
DVD-RAM media. Vendor disk drives might support burning to additional disk
types, such as CD-RW and DVD-R. Refer to the documentation for your drive to
determine which disk types are supported.

| DVD-RAM media can support both -cdformat and -udf format flags, while DVD-R
media only supports the -cdformat.

194 PowerVM Virtualization on Power Systems: Managing and Monitoring



The DVD device cannot be virtualized and assigned to a client partition when
using the backupios command. Remove the device mapping from the client
before proceeding with the backup.

You can find the device name on the Virtual I/O Server by typing the following
command:

$ Tsdev -type optical
name status description
cd0 Available SATA DVD-RAM Drive

If the device is in the Defined state, type the following command where dev is the
name of your CD or DVD device:

cfgdev -dev dev

Run the backupios command with the -cd option. Specify the path to the device.
Use the -accept flag to automatically accept licenses. For example:

backupios -cd /dev/cd0 -accept

Example 5-2 illustrates a backupios command execution to back up the Virtual
I/O Server on a DVD-RAM.

Example 5-2 Backing up the Virtual I/O Server to DVD-RAM

$ backupios -cd /dev/cd0 -udf -accept
Creating information file for volume group volgrpOl.

Creating information file for volume group storageOl.
Backup in progress. This command can take a considerable amount of time
to complete, please be patient...

Initializing mkcd Tog: /var/adm/ras/mkcd.log...
Verifying command parameters...

Creating image.data file...

Creating temporary file system: /mkcd/mksysb_image...
Creating mksysb image...

Creating Tist of files to back up.

Backing up 44933 files.........

44933 of 44933 files (100%)

0512-038 mksysb: Backup Completed Successfully.
Populating the CD or DVD file system...

Copying backup to the CD or DVD file system...

Building chrp boot image...
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Note: If the Virtual I/O Server does not fit on one DVD, then the backupios
command provides instructions for disk replacement and removal until all the
volumes have been created.

5.4.3 Backing up to a remote file

The major difference for this type of backup compared to tape or DVD media is
that all of the previous commands resulted in a form of bootable media that can
be used to directly recover the Virtual I/O Server.

Backing up the Virtual I/O Server base code, applied fix packs, custom device
drivers to support disk subsystems, and some user-defined metadata to a file will
result in either:

» A nim_resources.tar file that contains all the information needed for a restore.
This is the preferred solution if you intend to restore the Virtual I/O Server on
the same system. This backup file can both be restored by the HMC or a NIM
server.

» An mksysb image. This solution is preferred if you intend to restore the Virtual
I/O Server from a Network Installation Management (NIM) server.

Note: The mksysb backup of the Virtual I/O Server can be extracted from the
tar file created in a full backup, so either method is appropriate if the
restoration method uses a NIM server.

Whichever method you choose, if the system is managed by the Integrated
Virtualization Manager, you need to back up your partition profile data for the
management partition and its clients before you back up the Virtual I/O Server.
To do so, refer to 5.2.3, “Backup IVM resources” on page 190.

Mounting the remote file system

You can use the backupios command to write to a local file on the Virtual I/O
Server, but the more common scenario is to perform a backup to a remote
NFS-based storage. The ideal situation might be to use the NIM server as the
destination because this server can be used to restore these backups. In the
following example, a NIM server has a host name of nim_server and the Virtual
I/O Server is vios1.

The first step is to set up the NFS-based storage export on the NIM server. Here,
we export a file system named /export/ios_backup, and in this case, /etc/exports
looks similar to the following:

$ mkdir /export/ios_backup
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$ mknfsexp -d /export/ios_backup -B -S sys,krb5p,krb5i,krb5,dh -t rw -r viosl
$ grep 1par01 /etc/exports
/export/ios_backup -sec=sys:krb5p:krb5i:krb5:dh,rw,root=viosl

Important: The NFS server must have the root access NFS attribute set on
the file system exported to the Virtual I/O Server logical partition for the
backup to succeed.

In addition, make sure that the name resolution is functioning from the NIM
server to the Virtual /0 Server and back again (reverse resolution) for both the
IP and host name. To edit the name resolution on the Virtual I/O Server, use
the hostmap command to manipulate the /etc/hosts file or the cfgnamesrv
command to change the DNS parameters.

The backup of the Virtual I/O Server can be large, so ensure that the system
ulimits parameter in the /etc/security/limits file on the NIM server is set to -1
and therefore will allow the creation of large files.

With the NFS export and name resolution set up, the file system needs to be
mounted on the Virtual I/O Server. You can use the mount command:

$ mkdir /mnt/backup
$ mount nim_server:/export/ios_backup /mnt/backup

Note: We recommend the remote file system should be mounted
automatically at bootup of the Virtual I/O Server to simplify the scheduling of
regular backups.

Backing up to a nim_resources.tar file

Once the remote file system is mounted, you can start the backup operation to
the nim_resources.tar file.

Backing up the Virtual I/O Server to a remote file system creates the
nim_resources.tar image in the directory you specify. The nim_resources.tar file
contains all the necessary resources to restore the Virtual I/O Server, including
the mksysb image, the bosinst.data file, the network boot image, and the Shared
Product Object Tree (SPOT) resource.

The backupios command empties the target_disks_stanza section of
bosinst.data and sets RECOVER_DEVICES=Default. This allows the mksysb file
generated by the command to be cloned to another logical partition. If you plan to
use the nim_resources.tar image to install to a specific disk, then you need to
repopulate the target_disk_stanza section of bosinst.data and replace this file in
the nim_resources.tar image. All other parts of the nim_resources.tar image
must remain unchanged.
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Run the backupios command with the -file option. Specify the path to the target
directory. For example:

backupios -file /mnt/backup

Example 5-3 illustrates a backupios command execution to back up the Virtual
I/O Server on a nim_resources.tar file.

Example 5-3 Backing up the Virtual I/O Server to the nim_resources.tar file

$ backupios -file /mnt/backup
Creating information file for volume group storageOl.
Creating information file for volume group volgrpOl.

Backup in progress. This command can take a considerable amount of time
to complete, please be patient...

This command created a nim_resources.tar file that you can use to restore the
Virtual I/0O Server from the HMC as described in , “Restoring from a
nim_resources.tar file with the HMC” on page 207.

Note: The argument for the backupios -file command is a directory. The
nim_resources.tar file is stored in this directory.

Backing up to an mksysb file

Alternatively, once the remote file system is mounted, you can start the backup
operation to an mksysb file. The mksysb image is an installable image of the root
volume group in a file.

Run the backupios command with the -file option. Specify the path to the target
directory and specify the -mksysb parameter. For example:

backupios -file /mnt/backup -mksysb

Example 5-4 on page 198 illustrates a backupios command execution to back up
the Virtual I/O Server on a mksysb file.

Example 5-4 Backing up the Virtual I/O Server to the mksysb image

$ backupios -file /mnt/VIOS_BACKUP_130ct2008.mksysb -mksysb
/mnt/VIOS_BACKUP_130ct2008.mksysb doesn't exist.
Creating /mnt/VIOS_BACKUP_130ct2008.mksysb

Creating information file for volume group storageOl.
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Creating information file for volume group volgrpOl.
Backup in progress. This command can take a considerable amount of time
to complete, please be patient...

Creating information file (/image.data) for rootvg.

Creating Tist of files to back up...

Backing up 45016 fileS.eeeieeienenneneenennannnnn
45016 of 45016 files (100%)

0512-038 savevg: Backup Completed Successfully.

Note: If you intend to use a NIM server for the restoration, it must be running a
level of AIX that can support the Virtual I/O Server installation. For this reason,
the NIM server should be running the very latest technology level and service
packs at all times. For the restoration of any backups of a Virtual I/O Server
Version 2.1, your NIM server needs to be at the latest AIX Version 6.1 level.
For a Virtual I/O Server 1.x environment, your NIM servers needs to be at the
latest AIX Version 5.3 level.

5.4.4 Backing up user-defined virtual devices

Once you backed up the Virtual /O Server operating system, you still need to
back up the user-defined virtual devices:

» If you are restoring to the same server, some information might be available
such as data structures (storage pools or volume groups and logical volumes)
held on non-rootvg disks.

» If you are restoring to new hardware, these devices cannot be automatically
recovered because the disk structures will not exist.

» If the physical devices exist in the same location and structures such as
logical volumes are intact, the virtual devices such as virtual target SCSI and
Shared Ethernet Adapters are recovered during the restoration.

In the disaster recovery situation where these disk structures do not exist and
network cards are at different location codes, you need to make sure to back up
the following:

» Any user-defined disk structures such as storage pools or volume groups and
logical volumes

» The linking of the virtual device through to the physical devices

These devices will mostly be created at the Virtual I/O Server build and deploy
time, but will change depending on when new clients are added or changes are
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made. For this reason, a weekly schedule or manual backup procedure when
configuration changes are made is appropriate.

Backing up disk structures with savevgstruct

Use the savevgstruct command to back up user-defined disk structures. This
command writes a backup of the structure of a named volume group (and
therefore storage pool) to the /home/ios/vgbackups directory.

For example, assume you have the following storage pools:

$ 1ssp

Pool Size(mb)  Free(mb) Alloc Size(mb) BDs
rootvg 139776 107136 128 0
storage(l 69888 69760 64 1
volgrp01 69888 69760 64 1

Then you run the savevgstruct storage0l command to back up the structure in
the storage01 volume group:

$ savevgstruct storage0l
Creating information file for volume group storageOl.

Creating Tist of files to back up.

Backing up 6 files

6 of 6 files (100%)

0512-038 savevg: Backup Completed Successfully.

The savevgstruct command is automatically called before the backup
commences for all active non-rootvg volume groups or storage pools on a Virtual
I/O Server when the backupios command is run. Because this command is called
before the backup commences, the volume group structures will be included in
the system backup. For this reason, you can use the backupios command to
back up the disk structure as well, so the frequency that this command runs
might increase.

Note: The volume groups or storage pools need to be activated for the backup
to succeed.

Only active volume groups or storage pools are automatically backed up by
the backupios command. Use the 1svg or 1ssp command to list and
activatevg to activate the volume groups or storage pools if necessary before
starting the backup.
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Backing up virtual devices linking information

The last item to back up is the linking information. You can gather this information
from the output of the 1smap command, as shown in Example 5-5.

Example 5-5 Sample output from the Ismap command

$ 1smap -net -all
SVEA  Physloc

ent2 U9117.MMA.101F170-V1-C11-T1

SEA ent5

Backing device ent0

Status Available

Physloc U789D.001.DQDYKYW-P1-C4-T1

$ 1smap -all

SVSA Physloc Client Partition ID
vhost0 U9117.MMA.101F170-V1-C21 0x00000003

VTD aix6l_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk7

Physloc U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L1000000000000
SVSA Physloc Client Partition ID
vhostl U9117.MMA.101F170-V1-C22 0x00000004

VTD aix53_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk8

Physloc U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L2000000000000

From this example, the vhost0 device in slot 10 on the HMC (the C21 value in the
location code) is linked to the hdisk7 device and named aix61_rvg. The vhost1
device holds the hdisk8 device and named aix53_rvg. For the network, the virtual
Ethernet adapter ent2 is linked to the physical Ethernet adapter ent0 making the
ent5 Shared Ethernet Adapter.

Consideration: The previous output does not gather information such as SEA
control channels (for SEA Failover), IP addresses to ping, and whether
threading is enabled for the SEA devices. These settings and any other
changes that have been made (for example MTU settings) must be
documented separately, as explained later in this section.
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Note: It is also vitally important to use the slot numbers as a reference for the
virtual SCSI and virtual Ethernet devices, not the vhost number or ent number.

The vhost and ent devices are assigned by the Virtual I/O Server because
they are found at boot time or when the cfgdev command is run. If you add in
more devices after subsequent boots or with the cfgdev command, these will
be sequentially numbered.

In the vhost0 example, the important information to note is that it is not vhostO
but that the virtual SCSI server in slot 21 (the C21 value in the location code)
is mapped to a LUN disk hdisk7. The vhost and ent numbers are assigned
sequentially by the Virtual I/O Server at initial discovery time and should be
treated with caution to rebuild user-defined linking devices.

Backing up additional information

You should also save the information about network settings, adapters, users,
and security settings to the /nome/padmin directory by running each command in
conjunction with the tee command as follows:

command | tee /home/padmin/filename

Where:

— command is the command that produces the information you want to save.

— filename is the name of the file to which you want to save the information.
The /home/padmin directory is backed up using the backupios command,;
therefore, it is a good location to collect configuration information prior to a

backup. Table 5-2 provides a summary of the commands that help you to save
the information.

Table 5-2 Commands to save information about Virtual I/O Server

Command Information provided (and saved)

cfgnamesrv -1s Shows all system configuration database entries
related to domain name server information used by
local resolver routines.

entstat -all devicename Shows Ethernet driver and device statistics for the
device specified.

devicename is the name of a
device. Run this command for
each device whose attributes or
statistics you want to save.
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Command

Information provided (and saved)

hostmap -1s Shows all entries in the system configuration
database.
ioslevel Shows the current maintenance level of the Virtual

1/0O Server.

1sdev -dev devicename -attr

devicename is the name of a
device. Run this command for
each device whose attributes or
statistics you want to save. You
generally want to save the
customized devices attributes.
Try to keep track of them when

managing the Virtual 1/O Server.

Shows the attributes of the device specified.

1sdev -type adapter

Shows information about physical and logical
adapters.

Tsuser

Shows a list of all attributes of all the system users.

netstat -routinfo

Shows the routing tables, including the
user-configured and current costs of each route.

netstat -state

Shows the routing tables, including the
user-configured and current costs of each route.

optimizenet -list

Shows characteristics of all network tuning
parameters, including the current and reboot
value, range, unit, type, and dependencies.

viosecure -firewall view

Shows a list of allowed ports.

viosecure -view -nonint

Shows all of the security level settings for
non-interactive mode.

5.4.5 Backing up using IBM Tivoli Storage Manager

You can use the IBM Tivoli Storage Manager to automatically back up the Virtual
I/O Server on regular intervals, or you can perform incremental backups.

IBM Tivoli Storage Manager automated backup

You can automate backups of the Virtual I/O Server using the crontab command
and the Tivoli Storage Manager scheduler.
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Before you start, complete the following tasks:

» Ensure that you configured the Tivoli Storage Manager client on the Virtual
I/O Server. If it is not configured, refer to 11.2, “Configuring the IBM Tivoli
Storage Manager client” on page 380.

» Ensure that you are logged into the Virtual /O Server as the administrator
(padmin).

To automate backups of the Virtual I/O Server, complete the following steps:

1. Write a script that creates an mksysb image of the Virtual I/O Server and save
it in a directory that is accessible to the padmin user ID. For example, create a
script called backup and save it in the /nome/padmin directory. If you plan to
restore the Virtual I/O Server to a different system than the one from which it
was backed up, then ensure that your script includes commands for saving
information about user-defined virtual devices. For more information, see the
following tasks:

— Forinstructions about how to create an mksysb image, see “Backing up to
an mksysb file” on page 198.

— For instructions about how to save user-defined virtual devices, see 5.4.4,
“Backing up user-defined virtual devices” on page 199.

2. Create a crontab file entry that runs the backup script on a regular interval.
For example, to create an mksysb image every Saturday at 2:00 a.m., type
the following commands:

§ crontab -e
0200 6 /home/padmin/backup

When you are finished, remember to save and exit.

3. Work with the Tivoli Storage Manager administrator to associate the Tivoli
Storage Manager client node with one or more schedules that are part of the
policy domain. This task is not performed on the Tivoli Storage Manager client
on the Virtual I/O Server, but by the Tivoli Storage Manager administrator on
the Tivoli Storage Manager server.

4. Start the client scheduler and connect to the server schedule using the dsmc
command as follows:

dsmc -schedule

5. If you want the client scheduler to restart when the Virtual I/O Server restarts,
add the following entry to the /etc/inittab file:

itsm::once:/usr/bin/dsmc sched > /dev/null 2>&1 # TSM scheduler
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IBM Tivoli Storage Manager incremental backup
You can back up the Virtual I/O Server at any time by performing an incremental
backup with the Tivoli Storage Manager.

Perform incremental backups in situations where the automated backup does not
suit your needs. For example, before you upgrade the Virtual 1/0O Server, perform
an incremental backup to ensure that you have a backup of the current
configuration. Then, after you upgrade the Virtual I/O Server, perform another
incremental backup to ensure that you have a backup of the upgraded
configuration.

Before you start, complete the following tasks:

» Ensure that you configured the Tivoli Storage Manager client on the Virtual
I/O Server. For instructions, see 11.2, “Configuring the IBM Tivoli Storage
Manager client” on page 380.

» Ensure that you have an mksysb image of the Virtual I/O Server. If you plan to
restore the Virtual I/O Server to a different system than the one from which it
was backed up, then ensure that the mksysb includes information about
user-defined virtual devices. For more information, see the following tasks:

— For instructions about how to create an mksysb image, see “Backing up to
an mksysb file” on page 198.

— For instructions about how to save user-defined virtual devices, see 5.4.4,
“Backing up user-defined virtual devices” on page 199.

To perform an incremental backup of the Virtual I/O Server, run the dsmc
command. For example:

dsmc -incremental sourcefilespec

Where sourcefilespec is the directory path to where the mksysb file is located.
For example, /home/padmin/mksysb_image.

5.5 Restoring the Virtual I/O Server

With all of the different backups described and the frequency discussed, we now
describe how to rebuild the server from scratch. The situation we work through is
a Virtual I/0O Server hosting an AlX operating system-based client partition
running on virtual disk and network. We work through the restore from the
uninstalled bare metal Virtual I/0 Server upward and discuss where each backup
strategy will be used.
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This complete end-to-end solution is only for this extreme disaster recovery
scenario. If you need to back up and restore a Virtual 1/O Server onto the same
server, the restoration of the operating system is probably of interest.

5.5.1 Restoring the HMC configuration

In the most extreme case of a natural or man-made disaster that has destroyed
or rendered unusable an entire data center, systems might have to be restored to
a disaster recovery site. In this case, you need another HMC and server location
to which to recover your settings. You should also have a disaster recovery
server in place with your HMC profiles ready to start recovering your systems.

The details of this are beyond the scope of this document but would, along with
the following section, be the first steps for a disaster recovery.

5.5.2 Restoring other IT infrastructure devices

All other IT infrastructure devices, such as network routers, switches, storage
area networks and DNS servers, to name just a few, also need to be part of an
overall IT disaster recovery solution. Having mentioned them, we say no more
about them apart from making you aware that not just the Virtual I/O Server but
the whole IT infrastructure will rely on these common services for a successful
recovery.

| 5.5.3 Restoring the Virtual I/O Server operating system

| This section details how to restore the Virtual I/O Server. We describe how to
recover from a complete disaster.

If you migrated to a different system and if this system is managed by the
Integrated Virtualization Manager, you need to restore your partition profile data
for the management partition and its clients before you restore the Virtual I/O
Server.

To do so, from the Service Management menu, click Backup/Restore. The
Backup/Restore page is displayed. Then click Restore Partition Configuration.

| Restoring from DVD backup

The backup procedures described in this chapter created bootable media that
you can use to restore as stand-alone backups.

Insert the first DVD into the DVD drive and boot the Virtual I/0O server partition
into SMS mode, making sure the DVD drive is assigned to the partition. Select,
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using the SMS menus, to install from the DVD drive and work through the usual
installation procedure.

Note: If the DVD backup spanned multiple disks during the install, you will be
prompted to insert the next disk in the set with a message similar to the
following:

Please remove volume 1, insert volume 2, and press the ENTER key.

Restoring from tape backup

The procedure for the tape is similar to the DVD procedure. Because this is a
bootable media, just place the backup media into the tape drive and boot the
Virtual I/0O Server partition into SMS mode. Select to install from the tape drive
and follow the same procedure as previously described.

Restoring from a nim_resources.tar file with the HMC

If you made a full backup of the Virtual I/O Server to a nim_resources.tar file, you
can use the HMC to restore it using the installios command.

To do so, the tar file must be located either on the HMC, an NFS-accessible
directory, or a DVD. To make the nim_resources.tar file accessible for restore, we
performed the following steps:

1. Created a directory named backup using the mkdir /home/padmin/backup
command.

2. Checked that the NFS server was exporting a file system with the showmount
nfs_server command.

3. Mounted the NFS-exported file system onto the /home/padmin/backup
directory.

4. Copied the tar file created in “Backing up to a nim_resources.tar file” on
page 197 to the NFS mounted directory using the following command:

$ cp /home/padmin/backup _loc/nim_resources.tar /home/padmin/backup

At this stage, the backup is ready to be restored to the Virtual /O Server partition
using the installios command on the HMC or an AIX partition that is a NIM
server. The restore procedure will shut down the Virtual I/O Server partition if it is
still running. The following is an example of the command help:

hscroot@hmcl:™> installios -?
installios: usage: installios [-s managed_sys -S netmask -p partition
-r profile -i client_addr -d source _dir -m mac_addr
-g gateway [-P speed] [-D duplex] [-n] [-1 Tanguage]]
-u
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Using the installios command, the -s managed_sys option requires the HMC
defined system name, the -p partition option requires the name of the Virtual I/O
Server partition, and the -r profile option requires the partition profile you want
to use to boot the Virtual /0O Server partition during the recovery.

If you do not specify the -m flag and include the MAC address of the Virtual /O
Server being restored, the restore will take longer because the installios
command shuts down the Virtual I/O Server and boots it in SMS to determine the
MAC address. The following is an example of the use of this command:

hscroot@hmcl:™> installios -s MT_B_p570 MMA 101F170 -S 255.255.254.0 -p viosl
-r default -i 9.3.5.111 -d 9.3.5.5:/export_fs -m 00:02:55:d3:dc:34 -g 9.3.4.1

Note: If you do not input a parameter, the installios command will prompt
you for one.

hscroot@hmcl:™> installios

The following objects of type "managed system" were found. Please select
one:

1. MT_B_p570_MMA_101F170
2. MT_A p570_MMA_100F6A0
3. p550-SN106629E

Enter a number (1-3): 1

The following objects of type "virtual I/0 server partition" were found.
Please select one:

1. vios2
2. viosl

Enter a number (1-2):

At this point, open a terminal console on the server to which you are restoring in
case user input is required. Then run the installios command as described
above.

Following this command, NIMOL on the HMC takes over the NIM process and
mounts the exported file system to process the backupios tar file created on the
Virtual I/O Server previously. NIMOL on the HMC then proceeds with the
installation of the Virtual I/O Server and a reboot of the partition completes the
install.

208 PowerVM Virtualization on Power Systems: Managing and Monitoring



Notes:

» The configure client network setting must be set to no when prompted by
the installios command. This is because the physical adapter we are
installing the backup through might already be used by an SEA and the IP
configuration will fail if this is the case. Log in and configure the IP if
necessary after the installation using a console session.

» If the command seems to be taking a long time to restore, this is most
commonly caused by a speed or duplex misconfiguration in the network.

Restoring from a file with the NIM server

The installios command is also available on the NIM server, but at present it
only supports installations from the base media of the Virtual I/O Server. The
method we used from the NIM server was to install the mksysb image. This can
either be the mksysb image generated with the -mksysb flag in the backupios
command shown previously or you can extract the mksysb image from the
nim_resources.tar file.

Whatever method you use, after you have stored the mksysb file this on the NIM
server, you need to create a NIM mksysb resource as shown:

# nim -o define -t mksysb -aserver=master
-alocation=/export/mksysb/VIOS_BACKUP_130ct2008.mksysb VIOS mksysb
# Tsnim VIOS_mksysb

VIOS_mksysb resources mksysh

After NIM mksysb resource has been successfully created, generate a SPOT
from the NIM mksysb resource or use the SPOT available at the latest AIX
technology and service pack level. To create the SPOT from the NIM mksysb
resource, run the command:

# nim -o define -t spot -a server=master -a location=/export/spot/ -a
source=VIO0S_mksysb VIOS_SPOT

Creating SPOT in "/export/spot" on machine "master" from "VIOS mksysb" ...
Restoring files from BOS image. This may take several minutes ...

# 1snim VIOS_SPOT

VIOS_SPOT resources spot

With the SPOT and the mksysb resources defined to NIM, you can install the
Virtual /0 Server from the backup. If the Virtual I/O Server partition you are
installing is not defined to NIM, make sure that it is now defined as a machine
and enter the smitty nim_bosinst fast path command. Select the NIM mksysb
resource and SPOT defined previously.
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Important: Note that the Remain NIM client after install field must be set to
no. If this is not set to no, the last step for the NIM installation is to configure an
IP address onto the physical adapter through which the Virtual 1/O Server has
just been installed. This IP address is used to register with the NIM server. If
this is the adapter used by an existing Shared Ethernet Adapter (SEA), it will
cause error messages to be displayed.

If this is the case, reboot the Virtual I/O Server if necessary, and then login to it
using a terminal session and remove any IP address information and the SEA.
After this, recreate the SEA and configure the IP address back for the SEA
interface.

Now that you have set up the NIM server to push out the backup image, the
Virtual 1/0 Server partition needs to have the remote IPL setup completed. For
this procedure, see the Installing with Network Installation Management section
under the Installation and Migration category of the IBM System p and AlX
Information Center at:

http://publibl6.boulder.ibm.com/pseries/index.htm

Tip: One of the main causes of installation problems using NIM is the NFS
exports from the NIM server. Make sure that the /etc/exports file is correct on
the NIM server.

The installation of the Virtual 1/O Server should complete, but here is a big
difference between restoring to the existing server and restoring to a new
disaster recovery server. One of the NIM install options is to preserve the NIM
definitions for resources on the target. With this option, NIM attempts to restore
any virtual devices that were defined in the original backup. This depends on the
same devices being defined in the partition profile (virtual and physical) such that
the location codes have not changed.

This means that virtual target SCSI devices and Shared Ethernet Adapters
should all be recovered without any need to recreate them (assuming the logical
partition profile has not changed). If restoring to the same machine, there is a
dependency that the non-rootvg volume groups are present to be imported and
any logical volume structure contained on these is intact. To demonstrate this, we
operated a specific test scenario: A Virtual I/O Server was booted from a
diagnostics CD and the Virtual I/O Server operating system disks were formatted
and certified, destroying all data (this was done for demonstration purposes). The
other disks containing volume groups and storage pools were not touched.

Using a NIM server, the backup image was restored to the initial Virtual 1/0
Server operating system disks. Examining the virtual devices after the
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installation, the virtual target devices and Shared Ethernet Adapters are all
recovered, as shown in Example 5-6.

Example 5-6 Restore of Virtual I/O Server to the same logical partition

§ 1sdev -virtual

name status description

ent2 Available Virtual I/0 Ethernet Adapter (1-lan)

ent3 Available  Virtual I/0 Ethernet Adapter (1-lan)

ent4 Available  Virtual I/0 Ethernet Adapter (1-lan)

ent6 Available Virtual I/0 Ethernet Adapter (1-lan)

vasio Available  Virtual Asynchronous Services Interface (VASI)
vbsd0 Available Virtual Block Storage Device (VBSD)

vhost0 Available  Virtual SCSI Server Adapter

vhostl Available  Virtual SCSI Server Adapter

vhost2 Available  Virtual SCSI Server Adapter

vhost3 Available  Virtual SCSI Server Adapter

vhost4 Available  Virtual SCSI Server Adapter

vhostbh Available  Virtual SCSI Server Adapter

vhost6 Available  Virtual SCSI Server Adapter

vhost7 Defined Virtual SCSI Server Adapter

vhost8 Defined Virtual SCSI Server Adapter

vhost9 Defined Virtual SCSI Server Adapter

vsal Available LPAR Virtual Serial Adapter

IBMi61_0 Available Virtual Target Device - Disk

IBMi61_1 Available  Virtual Target Device - Disk

aix53_rvg Available  Virtual Target Device - Disk

aix6l_rvg Available Virtual Target Device - Disk

rhel52 Available  Virtual Target Device - Disk

slesl0 Available  Virtual Target Device - Disk

vtopt0 Defined Virtual Target Device - File-backed Optical
vtoptl Defined Virtual Target Device - File-backed Optical
vtopt2 Defined Virtual Target Device - File-backed Optical
vtopt3 Available  Virtual Target Device - Optical Media
vtscsi0 Defined Virtual Target Device - Disk

vtscsil Defined Virtual Target Device - Logical Volume
ent5 Available  Shared Ethernet Adapter

ent7 Available  Shared Ethernet Adapter

$ 1smap -all

SVSA Physloc Client Partition ID
vhost0 U9117.MMA.101F170-V1-C21 0x00000003
VTD aix6l_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk7

Physloc U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L1000000000000
SVSA Physloc Client Partition ID
vhostl U9117.MMA.101F170-V1-C22 0x00000004
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VTD

Status

LUN

Backing device
Physloc

vhost2

VTD

Status

LUN

Backing device
Physloc

VTD

Status

LUN

Backing device
Physloc

vhost3

VTD

Status

LUN

Backing device
Physloc

vhost4

VTD

Status

LUN

Backing device
Physloc

vhostbh

VTD

Status

LUN

Backing device
Physloc

SVSA

212

aix53_rvg

Available

0x8100000000000000

hdisk8
U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L2000000000000

Client Partition ID

U9117.MMA.101F170-V1-C23 0x00000005

Physloc

IBMi61_0

Available

0x8100000000000000

hdiskl1
U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-15000000000000

IBMi6l_1

Available

0x8200000000000000

hdisk12
U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L6000000000000

Physloc Client Partition ID

U9117.MMA.101F170-V1-C24 0x00000006

rhel52

Available

0x8100000000000000

hdisk10
U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L4000000000000

Client Partition ID

U9117.MMA.101F170-V1-C25 0x00000000

Physloc

slesl0

Available

0x8100000000000000

hdisk9
U789D.001.DQDYKYW-P1-C2-T2-W201300A0B811A662-L3000000000000

Client Partition ID

U9117 .MMA.101F170-V1-C50 0x00000003

PhysToc

vtopt3

Available
0x8100000000000000

cd0
U789D.001.DQDYKYW-P4-D1

Physloc Client Partition ID
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vhost6 U9117.MMA.101F170-V1-C60 0x00000003

V1D NO VIRTUAL TARGET DEVICE FOUND

$ 1smap -net -all
SVEA  Physloc

ent2 U9117.MMA.101F170-V1-C11-T1

SEA entb

Backing device ent0

Status Available

Physloc U789D.001.DQDYKYW-P1-C4-T1

If you restore to a different logical partition where you have defined similar virtual
devices from the HMC recovery step provided previously, you will find that there
are no linking devices.

Note: The devices will always be different between machines because the
machine serial number is part of the virtual device location code for virtual
devices. For example:

$ 1sdev -dev ent4 -vpd

ent4 U8204.E8A.10FE411-V1-C11-T1 Virtual I/0 Ethernet Adapter
(1-1an)
Network Address............. C21E4467D40B
Displayable Message......... Virtual I/0 Ethernet Adapter (1-Tan)
Hardware Location Code...... U8204.E8A.10FE411-V1-C11-T1

PLATFORM SPECIFIC

Name: 1-Tan

Node: 1-1an@3000000b

Device Type: network

Physical Location: U8204.E8A.10FE411-V1-C11-T1

This is because the backing devices are not present for the linking to occur; the
physical location codes have changed, and so the mapping fails. Example 5-7
shows the same restore of the Virtual I/O Server originally running on a Power
570 onto a Power 550 that has the same virtual devices defined in the same
slots.

Example 5-7 Devices recovered if restored to a different server

$ 1sdev -virtual
name status description
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ent2 Available Virtual I/0 Ethernet Adapter (1-lan)
vhost0 Available Virtual SCSI Server Adapter
vsal Available LPAR Virtual Serial Adapter

$ 1smap -all -net
SVEA  Physloc

ent4  U8204.E8A.10FE411-V1-C11-T1

SEA ent6

Backing device ent0

Status Available

Physloc U78A0.001.DNWGCV7-P1-C5-T1

$ Tsmap -all

SVSA PhysToc Client Partition ID
vhost0 U9117.MMA.101F170-V1-C10 0x00000003

VTD NO VIRTUAL TARGET DEVICE FOUND

You now need to recover the user-defined virtual devices and any backing disk
structure.

Restoring with IBM Tivoli Storage Manager
You can use the IBM Tivoli Storage Manager to restore the mksysb image of the
Virtual I/0 Server.

Note: The IBM Tivoli Storage Manager can only restore the Virtual I/O Server
to the system from which it was backed up.

First, you restore the mksysb image of the Virtual /0 Server using the dsmc
command on the Tivoli Storage Manager client. Restoring the mksysb image
does not restore the Virtual I/O Server. You then need to transfer the mksysb
image to another system and convert the mksysb image to an installable format.

Before you start, complete the following tasks:

1. Ensure that the system to which you plan to transfer the mksysb image is
running AlX.

2. Ensure that the system running AIX has a DVD-RW or CD-RW drive.

3. Ensure that AIX has the cdrecord and mkisofs RPMs downloaded and
installed. To download and install the RPMs, see the AIX Toolbox for Linux
Applications Web site at:

http://www.ibm.com/systems/p/os/aix/1inux
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Note: Interactive mode is not supported on the Virtual I/O Server. You can
view session information by typing the dsmc command on the Virtual I/O
Server command line.

To restore the Virtual I/O Server using Tivoli Storage Manager, complete the
following tasks:

1. Determine which file you want to restore by running the dsmc command to
display the files that have been backed up to the Tivoli Storage Manager
server:

dsmc -query
2. Restore the mksysb image using the dsmc command. For example:
dsmc -restore sourcefilespec

Where sourcefilespec is the directory path to the location where you want to
restore the mksysb image. For example, /home/padmin/mksysb_image.

3. Transfer the mksysb image to a server with a DVD-RW or CD-RW drive by
running the following File Transfer Protocol (FTP) commands:

a. Run the following command to make sure that the FTP server is started on
the Virtual I/O Server:

startnetsvc ftp
b. Open an FTP session to the server with the DVD-RW or CD-RW drive:
ftp server_hostname

where server_hostname is the hostname of the server with the DVD-RW or
CD-RW drive.

c. Atthe FTP prompt, change the installation directory to the directory where
you want to save the mksysb image.

d. Set the transfer mode to binary, running the binary command.
e. Turn off interactive prompting using the prompt command.

f. Transfer the mksysb image to the server. Run the mput mksysb_image
command.

g. Close the FTP session after transferring the mksysb image by typing the
quit command.

4. Write the mksysb image to CD or DVD using the mkcd or mkdvd commands.
Reinstall the Virtual I/O Server using the CD or DVD that you just created. For
instructions, see chapter , “Restoring from DVD backup” on page 206. Or

reinstall the Virtual 1/0O server from a NIM server. For more information, refer to ,
“Restoring from a file with the NIM server” on page 209.
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5.5.4 Recovering user-defined virtual devices and disk structure

On our original Virtual 1/0O Server partition, we used two additional disks in a
non-rootvg volume group. If these were SAN disks or physical disks that were
directly mapped to client partitions, we could just restore the virtual device links.
However, if we had a logical volume or storage pool structure on the disks, we
need to restore this structure first. To do this, you need to use the volume group
data files.

The volume group or storage pool data files should have been saved as part of
the backup process earlier. These files should be located in the
/home/ios/vgbackups directory if you performed a full backup using the
savevgstruct command. The following command lists all of the available

backups:

§ restorevgstruct -1s

total 104

-rW-r--r-- 1 root staff 51200 Oct 21 14:22 extra_storage.data

The restorevgstruct command restores the volume group structure onto the
empty disks. In Example 5-8, there are some new blank disks and the same
storage01 and datavg volume groups to restore.

Example 5-8 Disks and volume groups to restore

$ 1spv

NAME PVID VG STATUS
hdisk0 00c1f170d7a97dec old_rootvg

hdiskl 00c1f170el70ae72 clientvg active
hdisk2 00c1f170e170c9cd clientvg active
hdisk3 00c1f170el70dac6 None

hdisk4 00c1f17093dc5a63 None

hdisk5 00c1f170el170fbb2 None

hdisk6 00c1f170de94ebed rootvg active
hdisk7 00c1f170e327afa7 None

hdisk8 00c1f170e3716441 None

hdisk9 none None

hdisk10 none None

hdiskll none None

hdiskl2 none None

hdisk13 none None

hdiskl4 none None

hdiskl5 00c1f17020d9bee9 None

$ restorevgstruct -vg extra_storage hdiskl5
hdisk15

extra_storage

testlv

Will create the Volume Group: extra_storage
Target Disks: Allocation Policy:
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Shrink Filesystems: no
Preserve Physical Partitions for each Logical Volume: no

After you restore all of the logical volume structures, the only remaining step is to
restore the virtual devices linking the physical backing device to the virtual. To
restore these, use the 1smap outputs recorded from the backup steps in 5.4.4,
“Backing up user-defined virtual devices” on page 199, or build documentation.
As previously noted, it is important to use the slot numbers and backing devices
when restoring these links.

The restoration of the Shared Ethernet Adapters will need the linking of the
correct virtual Ethernet adapter to the correct physical adapter. Usually, the
physical adapters are placed into a VLAN in the network infrastructure of the
organization. It is important that the correct virtual VLAN is linked to the correct
physical VLAN. Any network support team or switch configuration data can help
with this task.

The disaster recovery restore involves a bit more manual recreating of virtual
linking devices (vtscsi and SEA) and relies on good user documentation. If there
is no multipath setup on the Virtual I/0O Server to preserve, another solution is a
completely new installation of the Virtual I/O Server from the installation media
and then restore from the build documentation.

After running the mkvdev commands to recreate the mappings, the Virtual I/0
Server will host virtual disks and networks that can be used to rebuild the AlX,
IBM i or Linux clients.

5.5.5 Restoring the Virtual I/O Server client operating system

After you have the Virtual I/O Server operational and all of the devices recreated,
you are ready to start restoring any AlX, IBM i or Linux clients. The procedure for
this should already be defined in your organization and, most likely, will be
identical to that for any server using dedicated disk and network resources. The
method depends on the solution employed and should be defined by you.

For AIX clients, this information is available in the IBM Systems Information
Center at:
http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?topic=/
com.ibm.aix.baseadmn/doc/baseadmndita/backmeth.htm

For IBM i clients information about system backup and recovery is available in
the IBM Systems Information Center at:

http://publib.boulder.ibm.com/infocenter/systems/scope/i50s/index.jsp?t
opic=/rzahg/rzahgbackup.htm
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5.6 Rebuilding the Virtual I/O Server

This section describes what to do if there are no valid backup devices or backup
images. In this case, you must install a new Virtual I/0O Server.

In the following discussion, we assume that the partition definitions of the Virtual
I/0O Server and of all clients on the HMC are still available. We describe how we
rebuilt our configuration of network and SCSI configurations.

It is useful to generate a System Plan on the HMC as documentation of partition
profiles, settings, slot numbers, and so on. Example 5-9 shows the command to
create a System Plan for a managed system. Note that the file name must have
the extension *.sysplan.

Example 5-9 Creating an HMC system plan from the HMC command line

hscroot@hmcl:™> mksysplan -f p570.sysplan -m MT_B p570 MMA 101F170
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To view the System Plan, select System Plans, select the System Plan that you
want to see and then View System Plan. A browser window is opened where
you are prompted for the user name and password of the HMC. Figure 5-12
shows a System Plan generated from a managed system.

.3.5.128 - hmcl: Yiew System Plan - Mozilla Firefox

Hardware Management Console
System Plan: lates an

a E Systemns in latest_base.sysplan
B [F} MT_B_pS70_MMA_101F170
B Hardware Systern Plant latest_base, sysplan

I 799D, 001 DQDVRYW Descriptions  System plan created from MT_B_pS70_MMA_101F170
Application:  HME
Version: W7R3,4.0.0
Date: Saturday, October 18, 2008 2:30:37 PM COT

System: MT_B_p570_MMA_101F170

Description: 3117-MMA*101F170 Quantity: 1
Mernory: 32768 MB Memaory Region Size: 126
Active Processors: 4,0 Total Processars: 4
Aute Start: no

Shared Processor Posls

n Name Reserved | Maximum
0 DefaultPool * *

System Unit: U789D.001.DQDYKYW

Serial Hurmber: DQDYKYW
Hame: U783D.001, DODYKY Y
Grder Status: Own

Ethemnet Part

Backplane | slot | Port Logical Location MAC Connecti Dupley | Mauinwm Racaiving Flow HER HEA Physical | Used by Partition /.
Number e Address Speed Packet Size Control | Enabled Port Profile
This table contains ac data
Fibre Channel Port
Bachplane Slot Port Number. Warldwide Node Name Worldwide Port Name
P1 c1 T1 20000000c9742474 10000000:3742474
P1 c1 T2 20000000c9743475 10000000:3742475
P1 cz Ti 20000000e954b102 10000000c35db102
P1 c2 Tz 20000000e954b101 10000000c35db101
P1 =] T1 2000000096 76006 10000000:3676bbE
P1 c3 Tz 20000000c96 76607 10000000c3676bb7
Cards
Bachplane | Slot Bus | Device Feature or CCIN Device Description Device Serial # | OrderStatus | Used by Partition / Profile
P1 c1 516 Fibre Channel Serial Bus Qun
p1 <2 517 5774 Fibre Channel-2 PORT Oun
P1 =] 515 577+ Fibre Channel-2 PORT Oun
P1 c4 513 5708 PCT 10/100/1000Mbps Ethernet UTP 2-part Qun
P1 cs 514 5708 PCT 10/100/1000Mbps Ethernet UTP 2-part Qun

Done 9.3.5.128 §

Figure 5-12 Example of a System Plan generated from a managed system

In addition to the regular backups using the backupios command, we
recommend documenting the configuration of the following topics using the
commands provided:

» Network settings

Commands:

netstat -state

netstat -routinfo
netstat -routtable
1sdev -dev Device -attr
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cfgnamsrv -1s
hostmap -1s
optimizenet -list
entstat -all Device

» All physical and logical volumes, SCSI devices

Commands:

1spv

1svg

1svg -1v VolumeGroup

» All physical and logical adapters

Command:
1sdev -type adapter

» The mapping between physical and logical devices and virtual devices

Commands:
1smap -all
I1smap -all -net

» Code levels, users and security

Commands:

joslevel

viosecure -firewall view
viosecure -view -nonint

With this information, you can reconfigure your Virtual /0O Server manually. In the
following sections, we describe the commands we needed to get the necessary
information and the commands that rebuilt the configuration. The important
information from the command outputs is highlighted. In your environment the
commands may differ from those shown as examples.

To start rebuilding the Virtual I/O Server, you must know which disks are used for
the Virtual I/O Server itself and for any assigned volume groups for virtual 1/O.

The 1spv command lists that the Virtual I/0O Server was installed on hdisk0. The
first step is to install the new Virtual I/O Server from the installation media onto

disk hdiskO.

$ Tspv

hdisk0 00c0fb6a0f8a49cd7 rootvg active
hdiskl 00c0f6a02c775268 None

hdisk2 00c0f6a04ab4fdol None

hdisk3 00c0fba04ab558cd None

hdisk4 00c0f6a0682ef9e0 None

hdiskb 00c0f6a067b0a48c None

hdisk6 00c0f6a04ab5995b None

220 PowerVM Virtualization on Power Systems: Managing and Monitoring



hdisk7 00c0f6a04ab6bc3e None

hdisk8 00c0fbal4abb71fa None
hdisk9 00c0fba04abb6feb None
hdisk10 00c0fba0a241e88d None
hdiskll 00c0fb6a04ab67146 None
hdiskl12 00c0fbal4ab671fa None
hdisk13 00c0fb6a04abb72aa None
hdiskl14 00c0fb6a077ed3ceb None
hdisk15 00c0fb6a077ed5a83 None

See PowerVM Virtualization on IBM System p: Introduction and Configuration,
SG24-7940 for the installation procedure. The further rebuild of the Virtual 1/0
Server is done in two steps:

1. Rebuild the SCSI configuration.
2. Rebuild the network configuration.

5.6.1 Rebuild the SCSI configuration

The 1spv command also shows us that there is an additional volume group
located on the Virtual I/O Server (datavg):

$ 1spv

hdisk0 00c0f6a0f8a49cd7 rootvg active
hdiskl 00c0f6a02c775268 None

hdisk2 00c0fbal04ab4fdol None

hdisk3 00c0fb6a04ab558cd datavg active
hdisk4 00c0f6a0682ef9e0 None

hdiskb 00c0f6a067b0a48c None

hdisk6 00c0f6a04ab5995b None

hdisk7 00c0fba04abbbc3e None

hdisk8 00c0fbal4abb71fa None

hdisk9 00c0fba04ab66feb None

hdisk10 00c0fba0a241e88d None

hdiskll 00c0f6a04ab67146 None

hdiskl12 00c0fbal4abb71fa None

hdisk13 00c0fbal04abb72aa None

hdiskl14 00c0f6a077ed3ceb None

hdisk15 00c0f6a077ed5a83 None

The following command imports this information into the new Virtual I/O Server
system’s ODM:

importvg -vg datavg hdisk3

In Example 5-10 shows the mapping between the logical and physical volumes
and the virtual SCSI server adapters.
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Example 5-10 Ismap -all command

$ Tsmap -all

SVSA Physloc Client Partition
1D

vhost0 U9117.MMA.100F6A0-V1-C15 0x00000002

VTD vcd

Status Available

LUN 0x8100000000000000

Backing device cd0

Physloc U789D.001.DQDWWHY-P4-D1

SVSA Physloc Client Partition
ID

vhostl U9117.MMA.100F6A0-V1-C20 0x00000002

V1D vhim_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk12

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110D0F-L12000000000000

VTD vnimvg

Status Available

LUN 0x8200000000000000
Backing device hdiskl13

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110D0F-L13000000000000

SVSA Physloc Client Partition
1D

vhost2 U9117.MMA.100F6A0-V1-C25 0x00000003

VTD vdb_rvg

Status Available

LUN 0x8100000000000000

Backing device hdisk8

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110DOF-LE000000000000

SVSA Physloc Client Partition
1D
vhost3 U9117.MMA.100F6A0-V1-C40 0x00000004
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VTD vapps_rvg

Status Available

LUN 0x8100000000000000
Backing device hdisk6

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110DOF-LC000000000000

SVSA Physloc Client Partition
ID

vhost4 U9117.MMA.100F6A0-V1-C50 0x00000005

VTD vinx_rvg

Status Available

LUN 0x8100000000000000

Backing device hdiskl10

Physloc

U789D.001.DQDWWHY-P1-C2-T1-W200400A0B8110D0F-L10000000000000

Virtual SCSI server adapter vhost0 (defined on slot 15 in HMC) has one Virtual
Target Device vcd. It is mapping the optical device cdO to vhostO.

Virtual SCSI server adapter vhost1 (defined on slot 20 in HMC) has two Virtual
Target Devices, vnim_rvg and vnimvg. They are mapping the physical volumes
hdisk12 and hdisk13 to vhost1.

Virtual SCSI server adapter vhost2 (defined on slot 25 in HMC) has vdb_rvg as a
Virtual Target Device. It is mapping the physical volume hdisk8 to vhost2.

Virtual SCSI server adapter vhost3 (defined on slot 40 in HMC) has vapps_rvg
as a Virtual Target Device. It is mapping the physical volume hdisk6 to vhost3.

Virtual SCSI server adapter vhost4 (defined on slot 50 in HMC) has vinx_rvg as
a Virtual Target Device. It is mapping the physical volume hdisk10 to vhost4.

The following commands are used to create our needed Virtual Target Devices:

mkvdev -vdev cd0 -vadapter vhostO -dev vcd

mkvdev -vdev hdiskl2 -vadapter vhostl -dev vnim_rvg
mkvdev -vdev hdiskl3 -vadapter vhostl -dev vnimvg
mkvdev -vdev hdisk8 -vadapter vhost2 -dev vdb_rvg
mkvdev -vdev hdiské6 -vadapter vhost3 -dev vnim_rvg
mkvdev -vdev hdiskl0 -vadapter vhost4 -dev vinx_rvg

Note: The names of the Virtual Target Devices are generated automatically,
except when you define a name using the -dev flag of the mkvdev command.

Chapter 5. Virtual I/O Server maintenance 223



5.6.2 Rebuild network configuration

224

After successfully rebuilding the SCSI configuration, we now are going to rebuild
the network configuration.

The netstat -state command shows us that en4 is the only active network

adapter:

$ netstat -state

Name Mtu  Network Address ZonelD Ipkts Ierrs Opkts Oerrs Coll
end 1500 Tlink#2 6a.88.8d.e7.80.d 4557344 0 1862620 0 0
end 1500 9.3.4 viosl 4557344 0 1862620 0 0
100 16896 1ink#1 4521 0 4634 0 0
100 16896 127 loopback 4521 0 4634 0 0
1o0 16896 ::1 0 4521 0 4634 0 0

With the Tsmap -all -net command, we determine that ent5 is defined as a
Shared Ethernet Adapter mapping physical adapter ent0 to virtual adapter ent2:

$ 1smap -all -net
SVEA  Physloc

ent2  U9117.MMA.101F170-V1-C11-T1

SEA enth

Backing device ent0

Status Available

Physloc U789D.001.DQDYKYW-P1-C4-T1

SVEA  Physloc

ent4  U9117.MMA.101F170-V1-C13-T1
SEA NO SHARED ETHERNET ADAPTER FOUND
The information for the default gateway address is provided by the netstat

-routinfo command:

$ netstat -routinfo

Routing tables

Destination Gateway Flags Wt Policy If Cost
Config_Cost

Route Tree for Protocol Family 2 (Internet):

default 9.3.4.1 UG 1 - end 0 0
9.3.4.0 viosl UHSb 1 - end 0 0 =>
9.3.4/23 viosl U 1 - end 0 0
viosl Toopback UGHS 1 - 100 0 0
9.3.5.255 viosl UHSb 1 - end 0 0
127/8 loopback U 1 - 100 0 0
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Route Tree for Pro
::1

tocol Family 24 (Internet v6):
HEp ! UH 1 - 100 0

To list the subnet mask, we use the 1sdev -dev en4 -attr command:

$ 1sdev -dev en4 -
attribute valu
user_settable

alias4

alias6b

arp on
authority
broadcast

mtu 1500
netaddr 9.3.
netaddr6é

netmask 255.
prefixlen

remmtu 576
rfc1323

security none
state up

tcp_mssdflt
tcp_nodelay
tcp_recvspace
tcp_sendspace

attr
e description

IPv4 Alias including Subnet Mask
IPv6 Alias including Prefix Length
Address Resolution Protocol (ARP)
Authorized Users
Broadcast Address
Maximum IP Packet Size for This Device
5.111 Internet Address
IPv6 Internet Address
255.254.0 Subnet Mask
Prefix Length for IPv6 Internet Address
Maximum IP Packet Size for REMOTE Networks
Enable/Disable TCP RFC 1323 Window Scaling
Security Level
Current Interface Status
Set TCP Maximum Segment Size
Enable/Disable TCP_NODELAY Option
Set Socket Buffer Space for Receiving
Set Socket Buffer Space for Sending

True
True
True
True
True
True
True
True
True
True
True
True
True
True
True
True
True
True

The last information we need is the default virtual adapter and the default PVID
for the Shared Ethernet Adapter. This is shown by the 1sdev -dev ent5 -attr

command:

$ 1sdev -dev ent5 -attr
attribute value
user_settable

accounting disabled

ctl_chan ent3
gvrp no
ha_mode auto

jumbo_frames no
large_receive no

largesend 0
netaddr 0

pvid 1
pvid_adapter ent2
qos_mode disabled
real_adapter ent0
thread 1

virt_adapters ent2

description

Enable per-client accounting of network statistics

Control Channel adapter for SEA failover

Enable GARP VLAN Registration Protocol (GVRP)

High Availability Mode

Enable Gigabit Ethernet Jumbo Frames

Enable receive TCP segment aggregation

Enable Hardware Transmit TCP Resegmentation

Address to ping

PVID to use for the SEA device

Default virtual adapter to use for non-VLAN-tagged packets
N/A

Physical adapter associated with the SEA

Thread mode enabled (1) or disabled (0)

List of virtual adapters associated with the SEA (comma separated)
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True
True
True
True
True
True
True
True
True
True
True
True
True
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Note: In this example the IP of the Virtual I/O Server is not configured on the

| Shared Ethernet Adapter (ent5) but on another adapter (ent4), thus avoiding
network disruption between the Virtual I/O Server and any other partition on
the same system when the replacement of the physical card (ent0) used as
| the Shared Ethernet Adapter is necessary.

The following commands recreated our network configuration:

$ mkvdev -sea ent0 -vadapter ent2 -default ent2 -defaultid 1
$ mktcpip -hostname viosl -inetaddr 9.3.5.111 -interface en5 -start -netmask
255.255.254.0 -gateway 9.3.4.1

These steps complete the basic rebuilding of the Virtual I/O Server.

| 5.7 Updating the Virtual I/O Server

Two scenarios for updating a Virtual I/O Server are described in this section. A
dual Virtual I/O Server environment to perform regular service is recommended
in order to provide a continuous connection of your clients to their Virtual I/O
resources.

For clients using non-critical virtual resources, or when you have service
windows that allow a Virtual I/O Server to be rebooted, you can use a single
Virtual I/O Server scenario. For the dual Virtual I/O Server scenario if you are
using SAN LUNs and MPIO or IBM i mirroring on the clients, the maintenance on
the Virtual I/0O Server will not cause additional work after the update on the client
side.

| 5.7.1 Updating a single Virtual I/O Server environment

When applying routine service that requires a reboot in a single Virtual I/0
Server environment, you need to plan downtime and shut down every client
partition using virtual storage provided by this Virtual I/O Server.

Tip: Back up the Virtual 1/0 Servers and the virtual I/O clients if a current
backup is not available, and document the virtual Ethernet and SCSI devices
before the update.

To avoid complications during an upgrade or update, we advise that you check
the environment before upgrading or updating the Virtual I/O Server. The
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following list is a sample of useful commands for the virtual I/O client and Virtual
I/O Server:

1svg rootvg On the Virtual I/0O Server and AlX virtual 1/O client, check
for stale PPs and stale PV.

cat /proc/mdstat On the Linux client using mirroring, check for faulty disks.
multipath -11 On the Linux client using MPIO, check the paths.
1svg -pv rootvg On the Virtual 1/0 Server, check for missing disks.

netstat -cdlistats On the Virtual I/O Server, check that the Link status is Up
on all used interfaces.

errpt On the AlX virtual I/O client, check for CPU, memory, disk,
or Ethernet errors, and resolve them before continuing.

dmesg, messages On the Linux virtual 1/O client, check for CPU, memory,
disk, or Ethernet errors, and resolve them before
continuing.

netstat -v On the virtual I/O client, check that the Link status is Up

on all used interfaces.

Before starting an upgrade, take a backup of the Virtual I/O Server and the virtual
I/O clients if a current backup is not available. To back up the Virtual I/O Server,
use the backupios command.

Running update on a single Virtual /O Server

There are several options for downloading and installing a Virtual I/O Server
update: download iso-images, packages, or install from CD.

Note: You can get the latest available updates for the Virtual I/O Server and
check also the recent installation instructions from the following web site:

http://wwwl4.software.ibm.com/webapp/set2/sas/f/vios/download/home.h
tml

To update the Virtual 1/0 Server follow the next steps.

1. Shut down the virtual I/O clients connected to the Virtual I/O Server, or
disable any virtual resource that is in use.

2. All Interim Fixes applied before the upgrade should be removed.
a. Become root on Virtual I/O Server:
$ oem_setup_env

b. List all Interim Fixes installed:
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# emgr -P

c. Remove each Interim Fix by label:
# emgr -r -L <label name>

d. Exit the root shell:

# exit

3. If previous updates have been applied to the Virtual I/O Server, you have to
commit those with this command:

# updateios -commit
This command does not provide any progress information, but you can run:
$ tail -f install.log

In another terminal window, follow the progress. If the command hangs, just
interrupt it with CTRL-c and run it again until you see the following output:

$ updateios -commit
There are no uncommitted updates.

4. Apply the update with the updateios command. Use /dev/cd0 for CD or any
directory containing the files. You can also mount a NFS directory with the
mount command:

$ mount <name_of remote_server>:/software/AIX/VIO-Server /mnt
$ updateios -dev /mnt -install -accept

5. Reboot the Virtual I/O Server when the update has finished:
$ shutdown -restart
6. Verify the new level with the ios1evel command.

7. Check the configuration of all disks and Ethernet adapters on the Virtual I/O
Server.

8. Start the client partitions.

Verify the Virtual I/O Server environment, document the update, and create a
backup of your updated Virtual I/0O Server.

| 5.7.2 Updating a dual Virtual /O Server environment
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When applying an update to the Virtual /O Server in a properly configured dual
Virtual I/O Server environment, you can do so without having downtime to the
virtual 1/O services and without any disruption in continuous availability.

Tip: Back up the Virtual I/O Servers and the virtual I/O clients if a current
backup is not available, and document the virtual Ethernet and SCSI device
before the update. This reduces the time used in a recovery scenario.
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Checking network health

It is best practice to check the virtual Ethernet and disk devices on the Virtual I/0
Server and virtual I/O client before starting the update on either of the Virtual I/O
Servers. Check the physical adapters to verify connections. As shown in
Example 5-11, Figure 5-13 on page 230, Example 5-12 on page 230, and
Example 5-13 on page 231, all the virtual adapters are up and running.

Example 5-11 The netstat -v comand on the virtual I/O client

netstat -v
. (Lines omitted for clarity)

Virtual I/0 Ethernet Adapter (1-lan) Specific Statistics:
RQ Length: 4481
No Copy Buffers: 0
Filter MCast Mode: False
Filters: 255
Enabled: 1 Queued: 0 Overflow: 0
LAN State: Operational
Hypervisor Send Failures: 0
Receiver Failures: 0
Send Errors: 0
Hypervisor Receive Failures: 0

ILLAN Attributes: 0000000000003002 [0000000000002000]

. (Lines omitted for clarity)
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Work with TCP/IP Interface Status
System:E101F170
Type options, press Enter.
5=Display details 8=Display associated routes 9=Start 10=End
12=Work with configuration status 14=Display multicast groups
Internet Network Line Interface
Opt Address Address Description Status
9.3.5.119 9.3.4.0 ETHO1 Active
127.0.0.1 127.0.0.0 *LOOPBACK Active
Bottom
F3=Exit F9=Command line F1l1=Display line information F12=Cancel
F13=Sort by column F20=Work with IPv6 interfaces F24=More keys

Figure 5-13 IBM i Work with TCP/IP Interface Status screen

Example 5-12 The netstat -cdlistats command on the primary Virtual I/O Server

$ netstat -cdlistats
. (Lines omitted for clarity)

Virtual I/0 Ethernet Adapter (1-lan) Specific Statistics:
RQ Length: 4481
No Copy Buffers: 0
Trunk Adapter: True
Priority: 1 Active: True
Filter MCast Mode: False
Filters: 255
Enabled: 1 Queued: 0 Overflow: 0
LAN State: Operational

. (Lines omitted for clarity)
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Example 5-13 The netstat -cdlistats command on the secondary Virtual I/O Server

§ netstat -cdlistats
. (Lines omitted for clarity)

Virtual I/0 Ethernet Adapter (1-lan) Specific Statistics:
RQ Length: 4481
No Copy Buffers: 0
Trunk Adapter: True
Priority: 2 Active: False
Filter MCast Mode: False
Filters: 255
Enabled: 1 Queued: 0 Overflow: O
LAN State: Operational

. (Lines omitted for clarity)
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Checking storage health

Checking the disk status depends on how the disks are shared from the Virtual
I/O Server.

Checking the storage health in the MPIO environment

If you have an MPIO setup on your virtual I/O Server clients similar to
Figure 5-14, run the following commands before and after the first Virtual I/O
Server update to verify the disk path status:

1spath On the AlX virtual I/O client, check all the paths to the
disks. They should all be in the enabled state.

multipath -11 Check the paths on the Linux client.

1sattr -E1 hdisk0  On the virtual I/O client, check the MPIO heartbeat for
hdiskO, that the attribute hcheck_mode is set to
nonactive, and that hcheck_interval is 60. If you run IBM
SAN storage, check that reserve_policy is no_reserve;
other storage vendors might require other values for
reserve_policy. This command should be executed on all
disks on the Virtual I/O Server.

SAN Switch SAN Switch

[vscsi | [vscsl |

MPIO

Client
Partition

Figure 5-14  Virtual I/O client running MPIO
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Checking storage health in the mirroring environment
Figure 5-15 shows the concept of a mirrored infrastructure:

VIOS 1 VIOS 2
<> < >

~

[vscsi | [vscsl |

Client
Partition

Mirror

Figure 5-15 Virtual I/O client partition software mirroring

If you use mirroring on your virtual I/O clients, verify a healthy mirroring status for
the disks shared from the Virtual I/O Server with the following procedures:

On the AIX virtual I/O client:

1svg rootvg Verify there are no stale PPs, and the quorum must be off.

1svg -p rootvg Verify there is no missing hdisk.

Note: The fixdualvio.ksh script in Appendix A, “Sample script for disk and NIB
network checking and recovery on AlX virtual clients” on page 511 is a useful
tool to do a health check.

On the IBM i virtual 1/O client:
» Run STRSST and login to System Service Tools

» Select options 3. Work with disk units — 1. Display disk configuration —
1. Display disk configuration status and verify all virtual disk units (type
6B22) are in mirrored active state as shown in Figure 5-16.
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Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Mirrored
Y3WUTVVQMM4G  6B22 050 DD001 Active
YYUUH3UQUELD  6B22 050 DD004 Active
YD598QUY5XR8  6B22 050 DDOO03 Active
YTM3C79KY4XF  6B22 050 DD002 Active

NN = =

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
F11=Disk configuration capacity F12=Cancel

Figure 5-16 IBM i Display Disk Configuration Status screen

On the Linux virtual 1/0O client:

cat /proc/mdstat Check the mirror status. See a healthy environment in
Example 5-14.

Example 5-14 The mdstat command showing a healthy environment

cat /proc/mdstat

Personalities : [raidl]

mdl : active raidl sdb3[1] sda3[0]
1953728 blocks [2/2] [uu]

md2 : active raidl sdb4[1] sda4[0]
21794752 blocks [2/2] [uu]

md0 : active raidl sdb2[1] sda2[0]
98240 blocks [2/2] [uu]

After checking the environment and resolving any issues, back up the Virtual I/O
Server and virtual I/O client if a current backup is not available.
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Step-by-step update

To update a dual Virtual I1/0O Server environment, do the following:

1.

Find the standby Virtual I/0O Server and run the netstat command. At the end
of the output, locate the priority of the Shared Ethernet Adapter and whether it
is active. In this case, the standby adapter is not active, so you can begin the
upgrade of this server.

$ netstat -cdlistats
. (Lines omitted for clarity)

Trunk Adapter: True
Priority: 2 Active: False
Filter MCast Mode: False
Filters: 255
Enabled: 1 Queued: 0 Overflow: O
LAN State: Operational
. (Lines omitted for clarity)

If you have to change the active adapter, use following command to put it in
backup mode manually:

$ chdev -attr entXX ha_mode=standby

All Interim Fixes applied before the upgrade should be removed.
a. Become root on Virtual I/O Server:

$ oem_setup_env

b. List all Interim Fixes installed:

# emgr -P

c. Remove each Interim Fix by label:

# emgr -r -L <label name>

d. Exit the root shell:

# exit

Apply the update from VD or a remote directory with the updateios command
and press y to start the update.

$ updateios -dev /mnt -install -accept

. (Lines omitted for clarity)

Continue the installation [y|n]?

Reboot the standby Virtual I/O Server when the update completes:

§ shutdown -force -restart
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SHUTDOWN PROGRAM
Mon Oct 13 21:57:23 CDT 2008

Wait for 'Rebooting...' before stopping.
Error reporting has stopped.

5. .After the reboot, verify the software level:

$ ioslevel
1.5.2.1-FP-11.1

Note: At the time of writing there was no update available for Virtual 1/0
Server Version 2.1.

6. For an AIX MPIO environment, as shown in Figure 5-14 on page 232, run the
1spath command on the virtual I/O client and verify that all paths are enabled.
For an AIX LVM mirroring environment, as shown in Figure 5-14 on page 232,
run the varyonvg command as shown in Example 5-15, and the volume group
should begin to sync. If not, run the syncvg -v <VGname> command on the
volume groups that used the virtual disk from the Virtual I/O Server
environment to synchronize each volume group, where <VGname> is the
name of the Volume Group.

For the IBM i client mirroring environment you can proceed to the next step.
No manual action is required on IBM i client side as IBM i automatically
resumes the suspended mirrored disk units as soon as the updated Virtual
I/O Server is back operational.

Note: IBM i tracks changes for a suspended mirrored disk unit for a limited
amount of time allowing it to resynchronize changed pages only. To our
experience IBM i did not require a full mirror resynchronize when rebooting
the Virtual I/0O Server. But this may not be the case for any reboot taking an
extended amount of time.

Example 5-15 AIX LVM Mirror Resync

# 1svg -p rootvg

rootvg:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE
DISTRIBUTION

hdisk0 active 511 488
102..94..88..102..102

hdiskl missing 511 488

102..94..88..102..102

# varyonvg rootvg
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# 1svg -p rootvg

rootvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE
DISTRIBUTION

hdisk0 active 511 488
102..94..88..102..102

hdiskl active 511 488

102..94..88..102..102

# 1svg rootvg

VOLUME GROUP: rootvg VG IDENTIFIER:
00c478de00004c00000

00006b8b6c15e

VG STATE: active PP SIZE: 64 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 1022 (65408
megabytes)

MAX LVs: 256 FREE PPs: 976 (62464
megabytes)

LVs: 9 USED PPs: 46 (2944
megabytes)

OPEN LVs: 8 QUORUM: 1

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 2 AUTO ON: yes

MAX PPs per VG: 32512

MAX PPs per PV: 1016 MAX PVs: 32

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

#

For a Linux client mirroring environment follow these steps for every
md-device (md0, md1, md2):

a. Set the disk faulty (repeat the steps for all mdx devices):
# mdadm --manage --set-faulty /dev/md2 /dev/sda4
b. Remove the device:
# mdadm --manage --remove /dev/md2 /dev/sda2
c. Rescan the device (choose the corresponding path):
# echo 1 > /sys/class/scsi_device/0\:0\:1\:0/device/rescan
d. Hot-add the device to mdadm:
# mdadm --manage --add /dev/md2 /dev/sda4
e. Check the sync status; wait for it to be finished:

# cat /proc/mdstat
Personalities : [raidl]
mdl : active raidl sda3[0] sdb3[1]
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1953728 blocks [2/2] [uU]

md2 : active raidl sda4[2] sdb4[1]
21794752 blocks [2/1] [ U]
> it eaeeeeaa 1 recovery = 5.8% (1285600/21794752)
finish=8.2min speed=41470K/sec
md0 : active raidl sda2[0] sdb2[1]
98240 blocks [2/2] [UU]

7. If you use Shared Ethernet Adapter Failover, shift the standby and primary
connections to the Virtual I/O Server with the chdev command and check with
the netstat -cdlistats command whether the state has changed, as shown
in this example:

$ chdev -dev ent4 -attr ha_mode=standby
ent4 changed
$ netstat -cdlistats

. (Lines omitted for clarity)

Trunk Adapter: True
Priority: 1 Active: False
Filter MCast Mode: False

. (Lines omitted for clarity)

After verifying the network and storage health again on all Virtual I/O Server
active client partitions proceed as outlined below to similarly update the other
Virtual I/O Server as well:

8. Remove all interim fixes on the second Virtual I/O Server to be updated.

9. Apply the update to the second Virtual I/O Server which now is the standby
Virtual 1/0 Server, using the updateios command.

10.Reboot the second Virtual I/0O Server with the shutdown -restart command.
11.Check the new level with the ioslevel command.

12.For an AIX MPIO environment as shown in Figure 5-14 on page 232, run the
1spath command on the virtual I/O client and verify that all paths are enabled.
For an AIX LVM environment, as shown in Figure 5-15 on page 233, run the
varyonvg command, and the volume group should begin to synchronize. If
not, use the syncvg -v <VGname> command on the volume groups that used
the virtual disk from the Virtual I/O Server environment to synchronize each
volume group, where <VGname> is the name of the Volume Group.

For the IBM i client mirroring environment you can proceed to the next step.
No manual action is required on IBM i client side as IBM i automatically
resumes the suspended mirrored disk units as soon as the updated Virtual
I/O Server is back operational.
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For the Linux mirroring environment manually resynchronize the mirror again
(refer to step 6 above).

13.1f you use Shared Ethernet Adapter Failover reset the Virtual I/O Server role
back to primary with the chdev command, as shown in the following example:

$ chdev -dev ent4 -attr ha_mode=auto
ent4 changed
$

14. After verifying the network and storage health again create another backup
this time from both updated Virtual /0 Servers before considering the update
process complete.

5.8 Error logging on the Virtual I/O Server

Error logging on the Virtual I/O Server uses the same error logging facility as AlX.
The error logging daemon is started with the errdemon command. This daemon
reads error records from the /dev/error device and writes them to the error log in
/var/adm/ras/errlog. Errdemon also performs specified notifications in the
notification database /etc/objrepos/errnotify.

The command to display binary error logs is errlog. See Example 5-16 for a
short error listing.

Example 5-16 errlog short listing

$ errlog

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

4FC8E358 1015104608 I 0 hdisk8 CACHED DATA WILL BE LOST IF CONTROLLER
B6267342 1014145208 P H hdiskl2 DISK OPERATION ERROR

DF63A4FE 1014145208 T S vhost2 Virtual SCSI Host Adapter detected an
B6267342 1014145208 P H hdiskl2 DISK OPERATION ERROR

DF63A4FE 1014145208 T S vhost2 Virtual SCSI Host Adapter detected an
B6267342 1014145208 P H hdiskll DISK OPERATION ERROR

B6267342 1014145208 P H hdiskll DISK OPERATION ERROR

C972F43B 1014111208 T S vhost4 Misbehaved Virtual SCSI ClientB6267342
B6267342 1014164108 P H hdiskl4 DISK OPERATION ERROR

In order to get all details listed on each event, errlog -1s can be used.

Example 5-17 Detailed error listing

$ errlog -1s |more

LABEL: SC_DISK_PCM_ERR7
IDENTIFIER: 4FC8E358
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Date/Time: Wed Oct 15 10:46:33 CDT 2008

Sequence Number: 576

Machine Id: 00C1F1704C00
Node Id: viosl

Class: 0

Type: INFO

WPAR: Global

Resource Name: hdisk8

Description

CACHED DATA WILL BE LOST IF CONTROLLER FAILS

Probable Causes

USER DISABLED CACHE MIRRORING FOR THIS LUN

User Causes
CACHE MIRRORING DISABLED

Recommended Actions
ENABLE CACHE MIRRORING

All errors are divided into classes, as shown in Table 5-3.

Table 5-3 Error log entry classes

Error log entry class Description

H Hardware error

S Software error

(0] Operator messages (logger)
u Undetermined error class

5.8.1 Redirecting error logs to other servers

In some cases you may need to redirect error logs to one central instance, for
example in order to be able to run automated error log analysis in one place. For
the Virtual I/O Server you need to set up redirecting error logs to syslog first and
then assign the remote syslog host in the syslog configuration.

In order to redirect error logs to syslog, create the file /tmp/syslog.add with the
content shown in Example 5-18.
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Note: You need to become root user first on the Virtual I/O server. Run the
command:

$ oem_setup_env

Example 5-18 Content of /tmp/syslog.add file

errnotify:

en_pid = 0

en_name = "syslog"

en_persistenceflg = 1

en method = "/usr/bin/errpt -a -1 $1 |/usr/bin/fgrep -v 'ERROR_ID TIMESTAMP'|
/usr/bin/logger -t ERRDEMON -p Tocall.warn"

Now use the odmadd command to add the configuration to the ODM:
# odmadd /tmp/syslog.add
In the syslog file you can redirect all messages to any other server running

syslogd and accepting remote logs—just add the following line to your
/etc/syslogd.conf file:

*.debug @9.3.5.115

and restart your syslog daemon using the following command:

# stopsrc -s syslogd

0513-044 The syslogd Subsystem was requested to stop.

# startsrc -s syslogd

0513-059 The syslogd Subsystem has been started. Subsystem PID is 520236.

5.8.2 Troubleshooting error logs

If your error log gets corrupted for some reason, you can always move the file,
and a new clean error log file will be created as shown in Example 5-19.

Example 5-19 Create new error log file

$ oem_setup_env

# /usr/lib/errstop

# mv /var/adm/ras/errlog /var/adm/ras/errlog.bak
# /usr/1ib/errdemon

If you want to back up your error log to an alternate file and view it later, do as
shown in Example 5-20.
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Example 5-20 Copy errlog and view it

$ oem_setup_env

# cp /var/adm/ras/errlog /tmp/errlog.save

# errpt -i /tmp/errlog.save

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

4FC8E358 1015104608 I 0 hdisk8 CACHED DATA WILL BE LOST IF CONTROLLER
B6267342 1014145208 P H hdiskl12 DISK OPERATION ERROR
DF63A4FE 1014145208 T S vhost2 Virtual SCSI Host Adapter detected an
B6267342 1014145208 P H hdiskl12 DISK OPERATION ERROR
DF63A4FE 1014145208 T S vhost2 Virtual SCSI Host Adapter detected an
B6267342 1014145208 P H hdiskll DISK OPERATION ERROR
B6267342 1014145208 P H hdiskll DISK OPERATION ERROR
C972F43B 1014111208 T S vhost4 Misbehaved Virtual SCSI ClientB6267342
B6267342 1014164108 P H hdiskl4 DISK OPERATION ERROR
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6

Dynamic operations

This chapter discusses how to set up a shared processor pool, and how to
change resources dynamically, which may be useful when maintaining your
virtualized environment. With this goal, the focus is on the following operations
valid for AlX, IBM i and Linux operating systems:

» Addition of resources
» Movement of adapters between partitions
» Removal of resources

» Replacement of resources
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| 6.1 Multiple Shared Processor Pools management

244

With the POWERS6 systems, you can now define Multiple Shared Processor
Pools (MSPP) and assign the shared partitions to any of these MSPPs. The
configuration of this feature is rather simple. You only have to set the properties
of a processor pool.

To set up a shared processor pool (SPP), follow the steps described below:

1. In the HMC navigation pane, open Systems Management and click Servers.
2. In the content pane, select the managed system whose shared processor

Draft Document for Review November 7, 2008 4:31 pm

pool you want to configure, click the Task button, and select Configuration —
Shared Processor Pool Management. Figure 6-1 lists the available shared
processor pools:

3 https://9.3.5.128 - Shared Processor Pool: MT_B_p570_MMA_101F170 - Microsa

Pools | Partitions

Select a3 pool name from the table to modify pool attributes
w2l g | 2] B |- Select Action — x|

Pool Mame -~ |Pool ID ~ | Reserved Processing Units ~  Maximum Processing Units =~

o [m [

Shared Processor Pool: MT_B_p570_MMA_101F170 B

-

DefaultPool ] Pl P, =
Eruemel 1 0.25 1

SharedPooldz 2 0.0 u]

SharedPoold3 3 0.0 0

SharedPool04 4 0.0 0

SharedPooldS S 0.0 0

SharedPoolls & 0.0 u]

SharedPoold? 7 0.0 0

SharedPoolds & 0.0 0

SharedPooldd 9 0.0 0

SharedPoolll 10 oo 0

SharedPoolll 11 0.0 0

SharedPoollz 12 0.0 0

SharedPooli3 13 0.0 0

SharedPoolld4 14 oo 0

SharedPoolls 15 0.0 u]

SharedPoolls 16 0.0 0

SharedPooll? 17 0.0 0

SharedPoolls 18 oo 0

SharedPooli? 19 0.0 0 hd|

Total: 64 Filtered: 64
Cancel || Help _I
|&] Done ’_ ’_ ’_ l_ E |4 Tnternet Y

Figure 6-1 Shared Processor Pool
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3. Click the name of the shared processor pool that you want to configure.

4. Enter the maximum number of processing units that you want the logical
partitions in the shared processor pool to use in the Maximum processing
units field. If desired, change the name of the shared processor pool in the
Pool name field and enter the number of processing units that you want to
reserve for uncapped logical partitions in the shared processor pool in the
Reserved processing units field (Figure 6-2 on page 245). (The name of the
shared processor pool must be unique on the managed system.) When you
are done, click OK.

/) https://9.3.5.128 - hmcl: Shared Processor Punﬁ o [m] |

Modify Pool Attributes - MT_B_p570_MMA_101F170

Enter the attributes to modify pool
Pool name: [Sharedrooloz

Pool 10 2
Reserved processing units: |IZI.1

Mazirmurm processing units: |III.2

Cancel M
|&] Dore I_I_I_I_E|ﬂ Internet

Figure 6-2 Modifying Shared Processor pool attributes

N K

5. Repeat steps 3 and 4 for any other shared processor pools that you want to
configure.

6. Click OK.

After this procedure (modifying the processor pool attributes) is complete, assign
logical partitions to the configured shared processor pools. You can assign a
logical partition to a shared processor pool at the time creating a logical partition,
or you can reassign existing logical partitions from their current shared processor
pools to the (new) shared processor pools that you configured using this
procedure.

Click the Partitions tab and select the partition name as shown in Figure 6-3.
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a https://9.3.5.128 - Shared Processor Pool: MT_B_p570_MMA_101F170 - Microsoft Internet Explorer ” = IEIIiI

Shared Processor Pool: MT_B_p570_MMA_101F170
Pools | Partitions

Select a partition name from the table to move the partition o a different poal

¥ 9 [4) (o] [

Partition Name (ID) "EPDD| Mame (ID) ~ Enssigned Processing Units ~ ]State @ EWorhoad Group ~ E
SLES10(F) DefaultPool{0}) 0.5 Mot Activated Mone
RHELSZ(E) DefaultPool{0}) 0.5 Running MHone
IBMIG1(5]) DefaultPool{0}) 1.0 Running Mone
AlnS3(4 DefaultPool{0}) 05 Running Mone
AlxE1(3 DefaultPool{0) 05 Running Mone
¥ios2(2) DefaultPool{0}) 0.25 Running Mone
¥ios1(1) DefaultPool(0}) 0.25 Running MNone
Total: 7 Filtered: 7

Cancel || Help

& T e

Figure 6-3 Partitions assignment to Multiple Shared Processor Pools

You then have to select to which SPP this partition should be assigned, as shown
in Figure 6-4.

a https://9.3.5.128 - hmcl: Shared Processor Pool Management =M — |E||i|

Assign Partition to a Pool -
MT_B_p570_MMA_101F170

Select a pool from the list to move the partition into

Partition Name; [ rr————— o
Partition ID: | bk "" = j
Pool name (1D]: |DefauItPDDI(D) |L|
Cancel || Help |
|
€ [T [ 15 [ memnet 4

Figure 6-4 Assign a partition to a Shared Processor Pool

Note: The default Shared Processor Pool is the one with ID 0. This cannot be
changed and it has some default configuration values that cannot be changed.

When you no longer want to use a Shared Processor Pool, you can deconfigure
the shared processor pool by using this procedure to set the maximum number of
processing units and reserved number of processing units to 0. Before you can
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deconfigure a shared processor pool, you must reassign all logical partitions that
use the shared processor pool to other shared processor pools.

Calibrating the shared partitions’ weight

You should pay attention to the values you provide for the partition weight when
you define shared partition characteristics. Indeed, in case the partitions within
an SPP need more processor resources, the extra resources that will be donated
from the other idle partitions in the other SPPs are distributed to the partitions
based on their weight. The partitions with the highest weight will gain more
Processor resources.

SPPO SPP1 SPP2

aYa — N h e \

A B C D F G H |

Weight | | Weight | | Weight | | Weight | || Weight | | Weight | | Weight | | Weight

10 20 40 30 10 20 40 30

AN J J
L S — ~ /)

Figure 6-5 Comparing partition weights from different Shared Processor Pools

Considering the example shown in Figure 6-5, if the partitions C, D and H require
extra processing resources, these extra resources will be distributed based on
their weight value even though they are not all in the same SPP.

Based on the weight value shown in this example, partition D will get most of the
available shared resources, partition C gets much lesser and partition H gets the
least. In situations where your workload on partition H (or another partition)
needs more system resources, set its weight value by taking into account the
weight of the partitions in the other SPPs.

In summary, if several partitions from different SPPs compete to get additional
resources, the partitions with the highest weight will be served first. You must
therefore pay attention when you define a partition’s weight and make sure that
its value is reasonable compared to all of the other partitions in the different
shared processor pools.

For more detailed information refer to PowerVM Virtualization on IBM System p:
Introduction and Configuration, SG24-7940.
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6.2 Dynamic LPAR operations on AIX and IBM i

In the next sections we explain how to perform dynamic LPAR operations for AIX
and IBM i.

Note: For using IBM i 6.1 dynamic LPAR operations with virtual adapters
make sure to have SLIC PTFs MF45568 and MF45473 applied.

Important: HMIC communicates with partitions using RMC. So, you need to
make sure RMC port has not been restricted in firewall settings. For more
details refer to “Setting up the firewall” on page 144.

6.2.1 Adding and removing processors dynamically

The following steps explains the procedure to add or remove processors
dynamically:

1. Select the logical partition where you want to initiate a dynamic LPAR
operation, then select Dynamic Logical Partitioning — Processor — Add or
Remove, as shown in Figure 6-6.
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Figure 6-6 Add or remove processor operation
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2. On HMC Version 7, you do not have to define a certain amount of CPU to be
removed or added to the partition. You just have to inform the total amount of
processor units to be assigned to the partition. You can change processing
units and the virtual processors of the partition to more or less than the
current value. The values for these fields have to be between the Minimum
and Maximum value defined for them on the partition profile. Figure 6-7
shows a partition being set with 0.5 processing units and 1 virtual processors.

/3 https:/,/9.3.5.128 - hmcl: Add or Remove - Microsoft Internek 10l x|

Add/Remove Processor Resources: AIX61

You may add or remove processing resources from the partition by changing the
amount assigned to the partition,

Available system processing units: 1.0

Minimurn  Assighned Maximum

Processing units: 01 h.s 1.0
Yirtual processaors: 1 1 1

[ MYncapped Weight: [15g E

Options
Timeout (minutes): [g
Dietail level: Il—j
Cancel | Help
[&] Dore I_I_’_’_|—é_|° Inkernet 4

Figure 6-7 Defining the amount of CPU processing units for a partition
3. Click OK when done.

Note: In this example a partition using Micro-partition technology was given,
but this process is also valid for dedicated partitions where you move
dedicated processors.

From an IBM i partition the current virtual processors and processing capacity
can be displayed using the WRKSYSACT command as shown in Figure 6-8.
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Work with System Activity E101F170
10/17/08 14:22:16

Automatic refresh in seconds . . . . . . . . . . . . . . ... 5
Job/Task CPU filter . . . . « v & v v i v i et e e e e e e e .10
Elapsed time . . . . . . : 00:00:02 Average CPU util . . . . : 16.7
Virtual Processors . . . . : 2 Maximum CPU util . . . . . : 18.1
Overall DB CPU util . . . : .0 Minimum CPU util . . . . . : 15.2

Current processing capacity: 1.50

Type options, press Enter.
1=Monitor job  5=Work with job
Total Total DB

Job or CPU  Sync Async CPU

Opt Task User Number Thread Pty Util 1/0 I/0  Util
QZRCSRVS QUSER 001780 00000001 20 15.8 71 110 .0
QPADEVO0OC  IDIMMER 001975 0000000A 1 .3 14 0 .0
CRTPFRDTA QSYS 001825 00000001 50 1 120 55 .0
SMPOLO001 99 .0 0 10 .0
QSPPF00001  QSYS 001739 00000001 15 .0 1 0 .0
SMMIRRORMC 0 0 1 0 .0
More...

F3=Exit F10=Update Tist Fll=View 2 Fl12=Cancel F19=Automatic refresh
F24=More keys
(C) COPYRIGHT IBM CORP. 1980, 2007.

Figure 6-8 IBM i Work with System Activity screen

6.2.2 Add memory dynamically

Follow these steps to dynamically add additional memory to the logical partition
(see Figure 6-9):

1. Select the partition and then Dynamic Logical Partitioning —> Memory —
Add or Remove.
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[&] Applet com.ibm.hrmeaf let.

[ Systems Management Select ~ | Name: ~|ID & |Status ~ |Processing | Memory (GE) | Active Proile ~ |Envionment  ~ | RefErence
s PFM‘T': p570_MMA_100F 4 [E1 vios 12 pmpe‘mg 0‘25‘ 1 Ingo_NIB_and_8GE_fc Virtual /0 Server
70 MMA_101F [ Blvicss | Change Default Profile 05 1 Ingo_NIB Vittual 1/0 Server
7 [Braixs | Opestions 4 as 2 default AIX of Linux
£ Gustom Groups g | Coiguation » R T T
~ | Hardware Information » p o cos
[ system Plans [} 1 1EMis1 [y —— efau s
B Hmc Management T BURHELS Console Window » Add or Remove i (AP
T BisLESt| Seniceability » | Physical Adapters [tautt AlX o Linux
81 Service Management Total 7 Filtersd: 7 |  Virtual Adapters
2 Updateo Hast Ethemst »
Tasks: vios1
Properties
Change Default Prefile
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Console Window
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applet, TaskC started [ B [ (& [@ mtemet 7

Figure 6-9 Add or remove memory operation
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2. Change the total amount of memory to be assigned to the partition. Note that
on HMC Version 7 you do not provide the amount of additional memory that
you want to add to the partition, but the total amount of memory that you want
to assign to the partition. In Figure 6-10 the total amount of memory allocated
to the partition was changed to 5 GB.

43 https://9.3.5.128 - hmc1: Add or Remove - Microsoft Internet Explore o ] 54
Add/Remove Memory Resources - AIX61
You may add or remove memory from the partition by specifying the amount of memory
the partition should have by changing the memory assigned to the partition.
Gigabytes Megabytes
Ayailable system memory: 14 0
Mimimumm memory; ] 256
Maximum memary 5 896
Assigned memaory: |5 E |D E
Options
Timeout (minutes) : [5
Detail level : |1 j
Cancel || Help
[&] Dore N 4

Figure 6-10 Changing the total amount of memory of the partition to 5 GB

3. Click OK when you are done. A status window as shown in Figure 6-11 is
displayed.

/3 https://9.3.5.128 - hmcl: Add or Remove - Microsoft Inter gl =]

N
N Dynamic Logical Partitioning operation in progress. Please wait, j

[
[&] Done |_|_|_|_|E|_|0 Inkernet v

Figure 6-11 Dynamic LPAR operation in progress

Note: For an IBM i partition dynamically added memory is added to the base
memory pool (system pool 2 as shown in the WRKSYSSTS or
WRKSHRPOOL screen) and dynamically distributed to other memory pools
when using the default automatic performance adjustment (QPFRADJ=2
system value setting).
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6.2.3 Removing memory dynamically
The following steps describe the dynamic removal of memory from a logical
partition:

1. Select the logical partition where you want to initiate a dynamic LPAR
operation. The first window in any dynamic operation will be similar to
Figure 6-12.

Jhttps://9.3.5.128 - hmc1: Hardware Management Console Workplace (¥7R3.4.0.0) - Microsoft Internet Explorer

-0 x|
Hardware Management Console &'
hacroot | Help | Logoff
ev(h ent = Servers > MT_B_p570_MMA_101F170
= Welcome | (2| [#] (2] (] ] | [Tasks~ |[ Views~ |
G . . . |Processing T o . | Reference
= G Systems Management Sslect ~ |Name D & Status B Memory (GE Active Profile Environment R
Senvers = - :
E‘MT‘ A T, ¥ Bl vies 1= Fropattiss | 025 1/Ingo_NIB_and_8GB_fc | Vittual L/ Server
B MA_101F [l Change Default Profile 05 1 Ingo_NIB Vittual 1/0 Server
[] 3 o Eia Operations » 05 2 default AlX o Linux
o 0 [Ea Exipelen D 05 2 default AIX or Linux
B T g Harhare rfomation » St 05
SEFEIHTS ¥ BRI ynamic Logical Partitioning  » [y » e ke
B HMC Management T BURHELS console Window J vemoy »  Add or Remove e
o 1 Eistest| Sewiceability »| Physical Adapters b | Move lefault AlX or Linux
8} Service Management Total: 7 Filtered: 7 | Virtual Adapters
Hast Etheimet »
1 Updates
Tasks: vios1 [:E]
P s
default Profile
perations
Configuration
Hardware Information
Dynamic Lagical Partitioning
Console Window
Serviceability
2] Applet com ibm.hrimea Fu serviet applet, TaskC started [ B [ (& [@ mtemet 7

Figure 6-12 Add or remove memory operation

For our AIX partition the memory settings before the operation are:

# Tsattr -E1 memO
goodsize 5120 Amount of usable physical memory in Mbytes False
size 5120 Total amount of physical memory in Mbytes False
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The graphical user interface to change the memory allocated to a partition is
the same one used to add memory in Figure 6-10 on page 253. And the same
reminder can be used here. On HMC Version 7, you do not choose the
amount to remove from the partition as you did in the previous versions of
HMC. Now you just change the total amount of memory to be assigned to the
partition. In the command output above the partition has 5 GB and you want
to remove, for example, 1 GB from it. In order to do this you just need to
change the total amount of memory to 4 GB, as shown in Figure 6-13.

3 https://9.3.5.128 - hmc1: Add or Remove - Microsoft Internet = | Ellil

Add/Remove Memory Resources - AIX61

You may add or remove memaory from the partition by specifying the amount of
memary the partition should have by changing the memary assigned to the

partition.

Gigabytes Megabytes
Available system memory: 11 u]
Mirimum memory: o 256
Maximum memory: 5 894

Assigned memory: |4 E |D E

Dptions

Timeout {minutes) : [g

Detail level Il—j
Cancel | Help
€] Done I_I_I_I_E £ Internet 4

Figure 6-13 Dynamically reducing 1 GB from a partition

2. Click OK when done.

The following command shows the effect of the memory deletion on our AlX
partition:

# 1sattr -ET memO

goodsize 4096 Amount of usable physical memory in Mbytes False
size 4096 Total amount of physical memory in Mbytes False

Note: For an IBM i partition dynamically removed memory is removed from
the base memory pool and only to the extent of leaving the minimum amount
of memory required in the base pool as determined by the base storage pool
minimum size (QBASPOOL system value).
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6.2.4 Add physical adapters dynamically

256

The following steps show the way to add physical adapters dynamically:

1. Log in to HMC and then select the system-managed name. On the right
select the partition where you want to execute a dynamic LPAR operation, as
shown in Figure 6-14.

R https://9.3.5.128 - hmc1: Hardware Management Console Workplace (¥7R3.4.0.0) - Microsoft Internet Explorer

Hardware Management Console
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o A 1o0E ¥ |Eliesil | 1 sy | 025 1|Ingo_MIB_and_86B_fc | Virtual /0 Server
A_100 =
101F. il || 2 Running 05 1 Ingo_NIB Virtual /0 Senver
] B 3 Running 0.5 5 default AIX or Linux
] 4 Running 05 2 default AIX or Linux
[ system Plans i} 5 Running 1 8 default i508
| 8 Ri q 05 2 default ADX or Linux
B 1mc management A0
r 7 Not Activated 05 2 default AIX or Linux
8} Service Management Total: 7 Filtered: 7 Selected: 1
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Dynamic Lagical Partitioning
Console Window
Serviceability
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Figure 6-14 LPAR overview menu
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2. On the Tasks menu on the right side of the window choose Dynamic Logical
Partitioning — Physical Adapters —» Add as shown in Figure 6-15.

Microsoft Internet Explorer o [=])]
t | Help | Logoft
e[ B ems Management > Servers > MT_B_p570_MMA_101F170
B Welcome 2] (9] (2] () (#] () | [Tesko ][ Views- |
[ Systems Management Select ~ | Name: ~|ID & |Status ~ |Processing | Memory (GE) | Active Proile ~ |Envionment  ~ | RefErence
8 [@ severs = i i
o Erw’ o WA 100F ¥ |Elvics 1B properies 025 1/ingo_NIB_and_8GB_fe | Virtual L0 Server
MT A p570_MMA -
[ WT B ps70 MMA_101F 0 B Change Disfault Profile 05 1 Ingo_NIB Vittual I/ Server
H pssosnitoss o E Operations » 05 5 default AIX or Linux
Custom Groups © Blapes| Confisuaton » 7 T P
2 cE Hardware Information » p o
L M6 " " P— lefaul 15/
S ks R 0y namic Logical Partiioning b [EET=YY" » >
[T e— [ BIRHELS] Console Window » | Memary » 2 default AIX or Linux
1 BIslEst| Seniceability [ Physical Adapters Add ault AIX or Linux
1
5 Service Management Total: 7 Filtered: 7 | Vitual Adapters
&1 Updet Host Ethemet »
3 s
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P
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Configuration
arciware Information
Dynamic Legical Partitioning
Console Window
& Serviceability
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° 4

Figure 6-15 Add physical adapter operation
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3. The next window will look like the one in Figure 6-16. Select the physical
adapter you want to add to the partition:

3 https://9.3.5.129 - hmc2: Add - Microsoft Internet Explorer ||| - |EI|1|

Add I/0 Adapters - vios1

The IjO adapters in the managed system that are not currently assigned to a partition are listed below. Select
the adapters you would like to add to the partition in the tahble and click Ok,

Available I/0 Adapters

B2l § @) |# | [ select Action — =]

Select ~ | Unit ~ Bus ~  Slot ~ Description ~ pool ID ~
v U7a7A.001.0MZ00%K 2 c2 PCI 10/100Mbps Ethernet w/ IPSec Unassigned
O U7874.001.DNZ00%K 3 C3 Empty slot Unassigned
m| U787A.001.0MZ00%K 3 =) Empty slot Unassigned
m| U787A.001.0MZ00%K 3 CG Empty slot Unassigned
Options

/O Pool 1D I—Unassigned j
Timeout (minutes) : [g

Detail level ll—j
Cancel || Help
[&] bore I_I_I_I_E 8 Internet v

Figure 6-16 Select physical adapter to be added

4. Click OK when done.

6.2.5 Move physical adapters dynamically

In order to move a physical adapter, you first have to release the adapter in the
partition that currently owns it. Use the HMC to list which partition owns the
adapter. In the left menu select Systems Management and then click the
system’s name. In the right menu select Properties. Select the I/O tab on the
window that will appear, as shown in Figure 6-17. You can see each I/O adapter
for each partition.
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3 https://9.3.5.128 - MT_B_p570_MMA_101F170 - Microsoft Internet Explorer | = Ellil
General  Processors | Memory | [/O | Migration Power-On Parameters = Capabilities | Advanced
Detailed below are the physical I/ resources for the managed system. Select slot to view the properties of each
device.

b
Unit ~ |Bus ~ |Slot ~ Description ~ 1f0 Pool Id ~ | Owner ~
U7290.001.0Q0YKY 512 T3 SAS Non-Raid Adapter Unassigned wins1
U7890.001.00Q0YEW 512 T1 Universal Serial Bus UHC Spec Unassighed wins1
U7890.001.0Q0YKYWY 513 C4 PCI 10/100/1000Mbps Ethernet UTP 2-port Unassigned wins1
U7890.001.0Q0YKYW 514 5 PCI 10/100/1000Mbps Ethernet UTP 2-port Unassigned wins2
U7890.001.0Q0YKY 516 1 Fibre Channel Serial Bus Unassigned wins2
U7890.001.000YKYW 517 c2 Fibre Channel-2 PORT, TAPE/DISK COMTROLLER. Unassigned viosl
U7890.001.0Q0YE 518 ] Fibre Channel-2 PORT, TAPE/DISK CONTROLLER Unassigned ¥ios2
U7890.001.0Q0YK 519 CE Fibre Channel Serial Bus Unassigned wins 1
Total: 8 Filtered: 8
M Cancel | Help
[&] pore l_l_l_’_’—g & Internet 4

Figure 6-17 /O adapters properties for a managed system

Usually devices, such as an optical drive, belong to the adapter to be moved and
they should be removed as well.

The optical drive often needs to be moved to another partition. For an AIX
partition use the 1sslot -c slot command as padmin user to list adapters and
their members. In the Virtual I/0 Server you can use the 1sdev -slots command
as follows:

§ 1sdev -slots

# Slot Description Device(s)
U789D.001.DQDYKYW-P1-T1  Logical I/0 Slot pci4 usbhcO usbhcl
U789D.001.DQDYKYW-P1-T3  Logical I/0 Slot pci3 sissas0O
U9117.MMA.101F170-V1-CO  Virtual I/0 Slot vsa0
U9117.MMA.101F170-V1-C2  Virtual I/0 Slot vasiO
U9117.MMA.101F170-V1-C11 Virtual I/0 Slot ent2
U9117.MMA.101F170-V1-C12 Virtual I/0 Slot ent3
U9117.MMA.101F170-V1-C13 Virtual I/0 Slot ent4
U9117.MMA.101F170-V1-C14 Virtual I/0 Slot ent6
U9117.MMA.101F170-V1-C21 Virtual I/0 Slot vhostO
U9117.MMA.101F170-V1-C22 Virtual I/0 Slot vhostl
U9117.MMA.101F170-V1-C23 Virtual I/0 Slot vhost2
U9117.MMA.101F170-V1-C24 Virtual I/0 Slot vhost3
U9117.MMA.101F170-V1-C25 Virtual I/0 Slot vhost4
U9117.MMA.101F170-V1-C50 Virtual I/0 Slot vhost5
U9117.MMA.101F170-V1-C60 Virtual I/0 Slot vhost6
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For an AlX partition use the rmdev -1 pcin -d -R command to remove the
adapter from the configuration, i.e. releasing it to be able to move it another
partition. In the Virtual I/O Server, you can use the rmdev -dev pcin -recursive
command (n is the adapter number).

For an IBM i partition vary off any devices using the physical adapter before
moving it to another partition using the VRYCFG command like VRYCFG

CFGOBJ (TAP02) CFGTYPE(*DEV) STATUS(*OFF) to release the tape drive from
using the physical adapter. To see which devices are attached to which adapter
use the WRKHDWRSC command like WRKHDWRSC *STG for storage devices with
choosing option 7=Display resource detail for an adapter resource to see its
physical location (slot) information and option 9=Work with resources to list the
devices attached to it.

Example 6-1 shows how to remove a Fibre Channel adapter from an AlX
partition that was virtualized and does not need this adapter any more.

Example 6-1 Removing the Fibre Channel adapter

# 1sslot -c pci

# Slot Description Device(s)
U789D.001.DQDYKYW-P1-C2 PCI-E capable, Rev 1 slot with 8x Tanes fcsO fcsl
U789D.001.DQDYKYW-P1-C4 PCI-X capable, 64 bit, 266MHz slot ent0 entl

# rmdev -d1 fcsO -R
fcnet0 deleted
fscsi0 deleted

fcsO deleted

# rmdev -d1 fcsl -R
fcnetl deleted
fscsil deleted

fcsl deleted

After adapter has been deleted in the virtual 1/O client, the physical adapter can
be moved to another partition using the HMC.
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Select the partition that currently holds the adapter and then select Dynamic

Logical Partitioning — Physical Adapters — Move or Remove (see Figure 6-18).

The adapter must not be set as required in the profile. To change the setting
from required to desired, you have to update the profile, and shutdown and

activate the LPAR again (not just reboot).

26 - hmel: Hardware Management Console Warkplace (¥7R3.4.0.0) - Microsoft Internet Explorer

dware Management Console

=10/
'y
A

I} v

hacroot [Help | Logoft

Figure 6-18 Move or remove physical adapter operation
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2. Select the adapter to be moved and select the receiving partition, as shown in
Figure 6-19.

3 https:/,/9.3.5.129 - hmcZ: Move or Remove - Microsoft Internet Explorer | - IEIIZI

Remove I/0 Adapters - vios1

The I/0 adapters that can be dynamically removed from the partition are listed below. Select the
adapters you would like to remove in the table below and click 0K, You may optionally move the

adapters to another partition by choosing a recipient of the adapters from the 'Move to partition’
list.

Removable 1/0 Adapters
= 2 o) (o (o

Select ~ | Unit ~ Bus -~ Slot ~ | Description ~ | Pool ID -~
= U7E74.001.0MZ00%K 2 c2 PCI 10/100Mbps Ethernet w/ IPSec Unassigned
Options

Move to partition : El%_LPER(Z) j
L0 Pool ID ¢ I—Unassigned j

Timeout (minutes) : [5

Detail level ll—j
Cancel || Help
[&] pore l_l_l_’_ré_ & Internet 4

Figure 6-19 Selecting adapter in slot C2 to be moved to partition AIX_LPAR

1. Click OK to execute.

2. For an AlX partition run the cfgmgr command (cfgdev in the Virtual I/O
Server) in the receiving partition to make the adapter and its devices
available.

An IBM i partition by default automatically discovers and configures new
devices attached to it so they only need to varied on using the VRYCFG
command before using them.
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3. Remember to update the profiles of both partitions for the change to be
reflected across restarts of the partitions. Alternatively, use the
Configuration — Save Current Configuration option to save the changes
to a new profile as shown in Figure 6-20.

Zhttps://9.3.5.128 - hmc1: Hardware Management Console Workplace (¥7R3.4.0.0) - Microsoft Internet Explorer _(0]x]
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hscroot |Help | Logoft
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[ Systems Management Select ~ | Name: ~|ID & |Status ~ |Processing | Memory (GE) | Active Proile ~ |Envionment  ~ | RefErence
2 [ severs
[ ser s . 7 |El viest® %pe‘mg - \ 0‘25\ 1/Ingo_NIB_and_8GE_fe  |Virtual 1/0 Server
[l g [ [Ellvies2 | Change Default Profile 05 1 Ingo_NIB Vittual 1/0 Server
O Operations 4 05 5 default AIX or Linux
£ Gustom Groups R Configuration 3 Manage Profiles SR s
= Hardware Information »| Manage Custom Groups
f B 1Bmis: & defautt 505
B Systom Plans gl BUIBMIS i Logieal Parttioning b (IS E ) <tau "
T — 1 BIRHELS] Console Window » v 2 default AIX or Linux
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i1
81 service Management Towal 7 Filtered: 7 Selscted: 0
1 Updates
¢l
rdware Information
Dynamic Legical Partitioning
Console Window
Serviceability
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Figure 6-20 Save current configuration

6.2.6 Removing physical adapters dynamically
The following steps describe the procedure to remove virtual adapters from a
partition dynamically:

1. On the HMC select the partition to remove the adapter from and choose
Dynamic Logical Partitioning — Physical Adapters — Move or Remove
(Figure 6-21).
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Figure 6-21 Remove physical adapter operation
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2. Select the adapter you want to delete as shown in Figure 6-22.

3 https://9.3.5.129 - hmc2: Move or Remove - Microsoft Internet Explorer -0 ll

Remove I/0 Adapters - viosl

The 10 adapters that can be dynamically removed from the partition are listed below. Select the adapters
you would like to remove in the table below and click OK. You may optionally move the adapters to another
partition by choosing a recipient of the adapters from the ‘Move to partition’ list,

Removable I/0 Adapters

B FENENE --- Select Action --- @

Select ~ | Unit ~ |Bus ~ |Slot ~ | Description ~ | Pool ID ~
~ UTE7A.001.DNZ00XK 2 c2 PCI 10/100Mbps Ethernet w/ IPSec Unassigned
Options

1/0 Pool ID I—Unasslgned j
Tireout (rinutes) : [5

Detail level ll—j
Cancel |[Help
[&] Done [T [ [ [& @ mternet 7

Figure 6-22 Select physical adapter to be removed

3. Click OK when done.

6.2.7 Add virtual adapters dynamically

The following steps show one way to add virtual adapters dynamically:

1. Log in to HMC and then select the system-managed name. On the right
select the partition where you want to execute a dynamic LPAR operation.

2. On the Tasks menu on the right side of the window choose Dynamic Logical
Partitioning — Virtual Adapters — Add as shown in Figure 6-23.
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Figure 6-23 Add virtual adapter operation
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3. The next window will look like the one in Figure 6-24. From the Actions
drop-down menu, on the upper left, choose Create — SCSI Adapter.

/9.3.5.128 - hmc1: ¥irtual Adapters - Microsoft Internet Explorer gl x|

Virtual Adapters: viosl
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Reserved slot numbers: 0 - 10

Delete Fibre Channel Adapter...
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O Ethernet 11 i [P Yes =
C Ethernet 12 FES WIS fes
O Ethernet 13 Mia T Mo
O Ethernet 14 i [P Mo
C Server Fibre Channel 31 RHELS2(6) il Mo
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O Server SCSI 15 (8) 2 Mo
O Server SCSI 21 AIXE1(3) 21 Yes A
' | Total: 16 Filtered: 16 Selected: O

Options
Timeout {minutes) : I:l
Detail level : ll—j
@ T

Figure 6-24 Dynamically adding virtual SCSI adapter
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4. Figure 6-25 shows you the window after clicking SCSI Adapter... Put in the
slot adapter number of the new virtual SCSI being created. After that you
have to select whether this new SCSI adapter can be accessed by any client
partition or only by a specific one. In this case, as an example, we are only
allowing the SCSI client adapter in slot 2 of the AIX61 partition to access it.

Note: In this example we used a different slot numbering for the client and
the server virtual SCSI adapter. We recommend to create a overall
numbering scheme.

< https://9.3.5.128 - hmcl: ¥irtual Adapters - Micrasol i =]

Create Virtual SCSI Adapter: vios1

Wirtual SCSI adapter

Adapter : *lia
Type of adapter : ISer\ter j

" Any client partition can connect
& Only selected client partition can connect

Client partition : RIXE1(3) j
Client adapter ID : [5

Cancel | Help
[&] pone ’_ ’_ ’_ ’_ E | trternet v

Figure 6-25 Virtual SCSI adapter properties
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5. The newly created adapter is listed in the adapters list as shown in

Figure 6-26.
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= 2| (4] 2] [

A https://9.3.5.128 - hmc1: ¥irtual Adapters - Microsoft Internet Explorer

*
100
17

— Select action —- ¥

Reserved slot nurbers: 0 - 10

Select ~ Type ~ | Adapter ID ~  C ing Partition ~ | C
@] Server SCSI 23 IBMIE1(5) 21
) Server SCSI 24 RHELS2(6) 21
(& Server SCSI 25 SLES10(7) 21
© Server SCSI 44 AIXB1(3) 44
C Server SCSI 50 Any Partition Any Partition Slot
(& Server SCSI 60 AIXB1(3) &0
& Server Serial o Any Partition Any Partition Slot
© Server Serial 1 Any Partition Any Partition Slot
Total: 17 Filtered: 17 Selected: 1
Options
Timeout (minutes) : [g
Detail level : 1 j
Cancel |[Help

Adapter ~ Required ~

Yes
fes
Yes
Na

fes
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Virtual Adapters: vios1

Wirtual resources allow for the sharing of physical hardware between logical partitions. The current wirtual adapter settings are listed below,

&

| |3 | mternet i

Figure 6-26 Virtual adapters for an LPAR

6. Click OK when done.

6.2.8 Removing virtual adapters dynamically

The following steps describe the removal of virtual adapters from a partition

dynamically:

1. For AlIX unconfigure respectively for IBM i vary-off any devices attached to the
virtual client adapter and unconfigure the virtual adapter itself on the AIX
virtual I/O client.

Note: First remove all associated virtual c/ient adapters in the virtual I/O
clients before removing a virtual server adapter in the Virtual 1/0 Server.

2. On the HMC select the partition to remove the adapter from and choose
Dynamic Logical Partitioning — Virtual Adapters (Figure 6-27).
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Figure 6-27 Remove virtual adapter operation
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3. Select the adapter you want to delete and choose Actions — Delete.
(Figure 6-28).

a https://9.3.5.128 - hmcl: Virtual Adapters - Microsoft Internet Explorer —|O 5[
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| Figure 6-28 Delete virtual adapter

4. Click OK when done.

6.2.9 Removing or replacing a PCI Hot Plug adapter

PCI Hot Plug feature enables one to remove host based adapters with out
shutting down the partition. Replacing an adapter could happen when, for
example, you exchange 2 Gb Fibre Channel adapters for a 4 Gb Fibre Channel
adapter, or another, for configuration changes or updates.

| For virtual Ethernet adapters in the virtual I/O client, redundancy has to be
enabled either through Shared Ethernet failover enabled on the Virtual I1/0O
Servers, or Network Interface Backup configured if continuous network
connectivity is required. If there is no redundancy for Ethernet, the replace
operation can be done while the virtual I/O client is still running, but it will lose
network connectivity during replacement. For virtual I/O clients that have
redundant paths to their virtual disks and are not mirroring these disks, it is
necessary to shut them down for the time used to replace the adapter.
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On the Virtual I/0O Server, in both cases there will be child devices connected to
the adapter because the adapter would be in use before. Therefore, the child
devices will have to be unconfigured, as well as the adapter, before the adapter
can be removed or replaced. Normally there is no need to remove the child
devices, for example disks and mapped disks, also known as Virtual Target
Devices, in the case of a Fibre Channel adapter replacement, but they have to be
unconfigured (set to the defined state) before the adapter they rely on can be
replaced.

6.3 Dynamic LPAR operations on Linux for Power

In the next sections a detailed explanation how to run dynamic LPAR operations
in Linux for Power is given.

6.3.1 Service and productivity tools for Linux for Power

Virtualization and hardware support in Linux for Power is realized through Open
Source drivers included in the standard Linux Kernel for 64-bit POWER-based
systems. However, IBM provides some additional tools for virtualization
management which are useful for exploiting some advanced features and
hardware diagnostics. These tools are called Service and productivity tools for
Linux for Power and are provided at a no-cost download for all supported
distributions and systems. The tools include RSCT Reliable Scalable Cluster
Technology daemons used for communication with Hardware Management
Console. Some packages are Open Source and included on the distribution
media. However, the web site download offers the latest version. See details
about each package in Table 6-1.
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Table 6-1 Service & Productivity tools description

Service and Description

Productivity tool

file name

librtas Platform Enablement Library (base tool)

The librtas package contains a library that allows applications to
access certain functionality provided by platform firmware. This
functionality is required by many of the other higher-level service
and productivity tools.

This package is Open Source and shipped by both Red Hat and
Novell SUSE.

Support for this package is provided by IBM Support Line, Novell
SUSE or Red Hat, depending on the vendor providing support for
your Linux OS.

src SRC is a facility for managing daemons on a system. It provides a
standard command interface for defining, undefining, starting,
stopping, querying status and controlling trace for daemons. This
package is currently IBM proprietary.

rsct.core and Reliable scalable cluster technology (RSCT) core and utilities
rsct.core.utils
The RSC packages provide the Resource Monitoring and Control
(RMC) functions and infrastructure needed to monitor and
manage one or more Linux systems. RMC provides a flexible and
extensible system for monitoring numerous aspects of a system.
It also allows customized responses to detected events.

This package is currently IBM proprietary.

csm.core and Cluster Systems Management (CSM) core and client
csm.client
The CSM packages provide for the exchange of host-based
authentication security keys. These tools also set up distributed
RMC features on the Hardware Management Console (HMC).

This package is currently IBM proprietary.
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Service and
Productivity tool
file name

Description

devices.chrp.base

Service Resource Manager (ServiceRM)

.ServiceRM Service Resource Manager is a Reliable, Scalable, Cluster
Technology (RSCT) resource manager that creates the
Serviceable Events from the output of the Error Log Analysis Tool
(diagela). ServiceRM then sends these events to the Service
Focal Point on the Hardware Management Console (HMC).
This package is currently IBM proprietary.

DynamicRM DynamicRM (Productivity tool)
Dynamic Resource Manager is a Reliable, Scalable, Cluster
Technology (RSCT) resource manager that allows a Hardware
Management Console (HMC) to do the following:
» Dynamically add or remove processors or I/O slots from a

running partition

» Concurrently update system firmware
» Perform certain shutdown operations on a partition
This package is currently IBM proprietary.

Isvpd Hardware Inventory

The Isvpd package contains the 1svpd, 1scfg, and 1smcode
commands. These commands, along with a boot-time scanning
script named update-Isvpd-db, constitute a hardware inventory
system. The 1svpd command provides Vital Product Data (VPD)
about hardware components to higher-level serviceability tools.
The 1scfg command provides a more human-readable format of
the VPD, as well as some system-specific information.

This package is Open Source and shipped by both Red Hat and
Novell SUSE.

servicelog

Service Log (service tool)

The Service Log package creates a database to store
system-generated events that may require service. The package
includes tools for querying the database.

This package is Open Source and shipped by both Red Hat and
Novell SUSE.
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Service and Description

Productivity tool

file name

diagela The Error Log Analysis tool provides automatic analysis and

notification of errors reported by the platform firmware on IBM
systems. This RPM analyzes errors written to /var/log/platform. If
a corrective action is required, notification is sent to the Service
Focal Point on the Hardware Management Console (HMC), if so
equipped, or to users subscribed for notification via the file
/etc/diagela/mail_list. The Serviceable Event sent to the Service
Focal Point and listed in the e-mail notification may contain a
Service Request Number. This number is listed in the Diagnostics
Information for Multiple Bus Systems manual.

This package is currently IBM proprietary.

rpa-pci-hotplug | The rpa-pci-hotplug package contains two tools to allow PCI
devices to be added, removed, or replaced while the system is in
operation: 1sslot, which lists the current status of the system's
PClI slots, and drs1ot_chrp_pci, an interactive tool for performing
hotplug operations.

This package is currently IBM proprietary.

rpa-dlpar The rpa-dipar package contains a collection of tools allowing the
addition and removal of processors and I/O slots from a running
partition. These tools are invoked automatically when a dynamic
reconfiguration operation is initiated from the attached Hardware
Management Console (HMC).

This package is currently IBM proprietary.

IBMinvscout The Inventory Scout tool surveys one or more systems for
hardware and software information. The gathered data can be
used by Web services such as the Microcode Discovery Service,
which generates a report indicating if installed microcode needs to
be updated.

This package is currently IBM proprietary.

IBM Installation Toolkit for Linux for Power

Alternatively to manual installation of additional packages described in,
“Installing Service and Productivity tools” on page 276, the IBM Linux for Power
Installation Toolkit can be used.

The IBM Installation Toolkit for Linux for Power is a bootable CD that provides
access to the additional packages that you need to install in order to provide
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additional capabilities of your server. It also allows you to set up an installation
server to make your customized operating system installation files available for
other server installations. Download the IBM Installation Toolkit for Linux for
Power iso image from:

http://wwwléd.software.ibm.com/webapp/set2/sas/f/lopdiags/installtools/h
ome.html

The IBM Installation Toolkit for Linux for Power simplifies the Linux for Power
installation by providing a wizard that allows you to install and configure Linux for
Power machines in just a few steps. It supports DVD and network-based installs
by providing an application to create and manage network repositories
containing Linux and IBM value-added packages.

The IBM Installation Toolkit includes:

» The Welcome Center, the main toolkit application - A centralized user
interface for system diagnostics, Linux and RAS Tools installation, microcode
update and documentation.

» System Tools - An application to create and manage network repositories for
Linux and IBM RAS packages.

» The POWER Advance Toolchain - A technology preview toolchain which
provides decimal floating point support, Power architecture c-library
optimizations, optimizations in the gcc compiler for POWER, and performance
analysis tools.

» Microcode packages.
» More than 20 RAS Tools packages.
» More than 60 Linux for Power user guides and manuals.

Installing Service and Productivity tools
Download Service and Productivity tools at:

http://wwwl4.software.ibm.com/webapp/set2/sas/f/1opdiags/home.htm]
Then select your distribution and whether you have an HMC-connected system.

Download all the packages in one directory and run the rpm -Uvh *rpm
command as shown in Example 6-2. Depending on your Linux distribution,
version, and installation choice you will be prompted for missing dependencies.
Keep your software installation source for your distribution available and
accessible.

Example 6-2 Installing Service and Productivity tools

[root@localhost saids]# rpm -Uvh *
Preparing... FHEFHFHEREF AR AR [100%]
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1:1ibrtas EIEE I T TTTTTTTTTTTTTTTT I3 33333 TV ET|

2:1svpd tH#######FFFF A AR FFFFFFFFFEA A A AR [ 14%)]

3:src HHEFFHHFR AR AR AR AR AR AR AR [ 21%]
Adding srcmstr to inittab...

4:rsct.core.utils #HEFFHHF A AA AR A A AR AR AR AR [ 29%]

5:rsct.core #HEFFHHF A A RA R AR A A AR AR [ 36%]

0513-071 The ctcas Subsystem has been added.
0513-071 The ctrmc Subsystem has been added.
0513-059 The ctrmc Subsystem has been started. Subsystem PID is 14956.

6:rpa-pci-hotplug #H#E# AR AR AR AR AR A [ 43%]
7:servicelog Rdgadagdddasddaddddagadasdddagddagddadd sl NI
8:csm.core Rgadasdddasddadidagadasdddasddaagddasdda i YE]
9:csm.client ##HH AR [ 64%]

0513-071 The ctrmc Subsystem has been added.

0513-059 The ctrmc Subsystem has been started. Subsystem PID is 15173.
10:devices.chrp.base.Servi###############H#F R EAFHHHRRRAAAFHAERRRAAAE [ 715]

0513-071 The ctrmc Subsystem has been added.

0513-059 The ctrmc Subsystem has been started. Subsystem PID is 15356.
11:diagela EEEE I T TTITTTTTTTTTTTTT I3 33333 T M IVLET|

Starting rtas_errd (platform error handling) daemon: [ 0K ]

Registration successful (id: 2)

Registration successful (id: 3)

Stopping rtas_errd (platform error handling) daemon: [ 0K ]

Starting rtas_errd (platform error handling) daemon: [ 0K ]
12:DynamicRM EEEE I T T TITTTTTTTITTTTT T332 3T 1% ]|

0513-071 The ctrmc Subsystem has been added.

0513-059 The ctrmc Subsystem has been started. Subsystem PID is 15543.
13:IBMinvscout HHEFFHHF AR AR A AR AR [ 93%]

Creating group: 'invscout' and 'system'

Creating user : 'invscout'

Assigning user 'invscout' into group 'invscout'

Creating tmp and utility directories....

Checking for /etc/invscout/ ... did not exist! I created it.
Checking for /var/adm/invscout/ ... did not exist! I created it.
Checking for /tmp/invscout/ ... did not exist! I created it.
14:rpa-dipar #HEFFHHH R A AR AR A AR AR A AR AAE [100%]

Service and Productivity tools examples

After the packages are installed, run the /sbin/update-1svpd-db command to
initialize the Vital Product Data database.

Now you can list hardware with the 1scfg command and see proper location
codes, as shown in Example 6-3:

Example 6-3 Iscfg command on Linux

[root@localhost saids]# 1scfg
INSTALLED RESOURCE LIST
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The following resources are installed on the machine.
+/- = Added or deleted from Resource List.
* = Diagnostic support not available.

Model Architecture: chrp
Model Implementation: Multiple Processor, PCI Bus

+ sys0 System Object
+ sysplanar0 System Planar
+ eth0 U9117.MMA.101F170-V5-C2-T1
Interpartition Logical LAN
+ ethl U9117.MMA.101F170-V5-C3-T1
Interpartition Logical LAN
+ scsi0 U9117.MMA.101F170-V5-C21-T1
Virtual SCSI I/0 Controller
+ sda U9117.MMA.101F170-V5-C21-T1-L1-L0O
Virtual SCSI Disk Drive (21400 MB)
+ scsil U9117.MMA.101F170-V5-C22-T1
Virtual SCSI I/0 Controller
+ sdb U9117.MMA.101F170-V5-C22-T1-L1-L0
Virtual SCSI Disk Drive (21400 MB)
+ mem0 Memory
+ procO Processor

You can use the 1svpd command to display vital product data (for example, the
firmware level), as shown in the Example 6-4:

Example 6-4 Isvpd command

[root@localhost saids]# 1svpd
*VC 5.0

*TM IBM,9117-MMA

*SE IBM,02101F170

*PI IBM,02101F170

*0S Linux 2.6.18-53.el5

In order to display virtual adapters, use the 1svio command, as shown in
Example 6-5.

Example 6-5 Display virtual SCSI and network

[root@linuxlpar saids]# Tsvio -s
scsi0 U9117.MMA.101F170-V5-C21-T1
scsil U9117.MMA.101F170-V5-C22-T1
[root@linuxlpar saids]# Isvio -e
eth0 U9117.MMA.101F170-V5-C2-T1
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ethl U9117.MMA.101F170-V5-C3-T1

Dynamic LPAR with Linux for Power

Dynamic logical partitioning is needed to change the physical or virtual resources
assigned to the partition without reboot or disruption. If you create or assign a
new virtual adapter, a dynamic LPAR operation is needed to make the operating
system aware of this change. On Linux-based systems, existing hot plug and
udev mechanisms are utilized for dynamic LPAR operations, so all the changes
occur dynamically, and there is no need to run any configuration manager.

Dynamic LPAR requires a working IP connection to the Hardware Management
Console (port 657) and the following additional packages installed on the Linux
system, as described in , “Installing Service and Productivity tools” on page 276:

librtas, src, rsct.core and rsct.core.utils, csm.core and
csm.client, powerpc-utils-papr, devices.chrp.base.ServiceRM,
DynamicRM, rpa-pci-hotplug, rpa-dlpar

If you encounter any dynamic LPAR problems, try to ping your HMC first. If the
ping is successful, try to list the rmc connection as shown in Example 6-6.

Example 6-6 List the management server

[root@linuxlpar ~]# 1srsrc IBM.ManagementServer
Resource Persistent Attributes for IBM.ManagementServer

resource 1:
Name = "9,.3.5.128"
Hostname = "9,.3.5.128"
ManagerType = "HMC"
LocalHostname = "9.3.5.115"
ClusterTM = "9078-160"

ClusterSNum =
ActivePeerDomain =
NodeNameList = {"Tinuxlpar"}

Addition of processors dynamically

Once the tools are installed, depending on the available shared system
resources, users can use HMC to add (virtual) processors, memory to the
desired partition (adding processing units does not require dynamic LPAR) as
shown in Figure 6-29.
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Figure 6-29 Add processor to a Linux partition
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In the panel shown in Figure 6-30 on page 281, you can increase the number of
processors.

J https://9.3.5.128 - hmc1: Add or Remove - Microsoft Internet Ele =3 x|

Add/Remove Processor Resources: linuxlpar

You may add or remove processing resources from the partition by changing the
amount assigned to the partition.

Lyvailable system processing units: 0.31

Minimum  Assigned Maximum

Processing units: 0.1 e +.0

Wirtual processors: 1 2 4
M Uncapped Weight: [125 E

Options
Timeout {minutes): [5
Detail level: Il—j
Cancel || Help
@ - Y

Figure 6-30 Increasing the number of virtual processors

You will be able to receive the following messages on the client if you run the
tail -f /var/log/messages command as shown in Example 6-7.

Example 6-7 Linux finds new processors

Dec 2 11:26:08 Tinuxlpar : drmgr: /usr/sbin/drslot_chrp_cpu -c cpu -a -q 60 -p
ent_capacity -w 5 -d 1

Dec 2 11:26:08 linuxlpar : drmgr: /usr/shin/drslot_chrp_cpu -c cpu -a -q 1 -w
5-d1

Dec 2 11:26:08 linuxlpar kernel: Processor 2 found.

Dec 2 11:26:09 linuxlpar kernel: Processor 3 found.

Besides the messages in the log directory file, users can monitor the changes by
executing cat /proc/ppc64/1parcfg. The Example 6-8 on page 281 below
shows that the partition had 0.5 CPU as its entitled capacity.

Example 6-8 Iparcfg command before adding CPU dynamically

Tparcfg 1.7
serial_number=IBM,02101F170
system_type=IBM,9117-MMA
partition_id=7

R4=0x32
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R5=0x0

R6=0x80070000
R7=0x800000040004

BoundThrds=1

CapInc=1

DisWheRotPer=5120000
MinEntCap=10

MinEntCapPerVP=10

MinMem=128

MinProcs=1
partition_max_entitled_capacity=100
system_potential_processors=16
DesEntCap=50

DesMem=2048

DesProcs=1

DesVarCapWt=128

DedDonMode=0

partition_entitled_capacity=50
group=32775
system_active_processors=4
pool=0

pool_capacity=400
pool_idle_time=0
pool_num_procs=0
unallocated_capacity_weight=0
capacity_weight=128

capped=0
unallocated_capacity=0
purr=19321795696
partition_active_processors=1
partition_potential_processors=2
shared_processor_mode=1

The user of this partition added 0.1CPU dynamically. Two Ipar configuration
attributes that reflect the changes associated with addition/deletion of CPU(s) are
partition_entitled_capacity and partition_potential_processor. The change in the
values of 1parcfg attributes, after addition of 0.1 CPU, is shown in Example 6-9
on page 282

Example 6-9 Iparcfg command after addition of 0.1 CPU dynamically

Tparcfg 1.7
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serial_number=IBM,02101F170
system_type=IBM,9117-MMA
partition_id=7

R4=0x3c

R5=0x0

R6=0x80070000
R7=0x800000040004
BoundThrds=1

CapInc=1
DisWheRotPer=5120000
MinEntCap=10
MinEntCapPerVP=10
MinMem=128

MinProcs=1
partition_max_entitled_capacity=100
system_potential_processors=16
DesEntCap=60

DesMem=2048

DesProcs=2

DesVarCapWt=128
DedDonMode=0

partition_entitled_capacity=60
group=32775
system_active_processors=4
pool=0

pool_capacity=400
pool_idle_time=0
pool_num_procs=0
unallocated_capacity_weight=0
capacity_weight=128

capped=0
unallocated_capacity=0
purr=19666496864
partition_active_processors=2
partition_potential_processors=2
shared_processor_mode=1

Removal of processor(s) dynamically

If you repeat the same steps and decrease the number of processors and run the
dmesg command, the messages will be as shown in Example 6-10.

Example 6-10 Ready to die message

IRQ 18 affinity broken off cpu 0
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IRQ 21 affinity broken off cpu 0
cpu 0 (hwid 0) Ready to die...
cpu 1 (hwid 1) Ready to die...

Note: The DLPAR changes made to the partition attributes i.e., CPU, memory
are not saved to the current active profile. Hence, users may save the current
partition configuration by selecting partition Name — Configuration — Save
Current Configuration and then during the next reboot use the saved
partition profile as the default profile. An alternative method is to effect the
same changes in the default profile.

Add memory dynamically

Note: Users must ensure installation of powerpc-utils-papr rpom. Refer to the
productivity download site for the release information.

At the time of writing this book, dynamic addition of memory alone is supported.
Adding memory is supported by Red Hat Enterprise (RHEL5.0 or later) and
Novell SUSE (SLES10 or later) Linux distributions.

Before adding or removing user can get the partition’s current memory
information by executing cat /proc/meminfo as shown in Example 6-11.

Example 6-11 Display of total memory in the partition before adding memory

[root@VIOCRHEL52 ~]# cat /proc/meminfo | head -3

MemTotal: 2057728 kB
MemFree: 1534720 kB
Buffers: 119232 kB

[root@VIOCRHEL52 ~]#

From the Hardware Management Console of the partition navigate to System
Management — your Server — Dynamic Logical Partitioning - Memory —
Add or Remove. The entire navigation process is described in the following
Figure 6-31.
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Figure 6-31 DLPAR add or remove memory

The selection of the Add or Remove option results in the display of the following
screen (Figure 6-32)

128 - hmc1: Add or Remoye

partition.

Minimumm memory:
Maximumm memory:

Assigned memory:

Cancel || Help

Available system memory:

Add/Remove Memory Resources - SLES

‘You may add or remove memory from the partition by specifying the amount
of memory the partition should have by changing the memory assigned to the

Gigabytes Megabytes
23 896
u] 128
4 896

R—

|@ Done

[T T Benemt

0 =

=101 x|

Figure 6-32 DLPAR adding 2 GB memory

Chapter 6. Dynamic operations

285



7590ch06_dynamic_operations.fm Draft Document for Review November 7, 2008 4:31 pm

Enter the desired memory for the partition in the Assigned Memory box by
increasing the value. (In the current example it is increased by 1GB) Click OK

After the action is completed you can verify the addition or removal of memory by
executing the command cat /proc/meminfo (Example 6-12).

Example 6-12 Total memory in the partition after adding 1GB dynamically
[root@VIOCRHEL52 ~]# cat /proc/meminfo | head -3

MemTotal: 3106304 kB
MemFree: 2678528 kB
Buffers: 65024 kB

[root@VIOCRHEL52 ~]#

Note: The DLPAR changes made to the partition attributes i.e., CPU, memory
are not saved to the current active profile. Hence, users may save the current
partition configuration by selecting partition Name — Configuration — Save
Current Configuration and then during the next reboot use the saved
partition profile as the default profile. An alternative method is to effect the
same changes in the default profile.

Managing virtual SCSI changes in Linux

If a new virtual SCSI adapter is added to a Linux partition and dynamic LPAR is
functional, this adapter and any attached disks are immediately ready for use.

Sometimes you may need to add a virtual target device to an existing virtual
SCSI adapter. In this case the operation is not a dynamic LPAR operation. The
adapter itself does not change, just an additional new disk is attached to the
same adapter. You need to issue a scan command to recognize this new disk
and run the dmesg command to see the result, as shown in Example 6-13.

Example 6-13 Rescanning a SCSI host adapter

# echo "- - -" > /sys/class/scsi_host/host0/scan
# dmesg
# SCSI device sdb: 585937500 512-byte hdwr sectors (300000 MB)
sdb: Write Protect is off
sdb: Mode Sense: 2f 00 00 08
sdb: cache data unavailable
sdb: assuming drive cache: write through
SCSI device sdb: 585937500 512-byte hdwr sectors (300000 MB)
sdb: Write Protect is off
sdb: Mode Sense: 2f 00 00 08
sdb: cache data unavailable
sdb: assuming drive cache: write through
sdb: sdbl sdb2
sd 0:0:2:0: Attached scsi disk sdb
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sd 0:0:2:0: Attached scsi generic sgl type 0

The added disk is recognized and ready to use as /dev/sdb.

If you are using software mirroring on the Linux client and one of the adapters
was set faulty due to Virtual I/O Server maintenance, you may need to rescan
the disk after both Virtual I/O Servers are available again. Use the following
command to issue a disk rescan:

echo 1 > /sys/bus/scsi/drivers/sd/<SCSI-ID>/block/device/rescan
More examples and detailed information about SCSI scanning is provided in the
IBM Linux for Power Wiki page at:

http://www-941.1ibm.com/collaboration/wiki/display/LinuxP/SCSI+-+Hot+add
%2C+remove%2C+rescant+of+SCSI+devices

6.4 Dynamic LPAR operations on the Virtual I/O Server

This section discusses two maintenance tasks for a Virtual I/O Server partition:
» Ethernet adapter replacement on the Virtual I/0O Server.

» Replacing a Fibre Channel adapter on the Virtual I/O Server

If you want to change any processor, memory, or /O configuration, follow the

steps described in 6.2, “Dynamic LPAR operations on AIX and IBM i’ on
page 248 as they are similar to ones required for the Virtual I/O Server.

6.4.1 Ethernet adapter replacement on the Virtual I/O Server

You can do the replace and remove functions with the diagmenu command.
Follow the next steps:

1. Enter diagmenu and press Enter.
2. Read the Diagnostics Operating Instructions and press Enter to continue.

3. Select Task Selection (Diagnostics, Advanced Diagnostics, Service Aids,
etc.) and press Enter

Go down and select Hot Plug Task and press Enter.
Select PCI Hot Plug Manager and press Enter
Select Replace/Remove a PCI Hot Plug Adapter and press Enter.

N o o A

Select the correct adapter you want to replace and press Enter.
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8. Select replace in the Operation field and press Enter.

9. Before a replace operation is being operated the adapter can be identified by
a blinking LED at the adapter card. You will see the following message:

The visual indicator for the specified PCI slot has been set to the
identify state. Press Enter to continue or enter x to exit.

If there are still devices connected to the adapter and a replace or remove
operation is performed on that device, there will be an error message in
diagmenu:

The visual indicator for the specified PCI slot has been set to the identify
state. Press Enter to continue or enter x to exit.

The specified slot contains device(s) that are currently
configured. Unconfigure the following device(s) and try again.

pcib
ent0
entl
ent2
ent3

These messages mean that devices dependent on this adapter have to be
unconfigured first. We will now replace a single Physical Ethernet adapter that is
part of a Shared Ethernet Adapter. Here are the steps to do it:

1. Use the diagmenu command to unconfigure the Shared Ethernet Adapter
and then select Task Selection — Hot Plug Task — PCI Hot Plug
Manager — Unconfigure a Device.

You should get output similar to the following:

Device Name

Move cursor to desired item and press Enter. Use arrow keys to scroll.

[MORE. . .16]
en7 Defined Standard Ethernet Network Interface
ent0 Available 05-20 4-Port 10/100/1000 Base-TX PCI-X Adapt
entl Available 05-21 4-Port 10/100/1000 Base-TX PCI-X Adapt
ent2 Available 05-30 4-Port 10/100/1000 Base-TX PCI-X Adapt
ent3 Available 05-31 4-Port 10/100/1000 Base-TX PCI-X Adapt
ent4 Available Virtual I/0 Ethernet Adapter (1-Tan)
ent5 Available Virtual I/0 Ethernet Adapter (1-Tan)
ent6 Available Shared Ethernet Adapter
et0 Defined  05-20 IEEE 802.3 Ethernet Network Interface
etl Defined  05-21 IEEE 802.3 Ethernet Network Interface
[MORE. . .90]
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Select the Shared Ethernet Adapter (in this example, ent6), and in the
following dialogue choose to keep the information about the database:
Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

* Device Name [ent6]
+

Unconfigure any Child Devices no
+

KEEP definition in database yes

+

Press Enter to accept the changes. The system will show that the adapter is
now defined:

ent6 Defined

2. Perform the same operation on the physical adapter (in this example ent0,
ent1, ent2, ent3 and pci5) with the difference that now “Unconfigure any Child
devices” has to be set to yes.

3. Run diagmenu, select Task Selection — Hot Plug Task — PCI Hot Plug
Manager — Replace/Remove a PCI Hot Plug adapter, and select the
physical adapter. You can see a output screen similar to the following:

Command: running stdout: yes stderr: no

Before command completion, additional instructions may appear below.

The visual indicator for the specified PCI slot has
been set to the identify state. Press Enter to continue
or enter x to exit.

Press Enter as directed and the next message will appear:

The visual indicator for the specified PCI slot has
been set to the action state. Replace the PCI card
in the identified slot and press Enter to continue.
Enter x to exit. Exiting now leaves the PCI slot

in the removed state.

4. Locate the blinking adapter, replace it, and press Enter. The window will show
the message Replace Operation Complete.

5. Run diagmenu, select Task Selection — Hot Plug Task — PCI Hot Plug
Manager — Configure a Defined Device and select the physical Ethernet
adapter ent0 that was replaced.

6. Repeat the Configure operation for the Shared Ethernet Adapter.
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This method changes if the physical Ethernet adapter is part of a Network
Interface Backup Configuration or an IEE 802.3ad link aggregation.

| 6.4.2 Replacing a Fibre Channel adapter on the Virtual I/O Server

For Virtual I/O Servers it is recommended that you have at least two Fibre
Channel adapters attached for redundant access to FC-attached disks. This
allows for concurrent maintenance, since the multipathing driver of the attached
storage subsystem is supposed to handle any outage of a single Fibre Channel
adapter. We show the procedure to hot-plug a Fibre Channel adapter connected
to a IBM DS4000 series storage device. Depending on the storage subsystem
used and the multipathing driver installed, your results may be different.

If there are disks mapped to the virtual SCSI adapters, these devices have to be
unconfigured first since there has been no automatic configuration method used
to define them.

1.

Use the diagmenu command to unconfigure devices dependent on the Fibre
Channel adapter. Run diagmenu, select Task Selection — Hot Plug Task —
PCI Hot Plug Manager — Unconfigure a device.

Select the disk (or disks in question), and set its state to Defined, as shown in
the following:

Unconfigure a Device
Device Name

Move cursor to desired item and press Enter. Use arrow keys to scroll.
[MORE. . .43]

hdiské Available 04-08-02 3542 (200) Disk Array Device
hdisk9 Defined 09-08-00-4,0 16 Bit LVD SCSI Disk Drive
inet0 Available Internet Network Extension
iscsi0 Available iSCSI Protocol Device
1g_dumplv Defined Logical volume

100 Available Loopback Network Interface
Tog1v00 Defined Logical volume

1parl_rootvg Available Virtual Target Device - Disk
1par2_rootvg Available Virtual Target Device - Disk
Tvdd Available LVM Device Driver
[MORE. . .34]

After that has been done for every mapped disk (Virtual Target Device), set
the state of the Fibre Channel Adapter also to Defined:

Unconfigure a Device

Device Name ?
Move cursor to desired item and press Enter. Use arrow keys to scroll.
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[MORE. . .16]

etl Defined  05-09 IEEE 802.3 Ethernet Network Inter
et2 Defined IEEE 802.3 Ethernet Network Inter
et3 Defined IEEE 802.3 Ethernet Network Inter
etd Defined IEEE 802.3 Ethernet Network Inter
fcnet0 Defined 04-08-01 Fibre Channel Network Protocol De
fcnetl Defined 06-08-01 Fibre Channel Network Protocol De
fcs0 Available 04-08 FC Adapter

fcsl Available 06-08 FC Adapter?

fscsi0 Available 04-08-02 FC SCSI I/0 Controller Protocol D
fscsil Available 06-08-02 FC SCSI I/0 Controller Protocol D?
[MORE...61]

Be sure to set Unconfigure any Child Devices to Yes, as this will unconfigure
the fcnet0 and fscsiO devices as well as the RDAC driver device dacO:

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Device Name [fcs0]
Unconfigure any Child Devices yes
KEEP definition in database yes

Following is the output of that command, showing the other devices
unconfigured:

COMMAND STATUS

Command: 0K stdout: yes stderr: no

Before command completion, additional instructions may appear below.
fcnet0 Defined

dac0 Defined

fscsi0 Defined
fcsO Defined

3. Run diagmenu, select Task Selection — Hot Plug Task — PCI Hot Plug
Manager —» Replace/Remove a PCI Hot Plug Adapter.

4. Select the adapter to be replaced. Set the operation to replace, then press
Enter. You will be presented with the following dialogue:

COMMAND STATUS
Command: running stdout: yes stderr: no

Before command completion, additional instructions may appear below.
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The visual indicator for the specified PCI slot has
been set to the identify state. Press Enter to continue
or enter x to exit.

. Press Enter as directed and the next message will appear.

The visual indicator for the specified PCI slot has
been set to the action state. Replace the PCI card
in the identified slot and press Enter to continue.
Enter x to exit. Exiting now leaves the PCI slot
in the removed state.

. Locate the blinking adapter, replace it, and press Enter. The system will show

the message Replace Operation Complete.

. Select diagmenu, select Task Selection — Hot Plug Task — PCI Hot Plug

Manager — Install/Configure Devices Added After IPL.

. Press Enter. This calls the cfgdev command internally and puts all previously

unconfigured devices back to Available.

. If an Fibre Channel adapter is replaced, the settings such as zoning on the

Fibre Channel switch and the definition of the WWPN of the replaced adapter
to the storage subsystem have to be done before the replaced adapter can
access the disks on the storage subsystem. For IBM DS4000 storage
subsystems, we recommend switching the LUN mappings back to their
original controllers, as they may have been distributed to balance 1/O load.
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7

PowerVM Live Partition
Mobility

PowerVM Live Partition Mobility allows for the movement of a activate and non
activated partition from one POWERG6 technology-based server to another
POWER®6-based server with no application downtime, resulting in better system
utilization, improved application availability, and energy savings. With PowerVM
Live Partition Mobility, planned application downtime due to regular server
maintenance can be a thing of the past. PowerVM Live Partition Mobility requires
systems with a POWERS6 processor running AlX or Linux operating systems and
PowerVM Enterprise Edition.
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| 7.1 What’s new in PowerVM Live Partition Mobility

The following new features now support PowrVM Live Partition Mobility:

» Processor compatibility modes enable you to move logical partitions between
servers with different processor types without upgrading the operating
environments installed in the logical partitions.

» You can move a logical partition that is configured to access storage over a
fibre channel network that supports N_Port ID Virtualization (NPIV) using
virtual fibre channel adapters.

» PowerHA (or High Availability Cluster Multi-Processing) is aware of Partition
Mobility. You can move a mobile partition that is running PowerHA to another
server without restarting PowerHA.

» You can move a logical partition from a server that is managed by an
Hardware Management Console (HMC) to a server that is managed by a
different HMC.

This subject is covered in the Redbooks publication IBM System p Live Partition
Mobility, SG24-7460 available at:
http://publib-b.boulder.ibm.com/abstracts/sg247460.html

The goal of this chapter is to provide a short checklist to prepare your systems for
PowerVM Live Partition Mobility.

| 7.2 PowerVM Live Partition Mobility requirements

To prepare for PowerVM Live Partition Mobility, check the following requisites
before running a partition migration.

| 7.2.1 HMC requirements

294

PowerVM Live Partition Mobility can include one or more HMCs as follows:

» Both the source and destination servers are managed by the same HMC (or
redundant HMC pair). In this case, the HMC must be at version 7 release 3.2,
or later.

» The source server is managed by one HMC and the destination server is
managed by a different HMC. In this case, both the source HMC and the
destination HMC must meet the following requirements:
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— The source HMC and the destination HMC must be connected to the
same network so that they can communicate with each other.

— The source HMC and the destination HMC must be at version 7, release
3.4.

Use the Ishme command to display the HMC version

hscroot@hmcl:™> 1shmc -V
"version= Version: 7
Release: 3.4.0

Service Pack: 0
HMC Build Tevel 20080929.1
","base version=V7R3.4.0

— Secure shell have to be set up correctly between the 2 HMC.

Run the following command from the source server HMC to configure the
ssh authentication to the destination server HMC, 9.3.5.180 is the IP
address of the destination HMC:

hscroot@hmcl:™> mkauthkeys -u hscroot --ip 9.3.5.180 --g
Enter the password for user hscroot on the remote host 9.3.5.180:

Run the following command from the source server HMC to verify the ssh
authentication to the destination server HMC:

hscroot@hmcl:™> mkauthkeys -u hscroot --ip 9.3.5.180 --test

7.2.2 Common system requirements

The following are the common system requirements:
O Both source and destination systems are POWERG6-based systems.

O The PowerVM Enterprise Edition license code must be installed on both
systems.

O Systems have a Virtual I/O Server installed with Version 1.5.1.1 or later. You can
check this by running the ioeslevel command on the Virtual I1/0O Server.

§ ioslevel
2.1.0.0

O Systems must have a firmware level of 01Ex320 or later, where x is a S for
BladeCenter, a L for Low End servers, a M for Midrange servers, or a H for High
End servers. You can check this on the HMC by running the Islic command:

hscroot@hmcl:™> 1slic -m MT_A_p570_MMA_100F6A0 -t sys -F
perm_ecnumber_primary
01EM320
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If you need to upgrade, look at the following Web page:
http://publib.boulder.ibm.com/infocenter/systems/scope/hw/index.jsp?top
ic=/ipha5/fix_serv_firm_kick.htm

O Systems must have the same logical memory block size. This can be checked
using the Advanced System Management Interface (ASMI).

[0 At least one of the source and one of the destination Virtual I/O Servers are set
as mover service partition. Check this in their partition properties on the HMC.

Note: Setting a Virtual 1/O Server as mover service partition automatically
creates a Virtual Asynchronous Services Interface (VASI) adapter on this
Virtual I/O Server.

O Both Virtual I/O Servers should have their clocks synchronized. See the Time
reference in the Setting tab in the Virtual I/O Server properties on the HMC.

7.2.3 Source system requirements

Additionally, check that the following requisites are met on your source system:

O The source system uses an external shared access storage system listed in the
supported list.

http://techsupport.services.ibm.com/server/vios/documentation/datasheet.html

O The source system uses virtual network adapters defined as bridged shared
Ethernet adapters on the Virtual /0O Server, check this by running the 1smap
command on the Virtual I/0 Server.

$ 1smap -net -all
SVEA  Physloc

ent2 U9117.MMA.101F170-V1-C11-T1

SEA ent5

Backing device ent0

Status Available

Physloc U789D.001.DQDYKYW-P1-C4-T1

7.2.4 Destination system requirements

Check that the following requisites are met on your destination system:
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O The memory available on the destination system is greater or equal to the
memory of the source system.

O If the mobile partition uses dedicated processors, the destination system must
have at least this number of available processors.

O If the mobile partition is assigned to a Shared-Processor Pool, the destination
system must have enough spare entitlement to allocate it to the mobile partition
in the destination Shared-Processor Pool.

O The destination server must have at least one Virtual I/O Server that has access
to all the subnets used by the mobile partition.

7.2.5 Migrating partition requirements

Check that the migrating partition is ready:

O The partition is not designated as a redundant error path reporting partition.
Check this in the partition properties on the HMC. Changing this setting currently
requires a reboot of the partition.

O The partition is not part of an LPAR workload group. A partition can be
dynamically removed from a group. Check this in the properties of the partition of
the HMC.

O The partition has a unique name. A partition cannot be migrated if any partition
exists with the same name on the destination server.

O The additional virtual adapter slots for this partition (slot ID higher or equal to 2)
do not appear as required in the partition profile. Check this in the properties of
the partition of the HMC.

7.2.6 Active and inactive migrations

You can do an active partition migration if the following requisites are met. If this
is not the case, you can still run an inactive partition migration:

O The partition is in the Running state.
O The partition does not have any dedicated adapters.

O The partition does not use Ahuge pages. Check this in the advanced properties of
the partition on the HMC.

O The partition does not use the Barrier Synchronization Register. Check that the
“number of BSR arrays” is set to zero in the memory properties of the partition on
the HMC. Changing this setting currently requires a reboot of the partition.

O The operating system must be at one of the following levels:
O AIX5.3TL 7 or later
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O Red Hat Enterprise Linux Version 5 (RHEL5) Update 1 or later
O SUSE Linux Enterprise Services 10 (SLES 10) Service Pack 1 or later

7.3 Managing a live partition migration

In addition to these requirements, it is also recommended to have a high speed
Ethernet link between the systems involved in the partition migration. A minimum
of 1 Gbps link is recommended.

There are no architected maximum distances between systems for PowerVM
Live Partition Mobility. The maximum distance is dictated by the network and

storage configuration used by the systems. Standard long-range network and
storage performance considerations apply.

7.3.1 The migration validation

The migration validation process verifies that the migration of a given partition on
one server to another specified server meets all the compatibility requirements
and therefore has a good chance of succeeding.

Because the validation is also integrated with the migration operation wizard, you
can also use the Migrate operation. In the event of any problems being detected,
these are reported the same way as for the validation operations.

7.3.2 Validation and migration

The migration operation uses a wizard to get the required information. This
wizard is accessed from the HMC.

1. Select the partition to migrate and using the popup menu, select
Operations — Mobility — Validate

2. In the Migration Validation wizard, fill the remote HMC and Remote User
fields and click Refresh Destination System to have the list of available
systems on the remote HMC.

3. Select the destination system

4. In the Profile Name, enter a profile name that differs from the names currently
created for the mobile partition. This profile will be overwritten with the current
partition configuration, click Validate as shown in Figure 7-1.
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5.128 - hmc1: Yalidate - Microsoft Internet Explorer

Partition Migration Yalidation - MT B _p570 MMA 101F170 - AIX LPM

Fill in the following information to set up a migration of the partition to a different
managed system. Click Walidate to ensure that all requirements are met for this
rigration, You cannot migrate until the migration set up has been verified,

Source MT_B_pS70_MMA_101F170
system @

Mlgratlng Alk_LPM

partition:

Remate HMC!  [g35 180

Femote User: hscroot

=10/ x|

Destination  [Sarver-8204-£8A-5N10F401 | 7|[[ Refresh Destinstion System
System:
Destination [mobility

profile name:
Destination l— -
shared J
processor pool:

Source mover TR SR e

service
partition:
Destination
Mover service
partition:
Wait time {in 5
min):
Wirtual Storage assignments ;
Source Destination
Select Slot 1D Slot Type YIOS
iz USR] S2ing S, Walidate iljgjraire: Cancel | Help
|@ Done l_l_l_l_ré_ & Internst v

Figure 7-1 Partition Migration Validation

5. After the migration validation is successful, you can choose to migrate the

partition, click Migrate as shown in Figure 7-2.
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a https://9.3.5.128 - hmc1: ¥alidate - Microsoft

set up has been verified.

Source system

Partition Migration VYalidation - MT_B_p570_MMA_101F170 - AIX_LPM

Fill in the following information to set up a migration of the partition to a different managed system. Click
walidate to ensure that all requirements are met for this migration. You cannot migrate until the migration

MT_B_pS70_MMa_101F170

Internet Explorer

=10] x|

Migrating partition: ALX_LPM
Remote HMC: [p.35.180
Remote User: [hscroot ]

Destination system:

[server-szn4-eza-sninFE4nt | 7|

Refrash Destination System |

Destination profile name: |mobi|ity

Destination shared processar
pool:

Wirtual Storage assignments :

IDefauItPDDI ()} j

Source mover service partition:  viosl MSP Pairing...
Destination mover service viosO1

partition:

Wait time (in min): 5

Source Destination
Select‘slot ID‘SIotTvpe‘VIOS ‘ ‘
V3 scsl wios01 |
View VLAN Settings... Walidate Migrate | Cancel | Help
@Done

I_I_’_ I_E |4 tnternet

Figure 7-2 Partition Migration
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7.3.3 How to fix missing requirements

In the validation summary window, you can check the mandatory requirements
missing detected by selecting the Errors report. There is additional information
related to these errors by selecting the Detailed information report. It often
helps to determine the precise origin of the missing requirements, as shown in
Figure 7-3.

4} https://9.3.5.128 - hmc1: ¥alidate - Microsoft Intern: -

Partition Yalidation Errors/Warnings - AIX_LPM

 all Errorsfwarnings € Detailed information & Errors 0 Warnings

Message

HSCLAZ4E The migrating partition's virtual SCSI adapter 2 cannot be
hosted by the existing virtual If0 server (WIOS) partitions on the
destination managed system. To migrate the partition, set up the
necessary WI0S hosts on the destination managed system, then try
the operation again.

wes] ||
[
|&] Dore ’_l_l_l_ré_ # Internet v

Figure 7-3 Partition migration validation detailed information

The most common missing requirements can be treated as shown in Table 7-1.

Table 7-1 Missing requirements for PowerVM Live Partition Mobility

Partition validation Correction
error message reported

The HMC was unable to | » Check that there is a Virtual I/O Server on the source

find a valid mover service and the destination system has “Mover service

partition partition” checked in its general properties.

» Check that both Virtual I/O Servers can communicate
with each other through the network.

Can not get physical » Partitions probably have access to the CD/DVD drive
device location - ved is through a virtual device. You then have to temporally
backed by optical remove the mapping on the virtual CD/DVD drive on

the Virtual 1/0 Server with rmdev.
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Partition validation Correction
error message reported

The migrating partition's Check the Detailed information tab.
virtual SCSI adapter xx » Ifthere is a message that mentions “Missing Begin Tag

cannot be hosted by the reserve policy mismatched”, check that the moving
existing Virtual I/O Server storage disks reserve policy is set to no_reserve on
(VIOS) partitions on the the source and destination disks on the Virtual I/O
destination managed Servers with a command similar to:

system. echo “Isattr -E1 hdiskxxx" | oem_setup_env

You can fix it with the command:
chdev -dev hdiskxxx -attr
reserve_policy=no_reserve

» If not, check in your SAN zoning that the destination
Virtual I/O Server can access the same LUNs as the
source. For IBM storage, you can check the LUN you
have access to by running the following command on
the Virtual I/O Servers:
echo "fget config -Av" | oem setup env
For other vendors, contact your representative.

For further information on setting up a system for PowerVM Live Partition’
Mobility, refer to IBM System p Live Partition Mobility, SG24-7460 at:

http://publib-b.boulder.ibm.com/abstracts/sg247460.html

7.4 Differences with Live Application Mobility

302

AIX Version 6 allows you to group applications running on the same AIX image,
together with their disk data and network configuration. Each group is called a
Workload Partition (WPAR).

The Workload Partitions are migration capable. Given two running AlX Version 6
images that share a common file system, the administrator can decide to actively
migrate a workload between operating systems, keeping the applications
running. This is called Live Application Mobility.

Live Application Mobility is a feature of AlX Version 6 and will function on all
systems that support AIX Version 6, while PowerVM Live Partition Mobility is a
PowerVM feature that works for AlIX and Linux operating systems that operate on
POWER®6-based System p servers starting from AIX 5.3 that are configured with
the PowerVM Enterprise Edition feature.
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The differences between Live Application Mobility and PowerVM Live Partition

Mobility are shown in Table 7-2.

Table 7-2 PowerVM Live Partition Mobility versus Live Application Mobility

PowerVM Live Partition Mobility

Live Application Mobility

Requires SAN storage

Uses NFS-mounted file systems to
access data

Requires POWERS6-based systems

Requires POWER4™, POWERS, or
POWERS®6 based systems

Requires PowerVM Enterprise license

Requires the WPAR migration manager
and the Application Mobility license

Can move any supported OS

Can move the applications running in a
WPAR on an AIX 6 system only

Move the entire OS

Does not move the OS

Any application may run on the system

Restrictions apply to applications that
can run in a WPAR

The resource allocations move with the
migrated partition

The administrator may have to adapt the
resources allocated to the source and
destination partitions
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8

System Planning Tool

This section describes how the PC-based System Planning Tool, SPT can be
used to create a configuration to be deployed on a system. When deploying the
partition profiles, assigned resources are generated on the HMC or in IVM. The
Virtual I/O Server operating system can be installed during the deployment
process. In the scenario on page 306 the Virtual I/O Server, AlIX, IBM i and Linux
operating systems are all installed using DVD or NIM.

SPT can be downloaded for free from the System Planning Tool Web site. The
generated system plan can be viewed from the SPT on a PC or directly on an
HMC. Once you have saved your changes, the configuration can be deployed to
the HMC or IVM. Detailed information about the SPT can be found at:

http://www-304.1ibm.com/jct01004c/systems/support/tools/systemplanningtool

Note: At the time of writing SPT (Version 3.08.296) does not support the JS12
and JS22 blades.

Note: At the time of writing SPT (Version 3.08.296) does not support NPIV.

Further information about how to create and deploy a system plan can be found
in PowerVM Virtualization on IBM System p: Introduction and Configuration,
SG24-7940.
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8.1 Sample scenario

This scenario shows the system configuration used for this book.

Figure 8-1and Figure 8-2 show the basic layout of partitions and the slot
numbering of virtual adapters.

An additional virtual SCSI server adapter with slot number 60 is added for the
virtual tape and one client SCSI adapter with slot number 60 is added to the
aix61 and aix53 partitions (not shown in Figure 8-1).

Note: At the time of writing virtual tape is not supported on IBM i and Linux
partitions.

Tip: It is not required to have the same slot numbering for the server and client
adapters. It just makes it easier to keep track.

FICET

555

A

conirolfar |

Figure 8-1 The partition and slot numbering plan of virtual storage adapters
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Figure 8-2 The partition and slot numbering plan for virtual Ethernet adapters

8.1.1 Preparation recommendation

When deploying a System Plan on the HMC the configuration is validated against
the installed system (adapter and disk features and their slot numbers, amount of
physical and CoD memory, number/type of physical and CoD CPU and more). A
way of simplifying the matching of the SPT System Plan and the physical system
is:

» Create a System Plan of the physical system on the HMC or IVM.
» Export the System Plan to SPT on your PC and convert it to SPT format.

Tip: If the System Plan cannot be converted, use the System Plan to manually
create the compatible configuration

» Use this System Plan as a template and customize it to meet your

requirements.

» Import the completed SPT System Plan to the HMC or IVM and deploy it.
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8.1.2 Planning the configuration with SPT

Figure 8-3 shows the Partition properties where you can add or modify partition
profiles. Notice the Processor and Memory tabs for setting these properties.

pS70_170 (IEM Power 9117-MMA) »

.g, Hardware Metworking Virtual Storage Installation Consales Summary
[ Partition propertie: WEETEEIE RN
Partitions (7 defined, 40 max)
Add... | Remoue.. | Copy/Impart Partitions... | ‘
select| Partition Name| ID |Profile Name| Operating System | Availability Priority
M Juiost [T1 [defaul [virtaal 7% Server =] 191
M Juiosz [z [defaul [virtaal 7% Server =] 191
O Jaxer [ [defaul Jark e =] 150
M | Jatxss [+ [defaul [at2 5.3 =] [150]
I Jemies [T [defaul [1em i verimo 2] [150]
I~ [reeC [T [defaul [Linux RHEL 5.1 =] [150]
| [ses [T7 [defaul [Linux sLes 10 =] [150]
ok| apply | save.. | cancel | Report | Help |
D B [

Figure 8-3 The SPT Partition properties window

A very useful feature in SPT is the ability to edit virtual adapter slot numbers and
check consistency for server-client SCSI slot numbers. It is also recommended to
increase the maximum number of virtual slots for the partitions.

Figure 8-4 shows the SCSI connection window. Click on the Edit Virtual Slots to
open the window.
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aps'."l]_MMA_l?l] - IBM System Planning Tool - Microsoft Internet Explorer

IBM System Planning Tool

Syst : pa7o \_170 - |pS70_170 (1BM Power 3117-MMA) = ||

Systern Partitions {4y Hardware Metworking Virtual Storage Installation Consalas Surnmary
$C51 Connections Physical Volurmes Storage Pools (Volume Groups)

Add...

Server partiion | ¥irtual SCS1 connections | Client partition |A55ignment5
wins1 (Wirtual I/ 0 Servar’ ATXEL [ATX 6.1]

wins1 [Wirtual I/ O Seruar’ ATXS3 (AIX 5.3)

wiosd (Wirtual I/ O Servar IBMiE1 (IBM i WER1MO)
wiosl [Wirtual I/ O Server’ RHEL (Linux RHEL 5.1)
winsi (Wirtual I/ 0 Server SLES (Linux SLES 10)
wins2 (Wirtual I/ 0 Server AIKE1 (AIX 6.1)

wins2 (Wirtual I/ 0 Server AIKSZ (AIX 5.3)

winsZ (Wirtual I/ O Server IBMiGd (IBM i VERIMO)
wiosZ (Wirtual I/ 0 Server RHEL [Linux RHEL 5.1)
wins? (Wirtual I/ O Seruar’ SLES (Linux SLES 10)

[ = S T
I e T

Connection Details: wvios1 to AIXG61 (hide details

Wirtual 5C51 Connections
Salact  Name  Serverslot Cliantslot| Assignments :
Femove Connedions...

I~ |scer-ooz 21 21 i
Edit Virtual Slots
r |scsi-011 50 50 o
Manage SCEI Assignmants
I~ |scsi-oaz &0 &0 o

@ yalidation messages (0 total)
_ok| apply | save.. | cancel | Report| Help|

] T Mwdnranee
Figure 8-4 The SPT SCSI connections window

Figure 8-5 shows the Edit Virtual Slots window. Here the two Virtual I/O Servers
are listed on the left side and the client partitions on the right. The maximum
number of virtual adapters is increased to 100. In the SCSI area you can check
that the server adapters from the Virtual I/O Server matches the client partition
aix61.

All values in fields can be edited to suit your numbering convention.
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osoft Internet Explorer

Edit Virtual Slots

Waork with virtual adapter slots and mappings

Ll viosl (¥irtual 1/0 Server; =
( / /| :I [l AIX61 (AIX 6.1) - 2
;| 100 Used slots: 20 Available slots: 20
Totel slats Total slots: [ 100 Used slotsi 7 Available slots) 93
Console
Console
slot | Ty T t Partiti Target Slot
= | ¥R | arget Taritian arget o slot |Type |TargEt Partition Target Slot
0 Server
0 Server
1 Sarver
1 Server
Reserved
Ethernet
Slot 2 through 10 are reserved for systern use,
slot | PYID Additional YLANS

Ethernet -
z 1
slot | PVID Additional VLANs
l—ll N SCSI
= slpt” |Typa | Targat Partition | Target
1z 30
K21 client wios1 (virtusl 1/ Seruer) 21
SCSI
22 cClient wios2 (Virtual /O Server) 21
slyt/ |Type |Target Partition ‘ Targemt
S0 client viesl (Virtual /O Sarver so
[/ 21 server AIXE1 (AIX 8.1) 21 ¢ / ’
N_60  Cliznt  wiosl (Virtual 1/O Server 6
22 Server AIXS3 (AIX 5.3) 21 ‘ ! g
23 Server IBMiE1 (IBM i VERIMO) 21 Fl AIXS53 (AIX 593 =)
74 Server RHEL (Linux RHEL 5.1) 21 Total slots: | 100 Used slots: 5 Available slots: 95
Console
25 Server | SLES [Linux SLES 10) 21
slot | Type | Target Partition Target Slot
S0 Servar  AIXE1 (ALK 6.1) so 0 | sarver
&0 Server ATHE1 [AIX 6.1) }z( 1 Server
_| Ethernet
wigs2z [ al /O Sarver) = LI
I erne | nurn A A v A

Apply | cancel _IWEETI
Figure 8-5 The SPT Edit Virtual Slots window

When all elements of the System Plan are done, it can be imported to the HMC
to be deployed. Figure 8-6 shows the HMC with the imported SPT System Plan
ready to be deployed.
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Figure 8-6 The SPT System Plan ready to be deployed

Click on Deploy System Plan to start the Deploy System Plan Wizard and follow
the directions. Figure 8-7 shows the first menu screen where the System Plan
and target managed system are selected.

a https://9.3.5.128 - hmc1: Deploy System Plan - Microsoft Inter

System plan:

Managed system:

Welcome - Deploy System Plan Wizard -
pas70_MMA_170.sysplan

Welcome to the Deplay System Plan wizard, This wizard will help in
deploying an existing system plan file on a managed system.

Select the system plan file to deploy and the target managed system,

+|p370_MMA_170.5ysplan j

*IMT_E-_DS?D_MM.&«_lﬂ 1F170 j

= Bzl | Mext = I (el | Cancel | Help|

=10l x|

s

I_ I_ I_ I_ |E |4 Intermet

| KN

Figure 8-7 Deploy System Plan Wizard
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312

The next step is validation. The selected System Plan is validated against the
target Managed System. If the validation Status reports Failed, the cause is
usually found in the Validation Messages. The most common is mismatch
between SPT configuration and the Managed System configuration. The
validation screen is shown in Figure 8-8.

a https://9.3.5.128 - hmc1: Deploy System Plan - Microsofk Inte: — |E||1|

Validation - Deploy System Plan Wizard -

pa70_MMaA_170.sysplan

Hardware and Partition validation are complete for system plan
'nSFO_MMA_170.sysplan’ and managed system
'MT_B_pS570_MMa_101F170°

¥alidation Progress

validation Type |status | |
Hardware validation Successful

Partition validation  Successful

¥alidation Messages

Gathering information -
Hardware validation messages:

Mo deployment validation errors found when comparing

the shared processor pool configuration as specified by

the system plan ps70_MMa_170.sysplan, plan name
MT_E_pS70_MMA_101F170, against the managed

system MT_B_pS7y0_MMA_101F170 reported shared
processar poal configuration.

Fartition validation messages:

Hardware and Partition Walidation are complete for |

< Back I Mext = | WD E, | Cancel | Help|

|&] Dore l_ l_ l_ l_ E | mmternet v

Figure 8-8 The System Plan validation screen

Next the partition profiles to be deployed are selected as shown in Figure 8-9. In
this case all partition profiles should be deployed.
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2} https://9.3.5.128 - hmc1: Deploy System Plan - Microsoft Internet Explorer o =] 4]

Partition Deployment - Deploy System Plan Wizard - p570_MMA_170.sysplan

Use this page ta specify which partition plan actions to deploy on the managed system. Only the checked plan
actions will be deployed. Select a row in the Partition Plan Actions table to view mare details about the partition

plan action,
Partition Plan Actions
Select Dependency Hierarchy Plan Action Deploy| Status
o (11 Partition vios1 =2 =
C o112 Partition AIX61 ~
C 113 Partition A1X53 2
C 114 Partition IBMiG1 =3
O 115 Partition RHELSZ =
O 116 Partition SLES10 ~
o (12 Partition vios2 =2
(SIS -5} Partition AIXG1 2
C 123 Partition AIX53 =3
C 124 Partition IBMiG1 = d|
Dztails

Partition Deployment Step Order

This table displays the partition deployment steps that will be peformed based on the items checked in the
Partition Plan Actions table.

Deployment Step

Partition vios1 =
Partition vios2

Host Ethernet &dapter attributes for Physical Port O

Host Ethernet Adapter attributes for Physical Port O

Partition Profile default

Partition A1X61

Partition AIXS2

Partition [BMi6 1

Partition RHELS2

Partition 5LES10 =l

< Back | [[Next > | JEEEERH [ Cancel | [Help

&] Done R EEEN T 4

Figure 8-9 The Partition Deployment menu

In the next menu you have the option to install the Virtual I/O Server operating
environment. Uncheck the Deploy box if the operating system is not to be
installed as shown in Figure 8-10. The box is checked by default.

Note: The HMC must be prepared with the correct resources for operating
system installation. The Virtual I/O Server operating system can be loaded
onto the HMC from DVD or NIM using the 0S_install command and defined
as a resource using the defsysplanres command (or using the HMC graphical
user interface, HMC Management — Manage Install resources.
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a https://9.3.5.128 - hmc1: Deploy System Plan - Microsoft Internet Explorer

ol x|
Operating Environment Install Deployment - Deploy System Plan Wizard - p570_MMA_170.sysplan

Use this page to specify which operating environment install plan actions to deploy on the managed system. Only the checked
the plan action.

Operating Environment Install Plan Actions

plan actions will be deployved. Select a row in the operating environment install plan actions table to view more details about

Select Dependency Hierarchy Partition Profile Plan Action
O 11

Operating Environment Deploy | Status
vios1 default Operating Environment Y105 O
O |12 ¥ias2 default Operating Environment WI0S (m|
VELATE
Deployment Step Order

This table displays the operating environment install deployment steps that will be peformed based on the items
checked in the Operating Environment Install Plan Actions table.
Deployment Step

‘@ Dane

LT S nemet
Figure 8-10 The Operating Environment Install Deployment menu

When the preparation steps have been completed, click Deploy to start the
deployment. The deployment progress is logged as shown in Figure 8-11.
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a https://9.3.5.128 - hmc1: Deploy System Plan - Microsoft Internet Explorer i - |EI|5|

Deployment Progress - Deploy System Plan Wizard - p570_MMA_170.sysplan

Deployment status: Deployment complete
Note
Please DO NOT perform any other actions on this managed system while deployment is running.

System plan: pS70_MMA_170.sysplan
Managed system: MT_B_pS70_MME_101F170

Deploy Progress
Status Step
Successful Backup existing partition configuration data -
Successful Partition vios1
Successful Partition vios2
Successful Host Ethernet Adapter attributes for Physical Port 0
Successful Host Ethernet Adapter attributes for Physical Port 0
Successful Partition Profile default
Successful Partition AIXE1
Successful Partition AIXS3
Successful Partition IBMIE1
Successful Partition RHELS2 ;l

Messages

* Deployment complete i’
* Wirtual serial adapter not deployed. Virtual serial adapter already deployed for slot O on profile default of
partition 7 on managed system MT_B_pS70_MM&_101F170
* \irtual Ethernet adapter deployed for slot 2 an profile defau\t of partition 7 on managed system
MT_E_pS70_MMa_101F170,
* wirtual SCSI adapter deployed for slot 4 on profile default of partition 7 on managed system
MT_B_pS70_MMA_101F170,
* Wirtual SCSI adapter deployed for slot 3 an profile default of partition 7 on managed system

MT B p370 MMA 101F170, hd
4 | _>|_|
Sign Help
|&] Done ,_,_,_’_E # Internet v

Figure 8-11 The Deployment Progress screen.

Figure 8-12 shows the partition profiles when deployed on the HMC. These
partitions are now ready for installation of the operating systems.

Tip: At the time of writing SPT (Version 3.08.296), SPT does not support SCSI
server adapters set to “Any can connect” like the adapters used for virtual
optical and virtual tape devices. To reserve the slots for these devices you can
create the SCSI client-server connections to one partition in SPT. After the
profiles have been deployed you can change the server adapter to “Any client
partition can connect” and add client adapters to the remaining client
partitions.
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5.128 - hmcl: Hardware Management Console Workplace {¥7R3. Microsoft Internet Explors

Hardware Management Console

@ Systems Management = Se - MT B_p570_MMA_101F170
O Welcome e ww | gl e B Tasks ¥ || Views ¥
B [{ systems Management Sskct 4 [Name 4 |ID 4 | Status A | PIEeEssing o | pamory (6B) ~ | A2~ | Environment ~ | FESrEnC
=] Sarvers [l E[l AIXEQ 4 Met Activated s} 0 AlX or Linux DO000000
E MT_A_pE70_MMA_100FEAD | E[I AIXE a o 0 ALK or Linux
E MT_B_p570_MMA_ACIFA70 E
5 50S
&S o0E [ 0 1emist 5 o] 0 B0s
Custom Groups (| E[I RBHEL (5] (8] 0 AlX or Linux 4
T Boses 7 ] 0 AlX or Linux o
B system Plans —
1 E[l vins1 1 : 1] 0 Wirtual 110 Server OC
E_ HME Managem ent (] E[l vios2 2 Mot Activate: o 0 Wirtual 110 Sarver COOoCon
¢ ;
x'-';Eu Service Managem ent Total: 7 Filterac: 7 Salectack O
1 Updates | [»]
Tasks: MT B_p570_MMA_101F170 o= j

LED Status

Schecluk
| aunc:h Ackean, wstem Manacemeant (A5 LI
|ﬂj Applet com.ibm. hwmca.fw, servlet.kaskcantroller, applet. TaskControllerapplet2 started E |—§ # Intsrnst 4

Figure 8-12 Partition profiles deployed on the HMC

All profiles are created with physical and virtual adapter assignments. In this
scenario the operating system for the Virtual /O Servers or any of the client
partitions was not installed in the deployment process. After the System Plan has
been deployed and the configuration has been customized, a System Plan
should be created from the HMC.

The HMC generated System plan is an excellent documentation of the installed
system. This System Plan can also be used as backup of the managed system
configuration.

Important: If the first page of the System Plan is marked:
@ This system plan is not valid for deployment.

it can not be used to restore the configuration.
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Note: In case a System Plan cannot be generated using the HMC graphical
user interface, the HMC command may be used:

HMC restricted shell> mksysplan -m <managed system> -f\
<filename>.sysplan --noprobe

8.1.3 Initial setup checklist

This section shows a high level listing of common steps for an initial setup of a
new system using SPT. You should customize the list to fit your environment.

1. Make a System Plan from the HMC of the new system.

Delete the pre installed partition if the new system comes with such a
partition.

This System Plan is a baseline for configuring the new system. It will have the
adapters slot assignment, CPU and memory configurations.

2. Export the System Plan from the HMC into SPT.
In SPT the file must be converted to SPT format.

3. Complete the configuration as much as possible in SPT.

O
O

Oo0ooao

Add one Virtual I/O Server partition if using virtual I/O.

Add one more Virtual I/O Server for a dual configuration, if required.
Dual Virtual/O Server provides higher serviceability.

Add the client partition profiles.

Assign CPU and memory resources to all partitions.

Create the required configurations for storage and network in SPT.
Add virtual storage as local disks or SAN disks.

Note: At the time of writing SPT (Version 3.08.296) does not support NPIV
configurations.

O

O

Configure SCSI connections for MPIO or mirroring if using a dual Virtual
I/O Server configuration.

Configure virtual networks and SEA for attachment to external networks.

For dual Virtual I/O Server configuration, configure SEA failover or
Network Interface Backup (NIB) as appropriate for virtual network
redundancy.

Assign virtual IVE network ports if an IVE adapter is installed.
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O Create a virtual server adapter for virtual DVD and for virtual tape if a tape
drive is installed.

O Apply your slot numbering structure according to your plan.

4. Import the SPT System Plan into the HMC and deploy it to have the profiles
generated. Alternatively profiles can be generated directly on the HMC.

5. If using SAN disks, create and map them to the host or host group of the Fibre
Channel adapters.

O If using Dual Virtual I/O Servers the reserve_policy must be changed from
single_path to no_reserve.

O SAN disks must be mapped to all Fibre Channel adapters that will be
target in Partition Mobility.

6. Install the first Virtual 1/0O Server from DVD or NIM.
O Upgrade the Virtual I/O Server if updates are available.
O Mirror the rootvg disk.
O Create or install SSH keys.
The SSH subsystem is installed in the Virtual I/O Server by default.
O Configure time protocol services.
O Add users.
O Set security level and firewall settings if required.

7. Configure an internal network connected to the external network by
configuring a Shared Ethernet Adapter (SEA).

O Consider adding a separate virtual adapter to the Virtual I/O Server to
carry the IP address instead of assigning it to the SEA.

8. Create a backup of the Virtual I/O Server to local disk using backupios
command

9. Map disks to the client partitions with the mkvdev command.
O Map local disks or local partitions.
O Map SAN disks.
O Map SAN NPIV disks.

10.Map the DVD drive to a virtual DVD for the client partitions using the mkvdev
command.

11.If available, map the tape drive to a virtual tape drive for the client partitions
using the mkvdev command.

12.Add a client partition to be NIM server to install the AIX and Linux partitions. If
a NIM server is already available, skip this step.
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O Boot a client partition to SMS and install AlX from the virtual DVD.
O Configure NIM on the client partition.

O Let the NIM resources reside in a separate volume group. The rootvg
volume group should be kept as compact as possible.

13.Copy the base mksysb image to the NIM server and create the required NIM
resources.

14.1f using dual Virtual I/O Servers, do a NIM install of the second Virtual 1/0
Server from the base backup of the first Virtual I/O Servers. If a single Virtual
I/O Server is used, jump to step number 20.

15.Configure the second Virtual I/0O Server.
16.Map disks from the second Virtual I/O Server to the client partitions.
17.Configure SEA failover for network redundancy on the first Virtual /0O Server.

18.Configure SEA failover for network redundancy on the second Virtual I/0
Server.

19.Test that SEA failover is operating correctly.

20.Install the operating system on the client partitions using NIM or the virtual
DVD.

O Configure NIB if this is used for network redundancy.

O If using MPIO, change the hcheck_interval parameter with the chdev
command to have the state of paths updated automatically.

O Test that NIB failover is configured correctly in client partitions if NIB is
used for network redundancy.

O Test mirroring if this is used for disk redundancy.

21.Create a system backup of both Virtual I/0 Servers using the backupios
command.

22.Document the Virtual I/O Server environment.
O List virtual SCSI, NPIV and network mappings with the 1smap command.
O List network definitions
O List security settings.
O List user definitions.
23.Create a system backup of all client partitions.

24 .Create a System Plan of the installed configuration from the HMC as
documentation and backup.

25.Save the profiles on the HMC. Click on the Managed System and go to
Configuration — Manage Partition Data — Backup. Enter the name of your
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profile backup. This backup is a record of all partition profiles on the Managed
System.

26.Back up HMC information to DVD, to a remote system, or to a remote site. Go
to HMC Management — Back up HMC Data. In the menu, select target for
the backup and follow instructions. The backup contains all HMC settings like

user, network, security and profile data.

27.Start collecting performance data. It is valuable to collect long term
performance data to have a baseline of performance history.
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9

Automated management

This chapter provides information on how to automate management functions for
Virtual 1/0 Servers on an HMC. These operations are discussed:

» Automating remote operations

v

Remotely powering a Power System on and off

v

Remotely starting and stopping logical partitions

v

Scheduling jobs on a Virtual I/O Server
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| 9.1 Automating remote operations

322

in an environment with several partitions it is sometimes convenient to be able to
start and stop the partitions from the HMC command line.

You can make the startup of the Virtual I/O Servers easier by placing them in a
system profile and starting this System Profile. These system profiles contain
logical partitions and an associated partition profile to use.

The menu to create a System Profile is shown in Figure 9-1. To access the menu
click on a Managed System, open the Configuration menu and select Manage
System Profiles. In this menu you can select New to add a System Profile. Give
the System Profile a name and select partitions to be included in the profile.

a https://9.3.5.128 - hmc1: Manage System Profiles - Microsoft Internet Explori = |EI|1|
System Profile - MT_B_p570_MMA_101F170
Create or edit the system profile by adding profiles from the available partition profiles or by
removing profiles from the current system profile configuration.
*
System profile name : all_Ipars
Available Partition Profiles TR TS System Profile
B MT B pS70 MM 101F170 Select Partition | Profile
Aeld == [T IBMIG1 (5) default
AIX33 (4 [ SLES(7) def
S HETLEE efault
AlX61 (3 = ] [T wios1(1) default
IBMi61 (5) [ <<Romove al ] [ AIxel(3) default
EHEL {6} Expand All (+) [ wios2 (2) default
SLES (7) [ RHEL(g) default
—en [ AIXS3 (4) default
¥ios2 (23
m Cancel || Help
] Done N 4

Figure 9-1 Creating a System Profile on the HMC

Note: When a Virtual I/O Server is part of a system profile, the system will
automatically start this partition first.
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For more information about system profiles, see the IBM Systems Hardware
Information Center at:

http://publib.boulder.ibm.com/infocenter/eserver/vir3s/topic/iphbl/iphbimanage
sprofile.htm

The ssh command must be used to run HMC commands remotely. In addition
remote command execution must be enabled on the HMC. It is found in the HMC
Management panel as Remote Command Execution. Tick off the box to enable
as shown in Figure 9-2.

/3 https://9.3.5.128 - hmcl: Remote Command Execution - Mic -|O] x|

Remote Command Execution

Enable the following option to provide remote command execution through
ssh.

s

M Enable remate command execution using the ssh facility

Cancel
/2] Dane l_ ’_ ’_ I_ ré_ |4 Intermet

Figure 9-2 The HMC Remote Command Execution menu

BN

From a central control console running SSH, you can issue remote commands to
the HMC to perform all of the operations needed to power on a system, start a
System Profile for the Virtual I/O Servers and all of the AIX, IBM i or Linux virtual
clients. To be able to run HMC commands from a management console, perform
an SSH key exchange from the management console onto the HMC.

The procedure for this is in the IBM Systems Hardware Information Center at:
http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/topic/iphai/sett
ingupsecurescriptexecutionsbetweensshclientsandthehmc.htm

The HMC commands provided in the following sections are examples of how to
automate the start and were accurate at the time of writing. Check that the
commands and syntax have not changed for your environment.
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9.1.1 Remotely powering a Power Systems server on and off

Use the chsysstate command on the HMC to power the system on or off.
To power on a system to partition standby, run the following command, where the
managed system name is the name of the server as shown on the HMC:

chsysstate -m <managed system name> -o onstandby -r sys

Tip: The 1ssyscfg -r sys -F name command can be used to list the managed
systems.

Tip: To monitor the status of the server startup, use the 1srefcode command
and check the LED status codes. An example of this command is:

Isrefcode -r sys -m <managed system name> -F refcode

To power the system off immediately, run the following command:

chsysstate -m sysl -r sys -o off --immed

9.1.2 Remotely starting and stopping logical partitions

324

Run the following command to activate all partitions in the System Profile named
all_lpars:

chsysstate -m <managed system name> -o on -r sysprof -n all_lpars

Tip: Use the 1srefcode command to monitor the state of the partitions being
started, for example:

Isrefcode -r lpar -m <managed system name> -F 1par_name,refcode

Note: When there are Virtual I/O Servers in the System Profile, these will
automatically be activated before client partitions. If client partitions appear to
be started first, they will wait for the Virtual I/O Servers to be started.

Run the following command to shut down a partition immediately:

chsysstate -m <managed system> -r lpar -o shutdown -n <Ipar name> --immed

Tip: Find more information about the chsysstate command with man
chsysstate command on the HMC.
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9.2 Scheduling jobs on the Virtual I/0 Server

Starting with Virtual I/O Server Version 1.3, the crontab command is available to
enable you to submit, edit, list, or remove cron jobs. A cron job is a command run
by the cron daemon at regularly scheduled intervals, such as system tasks,
nightly security checks, analysis reports, and backups.

With the Virtual I/O Server, a cron job can be submitted by specifying the crontab
command with the -e flag. The crontab command invokes an editing session that
enables you to modify the padmin users’ crontab file and create entries for each
cron job in this file.

Note: When scheduling jobs, use the padmin user’s crontab file. You cannot
create or edit other users’ crontab files.

When you finish creating entries and exit the file, the crontab command copies it
into the /var/spool/cron/crontabs directory and places it in the padmin file.

The following syntax is available to the crontab command:

crontab [-e padmin | -1 padmin | -r padmin | -v padmin]

-e padmin Edits a copy of the padmin’s crontab file. When editing is
complete, the file is copied into the crontab directory as the
padmin's crontab file.

-1 padmin Lists padmin's crontab file.
-r padmin Removes the padmin’s crontab file from the crontab directory.
-v padmin Lists the status of the padmin's cron jobs.
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High-level management

This chapter describes the following IBM high-level management tools:

» IBM Systems Director
» Cluster Systems Management
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| 10.1 IBM Systems Director
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IBM Systems Director 6.1 is a platform management foundation that streamlines
the way physical and virtual systems are managed across a multi-system
environment. Leveraging industry standards, IBM Systems Director supports
multiple operating systems and virtualization technologies across IBM and
non-IBM platforms. IBM Systems Director 6.1 is an easy to use, point and click,
simplified management solution.

Through a single user interface, IBM Systems Director provides consistent views
for visualizing managed systems, determining how these systems relate to one
another while identifying their individual status, thus helping to correlate technical
resources with business needs.

IBM Systems Director's Web and command-line interfaces provide a consistent
interface focused on these common tasks:

» Discovering, navigating and visualizing systems on the network with the
detailed inventory and relationships to the other network resources

» Notifying users of problems that occur on systems and the ability to navigate
to the source of the problem

» Notifying users when systems need updates, and distributing and installing
updates on a schedule

» Analyzing real-time data for systems, and setting critical thresholds that notify
the administrator of emerging problems

» Configuring settings of a single system, and creating a configuration plan that
can apply those settings to multiple systems

» Updating installed plug-ins to add new features and function to the base
capabilities

» Managing the life cycle of virtual resources

Plug-ins included with Systems Director

Base plug-ins provided with Systems Director deliver core capabilities to manage
the full life cycle of IBM Server, storage, network and virtualization systems. The
base plug-ins include:

Discovery Manager Discovers virtual and physical systems and related
resources.

Status Manager Provides health status, alerts and monitors of
system resources.

Update Manager Notifies, downloads and installs updates for
systems.

Automation Manager Performs actions based on system events.
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Configuration Manager Configures one or more systems resource settings.

Virtualization Manager  Creates, edits, relocates and deletes virtual
resources.

Remote Access Manager Provides a remote console, a command line and file
transfer features to target systems.

Additional Plug-ins for Systems Director
Systems Director allows you to extend the base platform with additional plug-ins,
separately installed.

Active Energy Manager
Energy and thermal monitoring, reporting, capping and
control, energy thresholds

Tivoli Provisioning Manager for OS Deployment
Automated deployment of Windows Server and Vista,
Linux, Solaris and MacOS images

BladeCenter Open Fabric Manager
Management of I/O and network interconnects for up to
100 BladeCenter chassis

Virtual image manager
Customization and deployment of VMware ESX, Xen, and
PowerVM virtual images

There are four main components of a Systems Director 6.1 deployment:

» Systems Director Server acts as the central management server. It may be
deployed on AlX, Windows Server 2003, or Red Hat or SUSE Linux and may
be easily configured for high availability (HA) operations. Apache Derby (for
small environments) or IBM DB2, Oracle, or SQL Server may be employed for
management databases.

» Management Console provides a common browser-based interface for
administrators to the full set of Systems Director tools and functions for all
supported platforms.

» Common and Platform Agents reside on managed servers running supported
operating systems and hypervisors. Common Agent enables use of the full
suite of Systems Director 6.1 services. Platform Agent implements a subset
of these. It provides a small footprint option for servers that perform limited
functions or are equipped with less powerful processors.

» Agentless support is provided for x86 servers that run older versions of
Windows or Linux operating systems, along with other devices that conform to
Distributed Component Object Model (DCOM), Secure Shell (SSH) or Simple
Network Management Protocol (SNMP) specifications.
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A single Systems Director 6.1 server can manage thousands of physical and/or
logical servers equipped as Common or Platform Agents. There is no limit to the
number of SNMP devices that can be managed.

The overall Systems Director 6.1 environment is summarized in Figure 10-1

IBM SYSTEMS DIRECTOR

ADVANCED MODULES
Active Energy Manager TPM for OS Deployment
BladeCenter Open Fabric Manager  virtual image manager

CORE COMPONENTS
Discovery Manager Status Manager Configuration Manager
Update Manager Automation Manager Remote Access Manager
Virtualization Manager Security Features

= Wi MANAGEMENT CONSOLE

= Common Web-based interface

IBM PLATFORMS

POWER SYSTEMS x86 SERVERS MAINFRAME
Servers/blades System x, BladeCenter Z/VM hypervisor
AL, Linux, i Windows, Linux, VMware Linux guests
RSCHIVBLI/O S MS Virtual Server, Xen
LPARSs, logical volumes Flexible Sorvi DISK SYSTEMS
i i LN D L ES RAID controllers
Virtual LAN & disk eS80
Flexible Service R::no;te SuL:a':iEJr DS3000/4000/6000
Processor (FSP) Adapter Il RSAI) Storage switches
SVC, SAN devices
COMMON AGENT PLATFORM AGENT AGENTLESS
Full-function Small footprint Limited function
SNMP devices
ra »
A 4

Windows Server 2003
Windows Vista & XP Professional Edition
RHEL 4 & 5,SLES 9 & 10
VMware ESX 3.X, Microsoft Virtual Server

Figure 10-1 IBM Systems Director Environment

Choosing the management level for managed systems

IBM Systems Director provides different levels of management for managed
systems and managed objects. For each managed system, you need to choose
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the management level that provides the management functionality you need for
that managed system.

IBM Systems Director has three management levels:

» Agentless Managed: systems without any IBM Systems Director software
installed.

» Platform Agent Managed: systems with Platform Agent installed.

» Common Agent Managed: systems with Common Agent installed.

These three management levels have different requirements and provide
differing levels of management functionality in IBM Systems Director.

IBM Director is provided at no additional charge for use on IBM systems. You can
purchase additional IBM Director Server licenses for installation on non-IBM
Servers. In order to extend IBM Director capabilities, several extensions can be
| optionally purchased and integrated.

| 10.1.1 IBM Director installation on AIX

IBM Director can be installed on any AlIX or Linux on Power Systems partitions or
on Windows Server 2003.

1. Download the installation package from the IBM Systems Director Downloads
Web Site at:

http://www.ibm.com/systems/management/director/downloads/

2. unzip and extract the contents of the installation package, type the following
command:

# gzip -cd install_package | tar -xvf -

where install_package is the file name of the downloaded installation
package.

3. Change to the directory in which the installation script is located.

# cd /install_files/
where install_files is the path to the extracted installation files.

4. Run the ./server/dirinstall.server command as shown in Example 10-1.

Example 10-1 Installing IBM Director

I # ./server/dirinstall.server

R R T S kkhkkkhkkkhkhk kkhkkkhkkhkhhkhhhhkhhhhk kkhkkkhkkkhkkk kkhkkkhkkkhkhkhkk

You must configure the agent manager prior to starting the server.
To configure the agent manager, run
/opt/ibm/director/bin/configAgtMgr.sh

Chapter 10. High-level management 331


http://www-03.ibm.com/systems/management/director/

7590ch10_high_level_mgt.fm Draft Document for Review November 7, 2008 4:31 pm

To start the server manually, run
/opt/ibm/director/bin/smstart
Finished processing all filesets. (Total time: 16 mins 43 secs).

Name Level Part Event Result

DirectorServer 6.1.0.0 USR APPLY SUCCESS

5. Configure the agent manager prior to starting the server, you can specify the
root user for the Resource Manager user ID:

# /opt/ibm/director/bin/configAgtMgr.sh

Enter the Resource Manager user ID that you would like to set for your
Agent Manager:

root

Enter the Resource Manager password to set for your Agent Manager:

Verify the Resource Manager password to set for your Agent Manager:
Enter the Agent Registration password to set for your Agent Manager:

Verify the Agent Registration password to set for your Agent
Manager:Performing web configuration of Agent Manager.

Oct 16, 2008 1:14:34 PM BRST Command Line Tool initialized with Tog
parameters: logDir[/opt/ibm/director/1

wi/runtime/agentmanager/logs] logFilePrefix[webcontainer]

Oct 16, 2008 1:14:34 PM BRST Port declarations successfully stored.

Oct 16, 2008 1:14:35 PM BRST 1wiEncryptPwForWCT output: [xor] 9NOq72Tc5PXz
Oct 16, 2008 1:14:35 PM BRST Secure ports configuration successfully
stored.

Oct 16, 2008 1:14:35 PM BRST Virtual host configuration file found. file
name: /opt/ibm/director/Iwi/conf/

virtualhost.properties

Oct 16, 2008 1:14:35 PM BRST Virtual hosts configuration properties
successfully stored.

0

Configuring Resource Manager and Common Agent.

6. Start IBM Systems Director processes by running the smstart command:
# /opt/ibm/director/bin/smstart

332 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm

Starting IBM Director...

7590ch10_high_level_mgt.fm

The starting process may take a while. Please use smstatus to check

if the server is active.
7. Check the status of the server:

# smstatus -r
Active

10.1.2 Log on to IBM Systems Director

After installing IBM Systems Director Server, log on using a Web browser,

discover managed systems, and request access to them. Complete the following

steps:

1. Point your browser to the following URL, HOSTNAME is the IP address of

your IBM Director server:
https://HOSTNAME:8422/ibm/console

2. Type the user ID and password that correspond to an authorized IBM
Systems Director administrator, you can use root user, click log in.

Figure 10-2 shows the IBM Director login screen.

/3 1BM Systems Director - Microsoft Internet Explorer 1ol x|
J File Edit View Favorites Tools  Help | :,'
| address @] https:{/9.3.5.120:3422 ibm/cansalelogon. jsp = B

IBM* Systems Director

Welcome, enter your information.
User ID:

root
Pazsword:

Figure 10-2 IBM Director login screen
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3. You are now logged on the IBM Director Server

Figure 10-3 shows the Welcome to IBM Systems Director screen

) 1BM Systems Director - Microsoft Internet Explorer i [=] 3]

J File Edit View Favortes Tools  Help ‘ -#,'

| Address [&] https:/j3 3.5.120:8422ibm|consoleflogin. do? action=sacure x| B
IBM* Systems Director Welcome root

Help

‘ view: [All tasks =l | - Selact Action - =
Welcome
My Startup Pages ~

Find 3 Task il

Find 2 Resource

Mavigste Resources

Auternation

Welcome to IBM® Systems Director I'm 2 5,20 user; how do [ use 6.1.07
Availabilivy About
Find a resource Find a task Web resources

Inventory

=
Release Management Start B Manage Learn

Security

Wiew updates

e P e e L ol e e
Sysmnlotinele b IBM Systems Director Server
[ Task Management Ready
Manage Users
Settings
E Discovery Manager
Mo access to 4 systerns, 30 Systerns have no inventory collected,
Systern Dizcovery  View systams nzeding sccess

Wavigate Resources  Wiew and Collect Inuentary

[

E Status Manager
Ready
Heslth Surnmary  Monitors

Update Manager
Ready

Getting $tarted with Updates  Check for Updates

Automation Manager
Ready
Automnstion Plans  Active and Scheduled Jobs

G Configuration Manager ..
Ready

Plans  Canfiguration ternplates

Virtualization Manager
Ready

Set up virtualization manager  Virual Servers and Hosts

Remate Access
Ready
Setup Rernote Gontrol =l

Figure 10-3 Welcome to IBM Systems Director screen

| 10.1.3 Preparing managed systems

You need to configure AIX systems, Virtual /0 Server, and HMC before you can
discover and manage them with IBM Systems Director Server. Typically,
managed systems are first discovered using the discovery task in IBM Systems
Director Web interface. Then, Platform Agent or Common Agent is installed on
the managed systems.
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Hardware Management Console

Before discovering Hardware Management Console (HMC) devices, you need to
open the Open Pegasus and SLP ports.

In the HMC Navigation Area pane, expand HMC Management, Click HMC
Configuration — Customize Network settings — LAN Adapter, select the
LAN Adapter that is connected to your LAN and click Details — Firewall, select
Open Pegasus and click on Allow Incoming, select SLP and click on Allow
Incoming,

Figure 10-4 shows the HMC LAN Adapter Details screen.

b | 9.3.5.128 - hmcl: Change Network Settings - Microsoft Internet Explorer | = |EI|L|
R
o :‘/ LAN Adapter Details ]
Basic Settings | IPv6 Settings | Firewall Settings
LAM interface address: 0n:00:60:04:57:C8 Ethernet
Available Applications
Select| Application Name Ports Allow Incorning by IP Address
O Incoming Ping echo-request:icmp ﬁ Allowe the HMC to =
C |NTP 123:udp receive and
O L2TP 1701 udp J respond to
® |SLP 427:udp Service Location x|
C RSCT Peer Domains 12347 udp 12348:udp =
Allowed Hosts Rermove
Select| Application Name Ports Allowed Hosts
O RMZ 657 udp topies7? 0.0.00/0.00.0 |~
O FCS 9920:tcp udp:9900 0.0.0.0/0.0.0.0
@ WTTY Q735:tcp 0.0.00/0.00.0
O WTTY Prosy 2302:tep 0.0.00/0.00.0
O 5250 2300:tcp tcp:2301  0.0.0.0/0.0.0.0
O Incoming Ping echo-request:icmp  0.0.0.0/0.0.0.0
O L2TP 1701:udp 0.0.00/0.00.0
O Secure Remote Web Access 443:tcp top:9960 0.0.0.0/0.0.0.0
O Secure Shell 22:tcp 0.0.0.0/0.0.0.0
O Secure Remote Web Access 443:tcp top:9960 0.0.0.0/0.0.0.0 j
m Cancel || Help
4 | o
&] Done ’_’_’_,_E # Internet 4

Figure 10-4 HMC LAN Adapter Details

Virtual 1/0 Server

Before discovering Virtual I/O Server devices, you need to start the IBM Director
agent.

1. To list all the attributes associated with the agent configuration:

$ cfgsvc -1s DIRECTOR agent
RESTART_ON_REBOOT

Chapter 10. High-level management 335



7590ch10_high_level_mgt.fm Draft Document for Review November 7, 2008 4:31 pm

2. Configure the agent:
$ cfgsvc DIRECTOR agent -attr Restart On_Reboot=TRUE

The Restart_On_Reboot attribute set to TRUE specifies to restart the IBM
Director agent when the Virtual 1/0O Server is being rebooted.

3. Check the agent configuration

$ 1ssvc DIRECTOR agent
RESTART_ON_REBOOT: TRUE

4. Start the agent

$ startsvc DIRECTOR agent

This is the first time starting Director Agent.

Please waiting several minutes for the initial setup...

Starting The LWI Nonstop Profile...

The LWI Nonstop Profile succesfully started. Please refer to Togs to
check the LWI status.

ALR0280I: Enable processing for the following features were successful
com.ibm.eserver.usmi.tools.CommonInstallEngine_1.0.0

ALR02821: The platform needs to be restarted to complete the operation.
Stopping The LWI Nonstop Profile...

Waiting for The LWI Nonstop Profile to exit...

Waiting for The LWI Nonstop Profile to exit...

Waiting for The LWI Nonstop Profile to exit...

Stopped The LWI Nonstop Profile.

Starting The LWI Nonstop Profile...

The LWI Nonstop Profile succesfully started. Please refer to Togs to
check the LWI status.

Running IBM Systems Director Agent feature installation...

Stopping The LWI Nonstop Profile...

Waiting for The LWI Nonstop Profile to exit...

Waiting for The LWI Nonstop Profile to exit...

Waiting for The LWI Nonstop Profile to exit...

Stopped The LWI Nonstop Profile.

Starting cimserver...

Starting cimlistener...

Starting tierlslp...

Starting dirsnmpd...

Power Systems running AIX

Before discovering AIX devices, you need to install the IBM Director Common
Agent.
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1. Download the installation package from the IBM Systems Director Downloads
Web Site at:

http://www.ibm.com/systems/management/director/downloads/

2. unzip and extract the contents of the installation package, type the following
command:

# gzip -cd install_package | tar -xvf -

where install_package is the file name of the downloaded installation
package.

3. Change to the directory in which the installation script is located.

# cd /install_files/
where install_files is the path to the extracted installation files.

4. Run the ./server/dirinstall.agent command as shown in Example 10-1.

Example 10-2 Installing IBM Director Common Agent

# ./dirinstall.agent

R e T e *kkkkkkhkkkk kkhkkkhkkkhkhhkhhkhkhkkkkkkk *kkkkkkhkkkk *kkkhkkkkhkkkkkx

*

This Program is licensed under the terms of the agreement located in the
license

file in the Program's installation license folder or in the license folder on
the source media.

By installing, copying, accessing, or using the Program, you agree to the terms
of this agreement. If you do not agree to the terms, do not install, copy,
access, or use the Program.
kkkkkhkkhkkkhhkkhhkkhhkhkhkkhkhkkhhkkhhkhkhkkhkhkkhhkkhhkkhhkhkhkkhhkkhhkkhhkhkhkkhkhkkhhkkhhkkhkkhkhkkhkhkkhkkkkkkkx

Attempting to install openssl.base openssl.license

5. Start the agent
# /opt/ibm/director/agent/bin/lwistart.sh

6. Check that the agent is running

# /opt/ibm/director/agent/bin/Twistatus.sh
ACTIVE
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| 10.1.4 Discover managed systems

338

Discovery is the process by which IBM Systems Director Server identifies and
establishes connections with network-level resources that IBM Systems Director
can manage. You can use system discovery or advanced system discovery to
identify resources within your environment, collect data about the resources, and
establish connections with the resource.

Use System discovery task to discover systems at a specific network address or
range of addresses. After a resource has been discovered, it becomes a system
that can be managed by IBM Systems Director.

In the IBM Systems Director Web interface navigation area, expand Inventory,
click System Discovery, enter the IP address of the system and Click Discover
as shown in Figure 10-5.

/2 IBM Systems Director - Microsoft Internet Explorer e i =] 3]

| Fle Edt Vew Favortes Todls Help J I

|JAddress |§] https:ff9.3.5.120:8422fibm/consoleflogin, do?action=secure j = =]
IBM" Systems Director Welcome root Help | Logout I,

| view: [All tazks = ‘ W Em Navigate Re System Diso.. X \_

Welcoms
My Startup Pages

Find a Task I
Find a Resource

Mavigate Resources

B Autemation Select the dizcovery method

Availsbility
® single systern (1P address)

B Inventory
e € Multiple systers (Range of IP addresses)
Advanced System Discovery € Single system (Hostname)
Wiew and Cellect Inuentory

L 1P address:
Release Management l_g . |—3 . |_5 . |—111
Security
Select resource type:

Systemn Configuration

System Status and Health All

Discover

B Tszk Mansgement

Settings

Discovered Systermns

Adtions ¥

Narme & | Tupe & | Accass o | Prablems % | Compliance ¢ | 1P Addresss

4 | of

Figure 10-5 IBM Director System Discovery

When discovery is completed, system is displayed in the Discovered Systems
table as shown in Figure 10-6.
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Figure 10-6 IBM Director Discovered Systems table

To manage a resource within an environment, that resource must first be
discovered and after access have to be granted.

Click No Access, enter the credentials for the system and click Request Access
as shown in Figure 10-7.
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/3 1BM Systems Director - Microsoft Internet Explorer =] ]

J File Edit Wiew Fawvorites Tools Help | |',.

JAddress @ https:[f9.3.5.120:8422fibm/consoleflogin, do? action=secure j Go
IBM* Systems Director Welcome root Help | Lagout

_[ Request Acc... % |--- select Adion --- =1

-

Enter usarid and password to authenticate the Systerns Director to the target system. Then select Request Access to grant all
authorizad Systerns Diractor users access o the targat systamis).

Hlszer ID:
|padmin

¥Pazzword:

E [reverd

Request Access | Closel

Seleced targets:

— ¢ | Access ¢!

Eﬁuiosl | P@No access
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=
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Figure 10-7 IBM Director Request Access

After access is granted, the Access status is OK as shown in Figure 10-8.

PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch10_high_level_mgt.fm

a 1BM Systems Director - Microsoft Internet Explorer ;lﬂlil

| [T

J File Edit ‘iew Favorites Tools  Help

jGo

JAddress Ii ttps:f,

IBM* Systems Director Welcome root Help | Logout

J Request Acc... x\

I--- Selec Action --- ;I

Enter userid and password to authenticate the Systerms Director to the target system. Then select Request Access to grant all
authorized Systerns Director users access to the target systermn(s).

Uzer ID:
[padrnin |
Password:

Request Access | [close |

el

Selacted targets:

<

Marne % | Access

L_E‘|u|051 Q DK =
Il I
4] 4] page 1 of 1 (»[¥] |1 Total: 1
~|
1| | 4

Figure 10-8 IBM Director Access granted

10.1.5 Collect inventory data

Inventory collection is the process by which IBM Systems Director Server
establishes connections with systems that have already been discovered and
collects data about the hardware and software that is currently installed on those

resources.

In the IBM Systems Director Web interface navigation area, expand Inventory,
click View and Collect Inventory, in the Target Systems list, select the system
for which you want to collect inventory data and click Collect Inventory as
shown in Figure 10-9.

Chapter 10. High-level management 341



7590ch10_high_level_mgt.fm

a IBM Systems Director - Microsoft Internet Explorer
J File Edit Wew Favorites Tools  Help

Draft Document for Review November 7, 2008 4:31 pm

~=lolx|
L
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Aduanced System Discousry
; View Inventory |
Wiew and Callect Invantary E

Miews

System Discovery

Collect Inventory |

Release Management
Security

System Configuration
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Settings
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Figure 10-9 IBM Director View and Collect Inventory

Use the Schedule tab to set the inventory collection task to run immediately by

checking the Run Now box as shown in Figure 10-10.
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Figure 10-10 IBM Director Run Collect Inventory
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Click OK, an inventory collection job is created and a message is displayed with

buttons and information about the job as shown in Figure 10-11.
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=] 3]
JFiIe Edit Wiew Favorites Tools  Help | ","
| address [&] heps:ito.3.5.120:8422 bm/consolefsecurefsecurelogon.do | Be
IBM" Systems Director

Welcome root Help | Logout

| viewsand ce... ;(\

I--- Select Action --- vl

ATKCOR1DZI

The faollowing job has been created and started successfully: Collect Inventory - October 21, 2008 1:25:10 PM
GMT-03:00

Display Properties Close Message |

il

To view the inventary of any resource, select a target system, select a profile, and click View Inventary, To collect the mast current
inuventory values, dick Collect Inuentary,

Target Systerns Manage inventary profiles

IIBM 9117 MMA 1O1FLTF0 'I Browse... I IAH Inuentory

=1 Manage Profilas
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Figure 10-11 IBM Director Collection job

10.1.6 View Managed resources

344

Use Navigate Resources when you want to view the status of managed
resources.

In the IBM Systems Director Web interface navigation pane, click Navigate
Resources as shown in Figure 10-12.
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BM Systems Director - Microsoft Internet Explorer
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Figure 10-12 IBM Director Navigate Resources
In the Name Groups column, click All Systems as shown in Figure 10-11.
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Figure 10-13 IBM Director All Systems (View Members)
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10.1.7 Power Systems Management summary

You can view a summary of the resources managed by IBM

Draft Document for Review November 7, 2008 4:31 pm

Power Systems and
their status. You can also access common management tasks for managing your

Power Systems resources. Note that information on this page is refreshed

automatically when there are any changes.

To view the Power Systems Management summary, In the IBM Systems Director
navigation area, click Welcome, on the Welcome page, click Manage, and click

the Power Systems Management section heading. The Power Systems
Management summary is displayed as shown in Figure 10-14.
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The Power Systems Management summary page provides a summary of the Power Systems resources in your environment

and gives details on thair status. This page also provides navigational links to comren management tasks.
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Figure 10-14 IBM Director Power Systems Management summary
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This section provides the following information:

Links to the following tasks that you can use to view and manage your resources:
» Health summary

» Eventlog

» Problems

The Manage Resources section provides information about the managed
resources as shown in Figure 10-15.
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Figure 10-15 IBM Director Power Systems Management Manage resources

IBM Systems Director introduces some new terms, Table 10-1 on page 348 lists
terms used in IBM Systems Director:
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Table 10-1 Terms for IBM Systems Director

IBM Systems
Director term

Power Systems term
or concept

Definition

host

server, system,
managed system

A physical server that contains
physical processors, memory, and
I/0 resources and which is often
virtualized into virtual servers,
also known as logical partitions.

virtual server

logical partition,
partition

The collection of processor,
memory and I/O resources
defined to run an operating
system and its applications.

utility virtual server

Virtual 1/0O Server
(VIOS)

A virtual server that provide
virtualization capabilities for a
particular environment.

platform manager

Hardware
Management Console
(HMC) and Integrated
Virtualization Manager
(IVM)

A platform manager manages one
or more hosts and their associated
virtual servers and operating
systems. For Power Systems, the
platform managers are HMC and
IVM.

power on

activate (partition)

Power Systems managed by HMC
and IVM, use the term power on
with respect to a physical server or
host. IBM Systems Director uses
the same term, power on, for
virtual servers, where Power
Systems has used the term
activate.

power off

shut down (partition)

Power Systems managed by HMC
and IVM, use the term power off
with respect to a physical server or
host. IBM Systems Director uses
the same term, power off, for
virtual servers, where Power
Systems has used the term shut
down.

live relocation

partition mobility, Live
Partition Mobility

Moving a running virtual server
from one host to another
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IBM Systems Power Systems term | Definition
Director term or concept
static relocation inactive partition Moving a virtual server that is
mobility, inactive powered off from one host to
mobility another.
virtual farm N/A A virtual farm logically groups like
hosts and facilitates the relocation
task.

| 10.1.8 IBM Systems Director Virtualization Manager plug-in

»

>

With IBM Systems Director virtualization manager, you can work with virtualized
environments that are managed by the Hardware Management Console (HMC),
the Integrated Virtualization Manager (IVM), Microsoft® Virtual Server, VMware,
and Xen virtualization. It is an extension to IBM Director that allows you to
discover, visualize, and manage both physical and virtual systems from a single
console.

You can use the virtualization manager plug-in to:

Work with virtualized environments and tools, including Hardware
Management Console (HMC), Integrated Virtualization Manager (IVM),
Microsoft Virtual Server, VMware, and Xen virtualization

Viewing topology that shows the connections between physical and virtual
resources, which can vary dynamically across time

Tracking alerts and system status for virtual resources and their resources to
easily diagnose problems affecting virtual resources

Creating automation plans based on events and actions from virtual and
physical resources, such as relocating a virtual server based on critical
hardware alerts

Create, delete and manage virtual servers and virtual farms for several
virtualization technologies in the industry

Relocate virtual servers to alternate physical host

To view the Virtualization Manager, in the IBM Systems Director navigation area,
click Welcome, on the Welcome page, click Manage, and click the
Virtualization Manager section heading. The Virtualization Manager page is
displayed as shown in Figure 10-16.
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Figure 10-16 IBM Director Virtualization Manager

| 10.1.9 Manage Virtual /O Server with IBM Systems Director

Create a group of resources
To make working with a set of resources easier, we create a static group called
PowerVM which contains all the managed resources used for the redbook.

To create a static group, complete the following steps:

1. In the IBM Systems Director navigation area, click Navigate Resources —
Create Group, click next on the welcome page.
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2. On the “name” page, type PowerVM for the Name and “ITSO managed
systems” for the description, click Next

3. On the “Type and Location” page, select Static from the Group type list,
select Managed System from the Member type list, select Groups from the
Group location list, click Next

4. On the “Define” page, select the resources you want to add to the PowerVM
group, click Add — Next

5. Figure 10-17. show the Group Editor Summary, click Finish to create the
group.
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Figure 10-17 IBM Director Create Group Summary
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Create a virtual Server

You can use IBM Systems Director to create and manage virtual servers on the
Power system in your environment, it will not install the operating system. It will
do the following tasks:

1. Create a Logical Partition on the Power System

2. Create the Virtual SCSI client and Virtual Ethernet adapter on the Logical
Partition

3. Create a logical volume on the Virtual I/O Server
Create a Virtual SCSI Server adapter on the Virtual I/O Server
Map the Logical Volume to the Logical Partition.
In the IBM Systems Director Web interface navigation area, expand System

Configuration, click Create Virtual Server, the Create Virtual Server screen is
displayed as shown in Figure 10-18.

2} IBM Systems Director - Microsoft Internet Explorer : =] B3]
J File Edit WView Favorites Tools Help ‘ -#
JAddress Iﬁ:l https:{{9.3.5.120: 8422 ibm/console/login.do?action=secure j Go
IBM" Systems Director Welcome root Help | Logout
| view: [All tazks = ‘ J Craste Virt ,‘\ --- Select Action --- -1
Welcome

My Startup Pages
Find a Task
Find a Resource

Mavigate Resources

Automation

Auailability

e Welcome

Release Management weelcome to the Create Virtual Server wizard,

Security This wizard will help you create a virtual server on a host It will guide
vou through the following tasks:

B System Configuration E Selecting the host where your virtual server will be created

Current Configuration Providing a name to identify the new uirtual server
Chaosing the operating systemn

Salecting the nurmber of processors that will be used
Setting the memory size

Selecting the arnount of disk starage to use
Salacting 2 netvark |abal

Selecting the resource to sssign to this virtual server

Configuration Templates
Configuration Plans
Create Mirtual Server

Starage Management

External Starage Applications
Rerote Access

————— = eack | wewt> | Frisk | cancel |

Task Management

Settings

Figure 10-18 IBM Director Create Virtual Server

Click Next, select the host where the virtual server will be created
MT_B_p570_MMA_101F170, Click Next, then type the name of the virtual
server that you want to create, and click Next, as shown in Figure 10-19.
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a IBM Systems Director - Microsoft Internet Explorer
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Figure 10-19 IBM Director Create Virtual Server

Select AIX for the Planned operating system, Click Next, check Use shared
processors box, assign 1 virtual processor, click Next, select the amount of
memory to assign, define the disk to be used as shown in Figure 10-20.
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Figure 10-20 IBM Director Create Virtual Server disk

Click Next, select the Virtual Network, click Next several times to obtain the
summary screen, click Finish to create the virtual server.

Show Virtual adapters
You can use IBM Systems Director to view the virtual adapters configured in the
Virtual I/0O Server.

Virtual Ethernet
In the IBM Systems Director navigation area.

Click Navigate Resources, select the PowerVM group, select the vios1 virtual
server, click Actions —» Extended Management — Hardware Informations —
Virtual /O Adapters — Ethernet.

Figure 10-21 show the Virtual LAN Adapters on vios1.
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Figure 10-21 IBM Director Virtual LAN Adapters

Virtual SCSI
In the IBM Systems Director navigation area.

Click Navigate Resources, select the PowerVM group, select the vios1 virtual
server, click Actions —» Extended Management — Hardware Informations —
Virtual /O Adapters — SCSI.

Figure 10-22 show the Virtual SCSI Adapter configuration vios1.
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Figure 10-22 IBM Director Virtual SCSI Topology

Chapter 10. High-level management 355



7590ch10_high_level_mgt.fm Draft Document for Review November 7, 2008 4:31 pm

Topology map
You can use the topology map to view the relationship between systems.

In the IBM Systems Director navigation area.

Click Navigate Resources, select the PowerVM group, select the vios1 virtual
server, click Actions — Topology Perspectives — Basic

Figure 10-23 show the Basic Topology map for vios1.
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Figure 10-23 IBM Director Basic Topology map

Inventory
You can use the topology map to view the relationship between systems.

In the IBM Systems Director navigation area.
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Click Navigate Resources, select the PowerVM group, select the vios1 virtual
server, click Actions — Inventory — View and Collect Inventory.

On the “View and Collect Inventory” page, select vios1 from the Target Systems
list, select All Hardware Inventory from the Manage inventory profiles list, click
View Inventory.

Figure 10-24 show the Hardware Inventory for vios1.
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Figure 10-24 IBM Director Hardware Inventory

Monitor resources

Use the Monitor task to retrieve real-time status and informations about your
resources, for example: CPU Utilization. you can also set thresholds for the
monitors and graph data.

In the IBM Systems Director navigation area.

Click Navigate Resources, select the PowerVM group, select the vios1, vios2
virtual server and MT_B_p570_MMA_101F170 CEC, click Actions — System
Status and Health — Monitors

On the next screen, select Virtualization Manager Monitors and click Show
Monitors
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Figure 10-25 show the Virtualization Manager Monitor
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Figure 10-25 IBM Director Virtualization Manager Monitor.

To Graph the CPU Utilization of CEC, select the MT_B_p570_MMA_101F170,
click Actions — Graph

Figure 10-26 show the CPU Utilization graph for vios1.
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Figure 10-26 IBM Director CPU Utilization graph

| 10.1.10 Active Energy Manager

Active Energy Manager is an interface to the thermal and power management
solution called EnergyScale™. This is an architecture that is a system-level
power management implementation for Power6 processor-based machines.

Basic principles of power management

Basic power management can be achieved with a few simple principles. First, the
amount of power currently being consumed by individual servers or entire data
centers must be assessed. This assessment must be made with the assumption
that the UL listing is the worst case estimate of the amount of power used. Next,
you need to determine the correct amount of power to allocate for individual
servers or the entire data center by taking into account the history of the power
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measurements. Finally, you should reduce or cap the amount of power
consumed to fit your needs during low periods of power consumption.

Features EnergyScale of that can achieve the basic principles
The features of EnergyScale provide a way to manage power effectively.

Power Trending

Power Trending is a method used to determine the amount of power that is
currently being consumed by servers or an entire data center. The IBM Director
Active Energy Manager can display continuous power usage statistics. You can
view the statistics and determine trends of high or low power utilization, which
can be used to determine power caps.

Power Reduction

Power can be reduced or capped through Power Saver Mode, power capping, or
PCI slot management. Power Saver Mode drops voltage and frequency by a
predetermined percentage to save power. Power capping uses power usage
limits that are defined by a user. Finally, PCI slot management consists of
automatically powering off PCI adapter slots that are not in use. When a PCI slot
is empty, not assigned to a partition, assigned to a partition that is powered off, or
dynamically removed from a partition, it is considered to be unused.

The Active Energy Manager can interface the POWERG6 systems via IBM
Director. IBM Director can connect to an HMC-managed system, a non-HMC
managed system, or to a BladeCenter® chassis.

More detailed information on EnergyScale and Active Energy Manager can be
found at the following links:

http://www.research.ibm.com/journal/rd/516/mccreary.html
http://www-03.1ibm.com/systems/management/director/about/director52/exte
nsions/actengmrg.html

10.2 Cluster Systems Management

Cluster Systems Management (CSM) for AIX and Linux is designed for simple,
low-cost management of distributed and clustered IBM Power Systems and
Modular Systems™ servers in technical and commercial computing
environments. In a virtualized Power Systems environment, CSM can provide a
single administration point and improve administration efficiency.

Although virtualized commercial environments are not as homogenic as high
performance computing clusters, management through CSM allows you to group
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partitions, distribute files, run distributed commands, and monitor the systems.
CMS is a cluster administration system, suitable not only for computing clusters
but for any group of operating system instances. You should, however, have a
reasonable number of systems to administer—at least two.

The CSM management server can scan Power Systems servers for newly
created partitions and set up and initialize AIX or Linux installations on them. It
can also help to keep partition groups on the same software level, and distribute
updates and security patches. CSM monitoring is based on conditions and
responses and can be adapted to monitor virtualized devices.

CSM offers a powerful command line interface that is fully scriptable and can be
used for deep task automation. CSM deployment on Power Systems is described
in detail in Cluster Systems Management Cookbook for pSeries, SG24-6859 and
in CSM publications at:

http://publib.boulder.ibm.com/infocenter/clresctr/vxrx/index.jsp?topic=
/com.ibm.cluster.csm.doc/clusterbooks.html

10.2.1 CSM architecture and components

CSM uses Reliable Scalable Clustering Technology RSCT as a backbone for a
management domain. It connects to existing components for hardware control:
Hardware Management Console, Integrated Virtualization Manager, or service
processor. Hardware control allows to power on/off systems and check power
status. For remote control of partitions the rconsole tool utilizes virtual serial
connections. For AIX installation and software distribution, CSM utilizes AIX
Network Installation Manager NIM.

CSM enables system administrators to resolve a number of system management
challenges. Some of the tasks you can perform from the management server
include:

» Installing and updating software on the cluster nodes
» Running distributed commands across the cluster
» Synchronizing files across the cluster

» Running user-provided customizing scripts during node installation or
updates

» Monitoring the cluster nodes and devices
» Controlling cluster hardware

» Managing node or device groups

» Running diagnostic tools
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» Configuring additional network adapters

For more information, see the CSM home page at:

http://www-03.1ibm.com/systems/clusters/software/csm/index.htm1

10.2.2 CSM and the Virtual I/0 Server

The Virtual I/O Server must be defined not as a CSM node but as a device. To do
this, create a hardware definition file (similar to node definition) and run the
definehwdev command. Example 10-3 shows a sample definition for Virtual /O
Servers.

Example 10-3 Hardware definition example

viosl:

PowerMethod=hmc

HWControlPoint=hmcl

ConsoleMethod=hmc

ConsoleServerName=hmcl
RemoteShellUser=padmin
RemoteShell=/usr/bin/ssh
RemoteCopyCmd=/usr/bin/scp

UserComment=""

vios2:

PowerMethod=hmc
HWControlPoint=hmcl
ConsoleMethod=hmc
ConsoleServerName=hmcl

RemoteShellUser=padmin

RemoteShell=/usr/bin/ssh

RemoteCopyCmd=/usr/bin/scp
UserComment=""

Run the definehwdev command:

# definehwdev -f hw-definition-vios.txt
Defining CSM Devices:
Defining Device "viosl"

Now you can exchange the SSH authentication keys with the updatehwdev
command:

# updatehwdev -k -d viosl,vios2
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After the key exchange you should be able to run the distributed shell on the
servers:

# dsh -1 padmin -d viosl,vios2 date
viosl: Fri Dec 7 09:19:08 CST 2007
vios2: Fri Dec 7 09:18:34 CST 2007

Running distributed commands on dual Virtual I/O Server configurations can be
particularly useful for determining whether the multipathed virtual disks are
mapped to the proper virtual adapter.
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Part 2

PowerVM
virtualization
monitoring

This part describes best practices to monitor your advanced PowerVM
environment. You will first find an introduction on performance considerations
before digging into various monitoring techniques based on common situations.
Finally, we present the integration to the IBM Tivoli framework.

Table 10-2 provides an overview of selected tools which can be used for
monitoring resources like CPU, memory, storage and network in a Virtual 1/0
Server virtualized environment including AlX, IBM i, and Linux for POWER virtual
I/O clients.
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Table 10-2 Tools for monitoring resources in a virtualized environment
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Resource / CPU Memory Storage Network

Platform

AIX topas topas topas topas
nmon nmon nmon nmon
PM for Power PM for Power iostat entstat
Systems Systems fcstat PM for Power

PM for Power Systems
Systems

IBM i WRKSYSACT WRKSYSSTS, WRKDSKSTS WRKTCPSTS
IBM WRKSHRPOOL IBM IBM
Performance IBM Performance Performance
Tools for Performance Tools for Tools for
i5/08, Tools for i5/08S, i5/08S,
IBM Systems i5/0S, IBM Systems IBM Systems
Director IBM Systems Director Director
Navigator for i Director Navigator fori | Navigator for i
PM for Power Navigator fori | PM for Power PM for Power
Systems PM for Power Systems Systems

Systems

Linux jostat /proc/meminfo | iostat netstat
sar iptraf

Virtual I/O topas, topas topas topas

Server viostat vmstat viostat entstat

svmon festat

system-wide IBM Director topas (AIX, topas (AIX, topas (AlX,
(all clients) Virtual I/O Virtual I/O Virtual I/O
topas (AlX, Server), Server), Server),
Virtual 1/0 System i System i System i
Server), Navigator(IBM | Navigator(IBM | Navigator(IBM
Systemi i) i) i)

Navigator (IBM
i)
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Notes:

For IBM i the IBM Director 6.1 has the IBM Systems Director Navigator for
i5/0S fully integrated for all level O or higher IBM i 6.1 or IBM i 5.4 agents.

For Linux systems the sysstat RPM needs to be installed for resource
performance monitoring.

topas supports cross-partition information for AIX and Virtual I/O Server
partitions only.
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11

Virtual I/O Server monitoring
agents

This chapter describes agents that are available on the Virtual I/O Server and
how to configure them to interact with an existing environment.

»

»

>

IBM Tivoli Monitoring.

IBM Tivoli Storage Manager.

IBM Tivoli Usage and Accounting Manager.

IBM TotalStorage Productivity Center

IBM Tivoli Application Dependency Discovery Manager
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11.1 IBM Tivoli Monitoring

Virtual /0 Server includes the IBM Tivoli Monitoring agent. IBM Tivoli Monitoring
enables you to monitor the health and availability of multiple IBM Power System
servers from the IBM Tivoli Enterprise Portal.

If you are already using IBM Tivoli Monitoring you can integrate the Virtual 1/0
Server and client partition agents into your existing Tivoli Enterprise Monitoring
Server.

In this chapter a basic Tivoli Monitoring configuration on Virtual 1/0 Server and
integration into the Tivoli Monitoring System are covered.

IBM Tivoli Monitoring Systems Edition for System p is provided at no charge
download with one year of non-renewable support. A upgrade to IBM Tivoli
Monitoring Version 6.2 is possible for a fee.

The link for more information and to download is:
http://www-306.1ibm.com/software/tivoli/products/monitor-systemp/

ITM 6.2 Information Center:
http://publib.boulder.ibm.com/infocenter/tivihelp/v15rl/index.jsp?topic
=/com.ibm.itm.doc/welcome.htm

Tivoli Monitoring Web page:
http://www-01.ibm.com/software/tivoli/products/monitor/

11.1.1 What to monitor

IBM Tivoli Monitoring enables you to monitor the health and availability of
multiple Virtual I/O Server from the Tivoli Enterprise Portal (TEP). ITM gathers
data from the Virtual I/O Server (VIOS), including data about physical volumes,
logical volumes, storage pools, storage mappings, network mappings, real
memory, processor resources, mounted file system sizes, and so on. From the
Tivoli Enterprise Portal, you can view a graphical representation of the data, use
predefined thresholds to alert you to abnormal conditions detected on key
metrics, and resolve issues based on recommendations provided by the Expert
Advice feature of ITM.

ITM provides the following functions:
» Topology and navigation
» Availability monitoring
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» Health

» Customizable Workspaces, navigators, eventing and situations
» Performance and throughput

» Historical data collection

» Workflows

11.1.2 Agent configuration

The IBM Tivoli Monitoring agent is installed by default on the Virtual /0O Server.
Use the following steps to configure it:

1. To list all the attributes associated with the agent configuration:

$ cfgsvc -1s ITM premium
MANAGING_SYSTEM
HOSTNAME
RESTART_ON_REBOOT

2. Configure the agent:
$ cfgsvc ITM_premium -attr Restart_On_Reboot=TRUE hostname=itmla
managing_system=hmcla
Agent configuration started...
Agent configuration completed...

The Restart_On_Reboot attribute set to TRUE specifies to restart the ITM
agent when the Virtual I/0O Server is being rebooted, the hostname attribute
specifies the Tivoli Enterprise Monitoring Server (TEMS) hostname and the
managing system is the Hardware Management Console hostname.

3. Check the agent configuration

$ 1ssvc ITM_premium
MANAGING_SYSTEM:hmcla
HOSTNAME:itmla
RESTART_ON_REBOOT:TRUE

4. ssh configuration

ITM requires ssh command execution between the Virtual I/O Server and the
Hardware Management Console (HMC) to allow the monitoring agent on the VIO
Server to gather additional information only accessible from the HMC.

Displays the ssh public key that is generated for a particular agent configuration

$ cfgsvc ITM_premium -key
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ssh-rsa
AAAAB3NzaClyc2EAAAABIWAAAQEAVLNFaiXBDHe2pbZ7TSOHRmfdLAqCzT8PHN2fF1VfV4S
/hTaE06FzkmTCJPfs9dB5ATNRUKC/WF9ZfOBU3hVE/LmlqyCkK7wym1TKOOseaRu+xKKZjG
ZkHf/+BDvz4M/nvAELUGFco5vE+e2pamv9jJyfYvvGMSI4hj6eisRvjTfckcGpravBhIN27
Mi7T6RVZ2scN+5rRK80kj+bqvgPZZk411dOMLboRossgTO01LUR03bGvuih9Xd3rUIdObQdj
8dJK8mVoA5T10+RF/zvPiQUIGT6XvcijmQdKbxLm2mgdATcPaDN4AvOSBvXTaNSozpPnNhyxv
pugidtZBohznBDQ== root@vios2

Connect to the HMC and add the ssh public key.

hscroot@hmcl:™> mkauthkeys --add 'ssh-rsa
AAAAB3NzaClyc2EAAAABIWAAAQEAVLNFaiXBDHe2pbZ7TSOHRmfdLAqCzT8PHN2fF1VfV4S
/hTaE06FzkmTCJPfs9dB5SATNRUKC/WF9ZfOBU3hVE/LmlqyCkK7wym1TKOOseaRu+xKKZjG
ZkHf/+BDvz4M/nvAELUGFco5vE+e2pamv9jJyfYvvGMSI4hj6eisRvjTfckcGprovBhIN27
Mi7T6RVZ2scN+5rRK80kj+bqvgPZZk411dOMLboRossgT01LUR0o3bGvuih9Xd3rUIdObQdj
8dJK8mVoA5T10+RF/zvPiQUIGT6XvcijmQdKbxLm2mgdATcPaDN4vOSBvXTaNSozpPnNhyxv
pugidtZBohznBDQ== root@vios2’

5. Start the monitoring agent

$ startsvc ITM_premium
Starting Premium Monitoring Agent for VIOS ...
Premium Monitoring Agent for VIOS started

11.1.3 Using the Tivoli Enterprise Portal

This section walks you through some examples of using the Tivoli Enterprise
Portal graphical interface to retrieve important informations about the Virtual /0
Server which have the ITM agent started.

» Virtual IO Mappings
» Top Resources

» System

» Storage

» Networking

Launching Tivoli Enterprise Portal Client browser application
Point your web browser to the IP address of the IBM Tivoli Monitoring server
followed by port 1920 as shown in Figure 11-1 on page 373 and click IBM Tivoli
Enterprise Portal Web Client. You will be asked for an Authentication applet as
shown in Figure 11-2 on page 374. Proceed with login and you will see IBM
Portal Client applet.
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/3 IBM Tivoli Monitoring Service Index - Microsoft Internet Explorer =101x]

J File Edit Wiew Favorites Tools  Help | r'

| address |&] htp:jj9.3.5.10:1920] = B
=

IBM Tivoli Monitoring Service Index

Tue, 04 Mow 2008 00:02:57 GMT

s Zervice Point: cop

o IBM Trvoli Monitoring Service Console

o IBM Trvoli Enterprise Portal Web Clent
s Zervice Point rootitmla hd

o IBM Trvoli Monitoring Service Console
s Zervice Point HUE itmla cms

o [BM Trvoli Monitoring Web Services
s Zervice Point rootitmla ms

o IBM Trvoli Monitoring Service Console
s Zervice Point rootitmla ph

o [BM Tivol Monitoring Service Console
s Zervice Point rootitmla pl

o IBM Trvoli Monitoring Service Console
s Zervice Point rootitmla px

o IBM Trvoli Monitoring Service Console
s Zervice Point roctitmla sy

o [BM Tivol Montoring Service Console
s Zervice Point rootitmla ul

o IBM Trvoli Monitoring Service Console
s Zervice Point rootitmla ux

o IBM Trvoli Monitoring Service Console

Figure 11-1 Tivoli Enterprise Portal login using web browser
Launching Tivoli Enterprise Portal Client desktop application

Launch Tivoli Enterprise Portal Client (Figure 11-2 on page 374) using Start —
Programs — IBM Tivoli Monitoring — Tivoli Enterprise Portal.
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rTarget System
Application name: Tivolh Enterprize Portal
Application server: 93510

rUser Credentials

Logaon 10 syzadmin
Pazzward: FERERAEAE
] Cancel Help

Fleaze enter user credentials

Figure 11-2 Tivoli Enterprise Portal login

Virtual 10 Mappings

Gives informations about Virtual SCSI or Virtual Network Mappings based on the
selected Workspace Figure 11-3 shows how to choose a specific Workspace
within the Virtual 10 Mappings Navigator ltem.

Storage Mappings
In the Navigator window, right-click on Virtual IO Mappings then select
Workspace — Storage Mappings

'@E Havigator 2 0B EH storage Mappings
® & View:IF'h_','sic:aI vl: & o4

e

- vin2a =l

-G, vios1 Partition 1D | Y554 Slot| YSSA N

=-Ea "'DS%ECB F 22 |vhostl

ase z 73 [vhostz
IEI-:I CEC Resources 3 35 [vhostd
W05 Premium |
2 23 | vhost2
B vhos

- [Eh Security B Metwork Mappings
- [Ek Top Reso )
- [E} System Take Action... »
- EH Memary Link Ta... »
- [Ehy Process
- EH Storage 08 Launch...
- B Metworkir @ gityations...
e By User

=Ly wparla [ Splitvertically

(@] Windows Syst
£ = B Split horizontally

e & Pontpreven.
@ Disk Usage g] Frint...
= Propetties...

Figure 11-3 Storage Mappings Workspace selection
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Storage Mappings provides all the informations related to Virtual SCSI
configuration, Figure 11-4 on page 375 shows that the Virtual IO Server vios2
has a Virtual SCSI Server Adapter vhost1 with slot number 22 and that Client
partition named AIX53 can access the hdisk1 physical disk located on vios2
using a SCSI Client adapter with slot number 22.

=7 Storage Mappings - 9.3.5.10 - ITSO *ADMIN MODE* o [m] B3]
File Edit View Help
G- O DD $AE 008 cdd BQLMESEHEERV @ 7 W6 &
43 Havigator 2 M = | storage 2 M B MO %
@< View: [Physical - &= e Virtual target Client Partition

. device -

B — Storage Mappings

@I CEC Resource Partition |0 | & YSSA Slot| YS5A Mame | VTD Mame | ¥IOS Physical Adapter| Disk | ¥SCA Slot| Client Partfon Mame | Client Partition 1D | Client Partition 51

H Y z 31 |vhostd aixh1_ri facsi2 hdiskd 27 AlKE1 3| Running

i =5 vIOs

= st irtual 10 Map 2 22 |vhastl aix53_rg N [ fzcsiz hdisk1 2 [ELe 4 | Ruhning

(= ey . ] /" 23 [vhostZ|  [IEMiE1_Om | fscsi2 hdigké [ 22 1BMiE1 5| Running

@M Top Resource 2 / 23[vhostz|  [IBMB1_1m [fscsiz / [hdiskg | 22]iBMmi61 5| Running

- EH System 2|/ aalvhostz|  [rmeis2 facsiz /  |hdiskz | 22|RHELA2 6 | Mot Activated

M Mermory 2 25 [vhostd | [sles10 fcsiz VA hdiskz | [ 22[sLES10 7| Mot Activated

8y Process SCSI Server Slot Physical disk

L{EH Storage —';I

4 » " .

' ' Virtual SCSI SCSI Client slot

43 Physical | 4 Server Adapter | |
@DiskUsage s 20 B0 %
&

Disk Usage
Oused ma
MFre= rm
hdigd
Q Hub Time: Tue, 10i1452008 04:59 PM ﬁ Serer Available Storage Mappings-9.3510- TS0 *ADMIN MODE*

Figure 11-4 ITM panel showing Storage Mappings

Network Mappings
In the Navigator, right-click on Virtual IO Mappings, select Workspace —
Network Mappings

Network Mappings gives you all the informations related to Virtual Network
configuration, Figure 11-5 on page 376 shows that the Virtual 10 Server vios2
has a Shared Ethernet Adapter ent5 that uses the ent0 physical Ethernet adapter
and the ent2 Virtual Ethernet adapter with VLAN id 1, there are also 2 other
Virtual Ethernet adapter ent3 and ent4.
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File Edit View Help
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Figure 11-5 ITM panel showing Network Mappings

Top Resources

In the Navigator, right-click on Top Resources, select Workspace — Top
Resources Usage

It gives you informations related to File Systems Metrics, processes CPU and

Memory consumption, Figure 11-6 on page 377 shows the Top Resources usage
Workspace.
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Figure 11-6 ITM panel showing Top Resources usage

System
In the Navigator, right-click on System, select Workspace — CPU Utilization

It gives you real time informations related to User, Idle, System and 10 Wait CPU
percentage Utilization Figure 11-7 on page 378 shows the CPU Utilization
Workspace.
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Figure 11-7 ITM panel showing CPU Ulilization

Storage

CPU Utilization - 9.3.510- TS0 *ADMIN MODE*

In the Navigator, right-click on Storage, select Workspace — System Storage
Information

It gives you informations related to disks activity Figure 11-8 on page 379 shows
the System Storage Information Workspace.
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Figure 11-8 ITM panel showing System Storage Information

Networking

In the Navigator, right-click on Networking, select Workspace — Network

Adapter Utilization

It gives you informations related to network adapter activity Figure 11-9 on

page 380 shows the Network Adapter Utilization Workspace.
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11.2 Configuring the IBM Tivoli Storage Manager client

Virtual I/O Server includes the IBM Tivoli Storage Manager agent. With Tivoli
Storage Manager, you can protect your data from failures and other errors by
storing backup and disaster recovery data in a hierarchy of offline storage. Tivoli
Storage Manager can help protect computers running a variety of different
operating environments, including the Virtual I/O Server, on a variety of different
hardware, including IBM Power Systems servers. Configuring the Tivoli Storage
Manager client on the Virtual I/O Server enables you to include the Virtual I/O
Server in your standard backup framework.

Use the following steps to configure the TSM agent:

1. List all the attributes associated with the agent configuration.

$ cfgsvc -1s TSM_base
SERVERNAME

SERVERIP

NODENAME
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2. Configure the agent.

$ cfgsvc TSM_base -attr SERVERNAME=hostname SERVERIP=name or address
NODENAME=vios

Where:

» hostname is the host name of the Tivoli Storage Manager server with which
the Tivoli Storage Manager client is associated.

» name_or_address is the IP address or domain name of the Tivoli Storage
Manager server with which the Tivoli Storage Manager client is associated.

» vios is the name of the machine on which the Tivoli Storage Manager client is
installed. The name must match the name registered on the Tivoli Storage
Manager server.

Ask the Tivoli Storage Manager administrator to register the client node, the
Virtual 1/0 Server, with the Tivoli Storage Manager server. To determine what
information you must provide to the Tivoli Storage Manager administrator, see
the IBM Tivoli Storage Manager documentation at:

http://publib.boulder.ibm.com/infocenter/tivihelp/virl/index.jsp

After you are finished, you are ready to back up and restore the Virtual I/O Server
using the Tivoli Storage Manager. This is described in 5.4.5, “Backing up using
IBM Tivoli Storage Manager” on page 203.

11.3 IBM Tivoli Usage and Accounting Manager agent

You can configure and start the IBM Tivoli Usage and Accounting Manager agent
on the Virtual I/O Server.

IBM Tivoli Usage and Accounting Manager helps you track, allocate, and invoice
your IT costs by collecting, analyzing, and reporting on the resources used by
entities such as cost centers, departments, and users. IBM Tivoli Usage and
Accounting Manager can gather data from multi-tiered data centers including
Windows, AlX, Virtual I/O Server, HP/UX Sun™ Solaris™, Linux, i5/0S, and
VMware.

Use the following steps to configure the BM Tivoli Usage and Accounting
Manager agent:
1. List all the attributes associated with the agent configuration.

$cfgsvc —1s ITUAM base
ACCT_DATAQ
ACCT_DATAL
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ISYSTEM
IPROCESS

2. Configure the agent.

$ cfgsvc ITUAM base -attr ACCT DATAO=valuel ACCT DATAl=value2
ISYSTEM=value3 1PROCESS=value4

Where:

» valuel is the size (in MB) of the first data file that holds daily accounting
information.

» value? is the size (in MB) of the second data file that holds daily accounting
information.

» value3 is the time (in minutes) when the agent generates system interval
records.

» valued is the time (in minutes) when the system generates aggregate process
records.

3. Restart the agent.

Finally stop and restart the monitoring agent to use the new configuration. To do
so, run the stopsvc and startsvc commands:

$ stopsvc ITUAM base
Stopping agent...
startsvcAgent stopped...
$ startsvc ITUAM base
Starting agent...

Agent started...

After you start the IBM Tivoli Usage and Accounting Manager agent, it begins to
collect data and generate log files. You can configure the IBM Tivoli Usage and
Accounting Manager server to retrieve the log files, which are then processed by
the IBM Tivoli Usage and Accounting Manager Processing Engine. You can work
with the data from the IBM Tivoli Usage and Accounting Manager Processing
Engine as follows:

» You can generate customized reports, spreadsheets, and graphs. IBM Tivoli
Usage and Accounting Manager provides full data access and reporting
capabilities by integrating Microsoft SQL Server® Reporting Services or
Crystal Reports with a Database Management System (DBMS).

» You can view high-level and detailed cost and usage information.

» You can allocate, distribute, or charge IT costs to users, cost centers, and
organizations in a manner that is fair, understandable, and reproducible.
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For more information, see one of the following resources:

» If you are running the IBM Tivoli Usage and Accounting Manager Processing
Engine on Windows, then see IBM Tivoli Usage and Accounting Manager
Data Collectors for Microsoft Windows User's Guide, SC32-1557-02, which is
available at:

http://www.elink.ibmlink.ibm.com/public/applications/publications/cg
ibin/pbi.cgi?CTY=US&FNC=SRX&PBL=SC32-1557-02

» If you are running the IBM Tivoli Usage and Accounting Manager Processing
Engine on UNIX or Linux, then see IBM Tivoli Usage and Accounting
Manager Data Collectors for UNIX and Linux User's Guide, SC32-1556-02,
which is available at:

http://www.elink.ibmlink.ibm.com/public/applications/publications/cg
ibin/pbi.cgi?CTY=US&FNC=SRX&PBL=SC32-1556-02

11.4 IBM TotalStorage Productivity Center

IBM TotalStorage Productivity Center is a storage infrastructure management
suite. It is designed to help simplify and automate the management of storage
devices, storage networks, and capacity utilization of file systems and databases.
IBM TotalStorage Productivity Center can help you manage the following
activities:

» Manage capacity utilization of storage systems, file systems and databases
» Automate file-system capacity provisioning

» Perform device configuration and management of multiple devices from a
single user interface

» Tune and proactively manage the performance of storage devices on the
Storage Area Network (SAN)

» Manage, monitor and control your SAN fabric

Use the following steps to configure the IBM TotalStorage Productivity Center
agent:

1. To list all the attributes associated with an agent configuration, type the
following command:

$cfgsve =1s TPC
A

S

devAuth

caPass
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amRegPort
amPubPort
dataPort
devPort
caPort
newCA
oldCA
daScan
daScript
dalnstall
falnstall
u

2. Configure the agent:

The TPC agent is a TotalStorage Productivity Center agent. Agent names are
case sensitive. This agent requires that you specify the S, A, devAuth, and
caPass attributes for configuration. By default, specifying this agent will configure
both the TPC_data and TPC_fabric agents, as provided in Table 11-1 on

page 384.

Table 11-1 TPC agent attributes, descriptions, and their values

Attributes Description Value

S Provides the TotalStorage Productivity Host name or IP
Center agent with a TotalStorage address
Productivity Center server host name.

A Provides the TotalStorage Productivity Host name or IP
Center agent with an agent manager host | address
name.

devAuth Sets the TotalStorage Productivity Center | Password
device server authentication password.

caPass Sets the CA authentication password. Password

caPort Sets the CA port. The default value is Number
9510.

amRegPort Specifies the agent manager registration Number

port. The default value is 9511

amPubPort Specifies the agent manager public port. Number
The default value is 9513.
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Attributes Description Value
dataPort Specifies the TotalStorage Productivity

Center data server port. The default value

is 9549.
devPort Specifies the TotalStorage Productivity

Center device server port. The default

value is 9550.
newCA The default value is true. True or false
oldCA The default value is true. True or false
daScan The default value is true. True or false
daScript The default value is true. True or false
dalnstall The default value is true. True or false
falnstall The default value is true. True or false
U Specifies to uninstall the agent. all | data | fabric

To configure the DIRECTOR_agent with several attributes, type the following
command:

$ cfgsvc TPC -attr S=tpc_server_hostname A=agent_manager_hostname
devAuth=password caPass=password

The installation wizard appears, type the number next to the language that you
want to use for the installation and enter 0. The license agreement panel
appears.

Initializing InstallShield Wizard........
Launching InstallShield Wizard........

Select a language to be used for this wizard.

- Czech

- English

- French

- German

- Hungarian

Italian

- Japanese

- Korean

- Polish

0 - Portuguese (Brazil)

= O 00Nl B WN -
1
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- Russian

- Simplified Chinese
Spanish

- Traditional Chinese

(11
[]112
[]13
[] 14
To select an item enter its number, or O when you are finished: [0]

Read the license agreement panel. Type 1 to accept the terms of the license
agreement. The agent is installed on the Virtual I/O Server according to the
attributes specified in the cfgsve command.

Please choose from the following options:

[x] 1 - I accept the terms of the license agreement.

[ 12 -1 do not accept the terms of the license agreement.

To select an item enter its number, or O when you are finished: [0]
Installing TPC Agents

Install Location: /opt/IBM/TPC

TPC Server Host: tpc_server_hostname
Agent Manager Host: agent manager_hostname

Start the agent:
startsve TPC_fabric

startsvc TPC_data

11.5 IBM Tivoli Application Dependency Discovery

Manager

IBM Tivoli Application Dependency Discovery Manager (TADDM) discovers
infrastructure elements found in the typical data center, including application
software, hosts and operating environments (including the Virtual I/O Server),
network components (such as routers, switches, load balancers, firewalls, and
storage), and network services (such as LDAP, NFS, and DNS). Based on the
data it collects, TADDM automatically creates and maintains application
infrastructure maps that include runtime dependencies, configuration values, and
change history. With this information, you can determine the interdependences
between business applications, software applications, and physical components
to help you ensure and improve application availability in your environment. For
example, you can do the following tasks:

» You can isolate configuration-related application problems.
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» You can plan for application changes to minimize or eliminate unplanned
disruptions.

» You can create a shared topological definition of applications for use by other
management applications.

» You can determine the effect of a single configuration change on a business
application or service.

» You can see what changes take place in the application environment and
where.

TADDM includes an agent-free discovery engine, which means that the Virtual
I/O Server does not require that an agent or client be installed and configured in
order to be discovered by TADDM. Instead, TADDM uses discovery sensors that
rely on open and secure protocols and access mechanisms to discover the data
center components.

» For more information, see:
http://www-01.1ibm.com/software/tivoli/products/taddm/
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12

Monitoring global system
resource allocations

In order to precisely monitor the various resource consumptions such as CPU,
memory, network adapters, or storage adapters, you should first have a clear
understanding of the global resources allocation on the system.

Several tools provide some information about the resources allocations. The first
one is the Hardware Management Console (HMC), which is also used to manage
the resources allocations.

If the system is not managed by an HMC but by an Integrated Virtualization
Manager (IVM), this tool can also be used to monitor resources allocations.

On a virtual I/O client, the Tparstat command may run on any AlX partition and
inspect its current resources allocations. A Linux alternative command is also
available.
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12.1 Hardware Management Console monitoring

The HMC is generally used to set up the system allocations and for system
maintenance. Yet it is also very good at monitoring the current resources

allocations.

To do so you have to log on to the HMC Web interface. You access the login
window by accessing the IP or DNS name of your HMC using https through a
Web browser.

You first see the global server allocations by selecting Systems Management —
Servers from the left pane. The list of managed systems then appears in the
main area. This is illustrated in Figure 12-1.

Systems Management > Servers

o 2 =) | F 2 B Tasks ¥ Views ¥

Available Available ~ |Reference

Select ~ |Name £ | Status ~ | Processing ~ Memory (GE) Code
Units
H H MT A ps70 MMA_100FeA0 Opetating 0.4 10.125
[F] B wr e, MMA_101F170 Opetating 0 9
L} 20E Operating 1.3 45

Total: 3 Filtersd: 3 Selected: O

Figure 12-1 Available servers managed by the HMC

The unallocated resources are directly visible, which simplifies the
administrator’s investigations. Moreover it is possible to view additional
information by pressing Configure Columns, as shown in Figure 12-2.

Systems Management = Servers

o 2 w2 | g 2 |j(- d Tasks~ Views ¥

- Available ’
; Available Reference
Select | Name s * |Processing * | yamary (GB) | Code )
Units

O Operating 04 10,125

O ating 0 9

O Operating 1.3 4.5

Total: 3 Filtered: 3 Selected: 0

Figure 12-2 Configuring the displayed columns on the HMC

You can then track the resources allocation information that you are interested in.
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12.1.1 Partition properties monitoring

To get detailed information for a partition, select its system name and then select
the name of the partition. A new window opens and displays the partition
properties. Navigating in the different tabs shows the current resources
allocations, as shown in Figure 12-3.

2} https://9.3.5.128 - hmcl: Propetties - Microsoft Internet Explorer -3l x|
Partition Properties - AIX61
General | Hardware | ¥irtual Adapters | Settings | Other
Actions

virtual resources allow for the sharing of physical hardware between logical partitions. The current virtual adapter settings are listed

below,

Maximum virtual adapters : e 100

Murnber of virtual adapters @ =]
2| 92| |F] (2] (Bt --- Select Action --- x

Select ~ | Type ~ | Adapter ID ~ |Connecting Partition ~ | Connecting Adapter ~ |Required ~
O Ethernet 2 A M/A fes
O Client Fibre Channel 34 wins1{1) 34 Mo
O Client 5C51 21 wins1{1) 21 fes
O Client 5C51 22 wins2{2) 21 fes
O Client 5C51 50 wins1{1) 50 Mo
O Client 5C51 50 wins1{1) a0 fes
O Server Serial 0 Any Partition Any Partition Slot fes
O Server Serial 1 Any Partition Any Partition Slot fes

Total: 8 Filtered: 8 Selected: 0
ﬂ Cancel || Help
@ T —

Figure 12-3 Virtual adapters configuration in the partition properties

12.1.2 HMC hardware information monitoring

Starting with HMC V7, you can now look at virtual SCSI and virtual LAN
topologies of the Virtual I/O Server from the HMC.

Tip: The HMC has a feature to aid administrators in looking at virtual SCSI
and virtual Ethernet topologies in the Virtual I/0O Server.

To do so, select the Virtual I/O Server partition where you want to see the
topologies. Select Hardware Information — Virtual I/O Adapters — SCSI, as
shown in Figure 12-4 on page 392.
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10 x]

A
Hardware Management Console )) 2
root | Help | Logoff
| B Sy anagement > Servers = MT_B_p570_MMA_101F170
B Welcome 2] 7] (7] [2) () () || [ Tasks = |[ Views~ |
& B Systems Management Select AIName AIID AJStatus »JE’H“"T‘S‘”Q AJMemmy (GB) AIAchvs Profile AIEnv\mnmsm AJZ;E;E' AI
2 sev
EWEA - P [Blvicsis pmpe‘mg : | 025 1ingo NIE and 8GB f  Viual 10 Sewver | |
B ps70_MMA_101F T [Elvics2 | Change Default Profile 05 1 Ingo NI Virtual 1/0 Server
p550-SN108628E 7 Elaixer | Operations » 0.5 5 default AIX or Linux
18 (EIefie [0 | aixsa | Configuation b 5 2 default i
[ (] o[l 4 8 default 508 00000000
System Plans "‘EM"‘ Dynamic Logical Partitioning  » [N ICE B el =
B Ha1c ansgoment T BIRHEL | consols Window y v 2 default AIX o Linux Linux ppees
1 BisLEs | Senicsabiity » 5 2 defauit AIX or Linux 00000000
B8 Service Management Tolal: 7 Filtered: 7 Selected: 1
&1 Updates
Tasks: viosi
Jefault Profile
Configuration
Hardware Information
Dynamic Logical Partitioning
Console Window
Serviceability
« |
=
=
=
] appit . Em P o sl ot oA = ET (B e v

Figure 12-4  Virtual I/O Server hardware information context menu

A window then appears showing the virtual storage topology, as shown on

Figure 12-5 on page 392.

Current virtual SCSI adapter configuration

3 https://9.3.5.128 - hmc1: SCSI - Microsoft Internet Explorer

Virtual SCSI Topology: vios1@MT_B_p570_MMA_101F170 - vios1

=lolx|

Yirtual Adapter Backing Device Remote Partition Remote Adapter Remote Backing Device
vhost1 hdiska ATXS3(4) 21 hdiskno
vhost10 AINE1(3) 44

vhost2 hdisk11 hdisk12 [BEMi61(5) 21

vhost3 hdisk10 RHEL{G) 21

vhost4 hdiska SLES(7) 21

vhostll Any Partition 2

vhoste AlXE1(3) 60 none

vhostS cdo IBMiG1(S) a0

vhost12 Any Partition Ay Partition Slot

vhostd hdisks,hdisk?  AIX61(3) 21 hdiskD, hdisk1

[Teze] e

|@ Done

([ Bew=

Figure 12-5 The Virtual I/O Server virtual SCSI topology window

392

PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch11_monitoring_allocations.fm

12.1.3 HMC virtual network monitoring

Starting with HMC V7, you can monitor the virtual network information for each
server attached to the HMC.

To do so, select the server where you want to monitor the available virtual
networks. Then select Tasks — Configuration — Virtual Network
Management, as shown in Figure 12-6.

Zjhttps://9.3.5.128 - hmcl: Hardware Management Console Workplace (¥7R3.4.0.0) - Microsoft Internet Explorer: i =10 x|

Hardware Management Console &
hscroot | Help | Logoff

<«
@ & Systems Management > Servers View: [Table 7]
= Welcome w2l (g 2| @ @ | | Tasks= || views+
2 (i Systems Management Seleot ~ [Name ~ | Status o |Avalable oo o [avelleple o ~ | Reference Code ~
o Sence rocessing Units emory (GE)
Hwmra MA_100F 0 A_100F6A0 Operating o joiis
] 101F 7 MMA_101F 1708 Properties ‘ 0 12
] Operations » 1.3 45
JCPOEN  Configuratio Create Logical Parition 3
[ System Plans Connections »| System Plans b
Harduars Information » | Shared Processor Pool Management
B HMC Management Updates [ Virtual Network Management
o E il »
L — erviceability Patftion Availability Priority
Capacity On Demand (CoD) b | Memory Pool
#0 Updates View Workload Management Groups
Manage Custom Groups
Manage Partition Data 3
Manage System Profiles
al 12

Tasks: MT_B_p570 MMA 101F170 B3
Properties
Operations
Configuration
Connections

Hardware Information
Updates

Serviceability

Capacity On Demand (CoD)

[ &7 Applet com.ibm.hwmea. fu.serviet taskcontroller.applek. TaskControllerApplet2 started [ 3 [ [5 [ nkemet 7

Figure 12-6 Virtual Network Management

A new window appears providing information about the available virtual network
topology. If you select a VLAN, you get detailed information about the partitions
assign to this VLAN, as shown on Figure 12-7.
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3 https://9.3.5.128 - hmc1: ¥irtual MNetwork Management - Microsoft Internet Explorer | - Dlﬂ

Yirtual Network Management - MT_B_p570_MMA_101F170

Action ¥

Virtual Switches

This panel allows you to manage Virtual Switch (WSwitch) and wirtual Local Area Metwork (WLAN) configuration,

¥Switch

vSwitch: [ETHERNETODEfAUT) | 7

Yirtual LANs
This table displays WLANS in the selected WSwitch.
Select YLAN * Bridge
= 1 enti(U7890.001 . DOQDYEYW -P1-C5-T1)

O 2
@ & entl{U7890.001.DOQ0YEY W P 1-C5-T2)
& a0

* The bridge adapters are listed in the order of their trunk priority.

Details
Partitions Shared Ethernet Adapters
Partition  ¥irtual Adapter Shared Adapter| Priority ¥10S
wios1 (Slot 11) entDiSlot 11) 2 Wins2

wins2 ent2(Slot 11}
wiosl (Slot 13)
AlXG1  entO(Slot 2)
wins2 ent4{Slot 13}
RHEL (Slot 23
Al¥S3  entO(Slot 2)

BEs Y T

Figure 12-7 Virtual Network Management - detail information

12.1.4 HMC shell scripting

It is also possible to log on to the HMC using the ssh command. You can then
script the HMC commands to retrieve the information provided by the HMC
interface.

A practical example of this is the open source hmcMenu script that you can find at:

http://www.the-welters.com/professional/scripts/hmcMenu. txt

For more information about the HMC V7, refer to Hardware Management
Console V7 Handbook, SG24-7491.
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| 12.2 Integrated Virtualization Manager monitoring

The Integrated Virtualization Manager (IVM) shows detailed partition information
in the partitions management panel for servers not managed by an HMC.

Log on to the IVM Web interface of your Virtual 1/0O Server. Access the login
screen by entering the IP address or the DNS name of your Virtual I/O Server in
a Web browser.

You then only have to select View/Modify Partitions from the left menu.

This is illustrated in Figure 12-8 on page 395. You see the amount of memory,
the processing units that are allocated, and those that are available on the
machine.

File Edit Wiew Favorites Tools

Help

/} Integrated ¥irtualization Manager - ivm - Microsoft Internet Explorer

QBack - O - [x] [2]

:‘ | ' Search = Favorites £ | -

# =

Address I@ http:fi2.3.5.112/main.faces

Integrated Virtualization Manager

ne padmin

Partition Management

» View/Modify Partitions
* Wiew/Modify Systern Properties

If0 Adapter Management
e View/Modify Virtual Ethernet

¥Yirtual Storage Management
e View/Modify Virtual Storage
I¥M Management

* Wiew/Modify User Accounts
e View/Modify TCP/IP Settings
* Guided Setup

System Plan Management
® Manage Systern Plans
Service Management

® Service Focal Point
® Manage Serviceable Events
* Service Utilities
® Create Serviceable Event
*» Manage Dumps
* Collect VPD Information
Updates
Backup/Restore
Application Logs
Monitor Tasks
Hardware Inventory

Edit my

Yiew /Modify Partitions

To perform an action on a partition, first select the partition or partitions, and then select the task,

System Overview

Total systermn memory: 4 GB
2.2 GB
304 MB

Inactive

Total processing units: 2
Processing units available: 1.6
0.02 (0.9%)

Memory available:
Reserved firmware memory:
Systemn attention LED:

Processor pool utilization:

Partition Details

& O 45

Select | 10~

=

Reference
Code

# Create Par‘tition...| Activate| Shutdown| |--- More Tasks ---

MName State | Uptime | Mernory | Processors Entitled

Frocessing
Units

Utilized
Frocessing
Units

O |1 4& Running g'c_?fs Siz ME 2 0.z 0.01

. . 3.03
O z chrisl  Running Days 0.z 0.00

]

’_ ’_ ’_ ’_ ’_ |4 tnternet

Figure 12-8 IVM partitions monitoring
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You can also access the Virtual network configuration by selecting the
View/Modify Virtual Ethernet item from the left panel.

Figure 12-9 on page 396 illustrates the virtual Ethernet configuration monitoring.

¥irtual Ethernet Virtual Ethernet Bridge

& wirtual Ethernet provides Ethernet connectivity among partitions, The table below can show
two views of the virtual Ethernets an which partitions have a configured adapter. Select the
Partition view for a list of all virtual Ethernets for each partition or select the Yirtual Ethernet
vigw for a list of all partitions for sach virtual Ethernet. Use the Ethernet tab of the Properties
page for the partition to change these settings,

Wiew b IPar‘titinn "I

Partition Virtual Ethernet Wirtual Ethernet Virtual Ethernet Wirtual Ethernet

Mame 1 2 3 4
10-4780E (1) * [F = 7 * [F = 7
chrisl (2) =l = ] =

= Partition is capable of bridging this wirtual Ethernet

Figure 12-9 IVM virtual Ethernet configuration monitoring

Another interesting configuration to monitor is the Virtual storage configuration.
Select the View/Modify Virtual Storage item from the left menu.

Figure 12-9 illustrates the virtual Ethernet configuration monitoring.

mstorage Pools Physical Yolumes Cptical Devices

To perform an action on a virtual disk, first select the virtual disk or virtual disks, and then select
the task,

d@ #- Create Virtual Disk...| |Modify partition assignment| |--- More Tasks ._.;l

Select Marne ~ Storage Pool Assigned Partition

m.

122

- lp2vdl chrisl (Default) chrisl (23 36

]

B

Figure 12-10 IVM virtual storage configuration monitoring

For more information about the IVM interface, refer to Integrated Virtualization
Manager on IBM System p5, REDP-4061.
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12.3 Monitoring resources allocations from a partition

When you are logged on a partition, you might prefer to use the command line
interface to display the current partition and system wide processor and memory
resources allocations.

Some commands are available on AIX or Linux partitions to display these
resource allocations.

Note: For IBM i system wide resource allocation information use the HMC
interface.

12.3.1 Monitoring CPU and memory allocations from AIX

In the AIX operating system, run the 1parstat -i command. Example 12-1

illustrates the command output.

Example 12-1 |Iparstat -i command output on AIX

# lparstat -i

Node Name : aix6l
Partition Name : AIX61
Partition Number : 3

Type : Shared-SMT
Mode : Uncapped
Entitled Capacity : 0.50
Partition Group-ID 1 32771
Shared Pool ID : 0
Online Virtual CPUs H
Maximum Virtual CPUs H
Minimum Virtual CPUs H!
Online Memory : 2048 MB
Maximum Memory : 6016 MB
Minimum Memory : 256 MB
Variable Capacity Weight : 128
Minimum Capacity : 0.10
Maximum Capacity : 1.00
Capacity Increment : 0.01
Maximum Physical CPUs in system : 16
Active Physical CPUs in system : 4
Active CPUs in Pool H)
Shared Physical CPUs in system : 4
Maximum Capacity of Pool : 400
Entitled Capacity of Pool : 375
Unallocated Capacity : 0.00
Physical CPU Percentage : 50.00%
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Unallocated Weight : 0
Memory Mode : Dedicated
Total I/0 Memory Entitlement ;-
Variable Memory Capacity Weight : -
Memory Pool ID P -
Physical Memory in the Pool P -
Hypervisor Page Size HE
Unallocated Variable Memory Capacity Weight: -
Unallocated I/0 Memory entitlement : -
Memory Group ID of LPAR H

12.3.2 Monitoring CPU and memory allocations from Linux

Supported Linux distributions also provide a command line interface to display
the partition’s CPU and memory resource allocations. This uses the
/proc/ppc64/1parcfg special device. You only have to read its content, shown in
Example 12-2.

Example 12-2 Listing partition resources on Linux

[root@VIOCRHEL52 ™~]# cat /proc/ppc64/1parcfg
Tparcfg 1.8
serial_number=IBM,02101F170

system type=IBM,9117-MMA
partition_id=6

BoundThrds=1

CapInc=1

DisWheRotPer=5120000

MinEntCap=10

MinEntCapPerVP=10

MinMem=128

MinProcs=1
partition_max_entitled_capacity=100
system_potential_processors=16
DesEntCap=50

DesMem=2048

DesProcs=1

DesVarCapWt=128

DedDonMode=0

partition_entitled_capacity=50
group=32774
system_active_processors=4
pool=0

pool_capacity=400
pool_idle_time=0
pool_num_procs=0

398 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch11_monitoring_allocations.fm

unallocated_capacity_weight=0
capacity_weight=128

capped=0

unallocated_capacity=0
entitled_memory=2147483648
entitled_memory_group_number=32774
entitled_memory_pool_number=65535
entitled_memory_weight=0
unallocated_entitled_memory weight=0
unallocated_io mapping entitlement=0
entitled_memory_loan_request=0
backing_memory=2147483648 bytes
cmo_enabled=0

purr=13825418184
partition_active_processors=1
partition_potential_processors=2
shared_processor_mode=1
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Monitoring commands on
the Virtual I/0 Server

The Virtual /0O Server comes with several commands that can monitor its activity.
Some look like the standard AIX commands and others are a bit different.

The command parameters are specific to the Virtual I/O Server system. It is
therefore good to familiarize yourself with them. The Virtual I/0 Server online
help can be used with running the help command to display the available
commands. Generally speaking, running the commands with the -h parameter
displays the command syntax and provides enough information to correctly use
the tool. If more information is required, man pages are available. You can also
look at the online reference that can be found at:

http://publib.boulder.ibm.com/infocenter/systems/scope/hw/topic/iphcg/s
a76-0101.pdf

In this section, the principal monitoring commands available on the Virtual 1/O
Server are presented, along with some practical uses.
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13.1 Global system monitoring

To get general system information, use the following commands:

topas

sysstat

svmon

vmstat

wkldout

1sgcl

vasistat

This command is similar to topas in AlX. It presents
various system statistics such as CPU, memory, network
adapters or disk usage.

This command gives you an uptime for the system and
the list of logged-on users.

Captures and analyzes a snapshot of virtual memory.

Reports statistics about kernel threads, virtual memory,
disks, traps, and processor activity.

Provides post-processing of recordings made by
wkldagent. The files are located in the
/home/ios/perf/wim path.

Displays the contents of the global command log.

Shows VASI device driver and device statistics (used for
PowerVM Live Partition Mobility).

Some commands are also useful for configuration inspection:

ioslevel
Tssw

1sfware

1s1parinfo

Issvc

oem_platform_level

chlang

Gives the version of the Virtual I/O Server.
Lists the software installed.

Displays microcode and firmware levels of the system,
adapters and devices.

Displays LPAR number and LPAR name.

Lists available agent names if the parameter is not given.
Lists the agent's attributes and values if the agent’s name
is provided as parameter.

Returns the operating system level of the OEM install and
setup environment.

This command is primarily for Japanese locales. Use this
command to force messages on the left to appear in
English. Without this option, messages during the boot
sequence may be corrupted.

13.2 Device inspection

Some commands provide device configuration information:

402 PowerVM Virtualization on Power Systems: Managing and Monitoring



Draft Document for Review November 7, 2008 4:31 pm 7590ch12_monitoring commands on the

1sdev

1smap

Displays devices in the system and their characteristics.

Displays the mapping between physical and virtual
devices.

13.3 Storage monitoring and listing

Some monitoring commands report various storage activities:

viostat

nmon

fcstat

1svg
1slv
1spv
1ssp
1svopt

1srep

1spath

Reports Central Processing Unit statistics, asynchronous
input/output, input/output statistics for entire system,
adapters, tty devices, disks and CD-ROMs. The
parameter -extdisk provides detailed performance
statistics information for disk devices.

Displays local system statistics such as system resource,
processor usage etc.,Users can use interactive or
recording mode.

Displays statistics gathered by the specified Fibre
Channel device driver.

Displays information about volume groups.
Displays information about a logical volume.
Displays information about physical volumes.
Displays information about storage pools.

Lists and displays information about the systems virtual
optical devices.

Lists and displays information about the Virtual Media
Repository.

Displays information about paths to MultiPath 1/0
(MPI10O)-capable devices.

Additional commands are available with the root login through the oem_setup_env

command:

mpio_get_config -Av

fget_config -Av

Displays IBM SAN storage information with MPIO
multi-path device driver attachment.

Displays IBM SAN storage information with RDAC
multi-path device driver attachment.

pcmpath query adapter Displays SAN storage Fibre Channel adapter path

information with SDDPCM path control module
attachment.
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pcmpath query device Displays SAN storage device information with
SDDPCM path control module attachment.

1scfg -v1 hdiskx Displays vendor storage information.

13.4 Network monitoring

Some monitoring commands can be used for network monitoring:

netstat Displays active sockets for each protocol, or routing table
information, or displays the contents of a network data
structure.

entstat Shows Ethernet device driver and device statistics.

seastat Generates a report to view, per client, Shared Ethernet

Adapter statistics.

Additional commands report network configuration information:

hostname Sets or displays the name of the current host system.
Isnetsvc Gives the status of a network service.

1stcpip Displays the TCP/IP settings.

optimizenet -list Lists the characteristics of one or all network tunables.

snmp_info -get|-next Requests values of Management Information Base
variables managed by a Simple Network Management
Protocol agent.

traceroute Prints the route that IP packets take to a network host.

showmount Displays a list of all clients that have remotely
mountable file systems.

13.5 User ID listing

Tsuser Displays user account attributes.
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14

CPU monitoring

This chapter will describe shared processor pools, processing units,
simultaneous multithreading and PowerVM processor terminologies. It will also
explain cross-partition monitoring and various other CPU monitoring tools used
to monitor Virtual I1/0O Servers and virtual I/O clients with AIX, IBM i, and Linux

operating systems.
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14.1 CPU-related terminology and metrics

The POWERS5 and POWERG6 systems introduced a high level of abstraction of
CPU consumption.

14.1.1 Terminology and metrics common to POWER5 and POWER®6

On a POWERS system, it is possible to grant either dedicated processors to a
logical partition or some processing unit parts of the global shared processor
pool.

The Global Shared Processor Pool consists of the processors that are not
already assigned to running partitions with dedicated processors.

Consider the example illustrated in Figure 14-1 on page 407. There is a system
with 16 processors. Two partitions (A and B) are running. Each partition is using
three dedicated processors. The Shared-Processor Pool then contains 16 - (2 *
3) = 10 processors.
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Proc unit
Proc unit
Proc unit
Proc unit
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Figure 14-1 16-core system with dedicated and shared CPUs

Partitions using the Shared-Processor Pool are allocated based on a certain
amount of processing units. A processing unit consists of one tenth of a
processor. In the example, the Shared-Processor Pool currently contains 10 * 10

=100 processing units.

Partitions using the Shared-Processor Pool are also assigned a certain number
of virtual processors. This represents the number of processors that are seen by
the operating system running in the partition. The processing units are distributed
among the virtual processors depending on their load.

In the same example, we define 2 partitions using the Shared-Processor Pool.
The first one (C) has 52 processing units and 7 virtual processors. The second
one (D) has 23 processing units and 5 virtual processors. 25 processing units

remain unallocated.
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Another feature that was introduced with the POWERS5 systems is the ability of a
partition to use some processing units that were not originally assigned to it.
Capped shared partitions can not use more processing units than originally
assigned. Uncapped shared partitions can use additional processing units if they
need any and if some are available in the shared processor pool.

The number of processing units currently allocated to a partition represents its
entitlement. In case a partition is an uncapped shared partition, it may consume
more processing units than allocated. Of course, it may use less processing units
than allocated. This is why the metrics named physical consumption and
entitlement consumption are defined. Physical consumption represents the
amount of processing unit currently consumed. Entitlement consumption
represents the percentage of processing unit currently consumed compared to
the number of processing units allocated to the partition. Consequently,
uncapped shared partitions can have an entitlement consumption that exceeds
100%.

An additional feature related to CPU consumption was introduced with the
POWERS architecture. The Simultaneous Multi-Threading functionality can be
activated in the operating system of a partition. When active, it allows the
partition to run two simultaneous threads on a single virtual processor. A virtual
processor is then seen as two logical processors. When SMT is not enabled, a
virtual processor appears as a single logical processor.

Table 14-1 provides a summary of the CPU terminology and the metrics that are
defined to monitor CPU consumption.

Table 14-1 POWERS5-based terminology and metrics

Term Description Related metrics

dedicated CPU CPU directly allocated to a standard CPU consumption
partition. Other partitions can metrics (user, sys, idle, wait
not use it. etc.)

shared CPU CPU part of the shared physical consumption

processor pool

processing unit Power resource of a 10th of the | physical consumption
combined CPUs in a shared
processor pool

virtual CPU CPU as seen by a partition » Simultaneous
when Simultaneous Multithreading state
Multithreading is off » logical CPU count

logical CPU CPU as seen by a partition » Simultaneous

Multi-Threading state
» logical CPU count
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Term Description Related metrics

Simultaneous Capacity for a partition to run » Simultaneous

multithreading two threads simultaneously on Multi-Threading state
a virtual CPU » Logical CPU count

14.1.2 Terminology and metrics specific to POWERG6 systems

Several enhancements were done in POWERSG6 architecture which introduced
new functions and the related metrics.

On a POWERS®G systems, you can define Multiple Shared Processor Pool. By
default, there is only one Global Shared-Processor Pool.

There are several reasons for using several Shared Processor Pools. First of all,
it is possible to define maximum processing unit for a Shared Processor Pool. It
ensures that the partitions that are part of this pool will not use more processing
unit. This new value is now used to compute the per processor license fees for
IBM products.

Second of all, you can define a Multiple Shared Processor Pool processing units
reserve. The processing units part of this reserve are distributed among the
uncapped shared partitions in the pool.

This is illustrated in the next example in Figure 14-2 on page 410. In this example
an additional processor pool is defined. This pool can use up to three processors,
which results in 30 processing units. Two partitions (E and F) are defined in this
Shared-Processor Pool. E has an entitlement of 0.8 CPU and F has an
entitlement of 0.3 CPU.
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Partition A using 3 dedicated CPUs

Virtual Virtual Virtual

CPU CPU CPU

CPU CPU CPU

CPU CPU CPU

Virtual Virtual Virtual

CPU CPU CPU
Partition B using 3 dedicated CPUs

Default shared processor pool
- Maximum = all 16 processors (160 units)
- Reserve =0
CPU CPU CPU CPU CPU CPU CPU CPU CPU CPU
Proc unit Proc unit Proc unit
Proc unit Proc unit Proc unit
Proc unit Proc unit
Proc unit
Proc unit
Proc unit
Proc unit
- 7 proc units - 8 proc units - 3 proc units
RETE Partition E Partition F
- 14 proc units
Partition G

Figure 14-2 A Multiple Shared-Processor Pool example on POWER6

Another enhancement in POWERS6 architecture is related to the partitions using
dedicated CPU. Upon activation, if a partition does not use 100% of its dedicated
processor resources then unused processor resources will be ceded to the

Shared-processor pools. These processors are called Donating dedicated CPU.

The new POWERG6-specific terminologies and related metrics are shown in

Table 14-2.

Table 14-2 POWERG6-specific terminology and metrics

Term

Related metric

Multiple shared processor pool

pool size

maximum capacity
pool entitlement
reserve = bucket size
available capacity

410
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Term Related metric

Dedicated shared processors donation mode
donated cycles count

There are a lot of tools that can provide CPU consumption metrics on the Virtual
I/O Server and its clients. Depending on the requirements the tools described in
subsequent sections can be used.

| 14.2 CPU metrics computation

The previous mechanism of calculating performance based on sampling is not
accurate in case of virtual CPU resources as 1 CPU may be shared among more
than 1 partition. Its will also fail for SMT enabled CPUs. Moreover, uncapping
feature is also tricky as a partition can go beyond its capacity and its difficult to
say when a processor is 100 percent busy, unlike capped partitions.

To solve these issues POWERS family of processors implemented a new
performance-specific register called the Processor Utilization of Resources
Register (PURR). PURR keeps track of real processor resource usage on a
per-thread or per-partition level. AIX performance tools have been updated in
AIX V5.3 to show these new statistics.

Traditional performance measurements were based on sampling, at typically, the
rate of 100 Hz sample rate (each sample corresponds to a 10ms tick). Each
sample was sorted into one of user, system, iowait or idle category based on the
| code it was executing when interrupted. But this sampling based approach will
not work in a virtualized environment because dispatch cycle of each virtual
processor is no longer the same (which was the assumption in traditional
| performance measurement). A similar problem exists with SMT: if one thread is
consuming 100 percent of the time on a physical CPU, sample-based
calculations would report the system as 50 percent busy (one processor at 100
percent and another at 0 percent), but in fact the processor is really 100 percent
busy. To preserve binary compatibility traditional mechanism has not been
changed.

| 14.2.1 Processor Utilization of Resources Register (PURR)

PURR is a 64-bit counter with the same units for the timebase and decrementer
registers that provide per-thread processor utilization statistics. Figure 14-3
shows the relationship between PURR registers in a single POWERS5 processor
and the two hardware threads and two logical CPUs. With SMT enabled, each
hardware thread is seen as a logical processor.
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The timebase register shown in Figure 14-3 is incremented at each tick. The
decrementer register provides periodic interrupts.

Timebase register
Decrementer

POWERS5 processor core

. %

Figure 14-3 Per-thread PURR

At each processor clock cycle the PURR, which last executed or is executing the
instruction, is incremented. The sum of two PURRs equals the value of timebase
register. This approach is an approximation as SMT allows both threads to run in
parallel. Hence, it can not be evolved to distinguish the performance difference
between SMT on and SMT off mode.

| 14.2.2 New PURR-based metrics

These new registers provide some new statistics. These might be helpful while
looking at the output of performance tools.

CPU statistics in SMT environment

The ratio of (delta PURR)/(delta timebase) over an interval indicates the fraction
of physical processor consumed by a logical processor. This is the value returned
by the sar -P ALL and mpstat commands as shown in subsequent sections.

The value of (delta PURR/delta timebase)*100 over an interval gives percentage
of physical processor consumed by logical processor. This value is returned by
the mpstat -s command, which shows the SMT statistics as explained in

| subsequent sections.
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CPU statistics in shared-processor partitions

In a shared-processor environment, the PURR measures the time that a virtual
processor runs on a physical processor. With SMT on, virtual time base is the
sum of the two PURRSs; With SMT off, virtual time base is the value stored in the
PURR.

» Capped shared processors

For capped shared processors the entitled PURR over an interval is given as
entitlement * time base.

So %user time over an interval is (and similarly %sys and %iowait):
%user = (delta PURR in user mode/entitled PURR) * 100
» Uncapped shared processors

For uncapped shared processors, the calculations take the variable capacity
into account. The entitled PURR in the above formula is replaced by the
consumed PURR whenever the latter is greater than the entitlement. So
%user time over an interval is:

%user = (delta PURR in user mode/consumed PURR) * 100

Physical processor consumption for a shared processor

A partition’s physical processor consumption is the sum of all its logical
processor consumption:

SUM(delta PURR/delta TB)

Partition entitlement consumption

A partition’s entitlement consumption is the ratio of its physical processor
consumption (PPC) to its entitlement expressed as a percentage:

(Physical processor consumption/entitlement) * 100

Shared-processor pool spare capacity

Unused cycles in a shared-processor pool is spent in POWER Hypervisor’s idle
loop. The POWER Hypervisor enters this loop when all partition entitlements are
satisfied and there are no partitions to dispatch. The time spent in Hypervisor’s
idle loop, measured in ticks, is called the Pool Idle Count. The Shared-processor
pool spare capacity over an interval is expressed as:

(delta Pool idle count/delta timebase)

and is measured in numbers of processors. Only partitions with
shared-processor pool authority will be able to display this figure.
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Logical processor utilization

It is the sum of traditional 10 ms tick-based sampling of the time spent in %sys
and %user. If it starts approaching 100 percent, it indicates that partition can use
additional virtual processors.

| 14.2.3 System-wide tools modified for virtualization

The AlX tools topas, 1parstat, vmstat, sar and mpstat now add two extra
columns of information when executing in a shared-processor partition:

» Physical processor consumed by the partition, shown as pc or %physc.

» Percentage of entitled capacity consumed by the partition, shown as ec or
%entc.

Logical processor tools

The logical processor tools are mpstat and sar -P ALL commands. When
running in a partition with SMT enabled, these commands add a column Physical
Processor Fraction Consumed (delta PURR/delta TB), shown as physc. This
shows the relative split of physical processor time for each of the two logical
processors.

When running in a shared processor partition, these commands add a new
column, Percentage of Entitlement Consumed ((PPFC/ENT)*100) shown as
%entc. It gives relative entittement consumption for each logical processor
expressed as a percentage.

| 14.2.4 Scaled Processor Utilization of Resources Register (SPURR)

IBM POWERS6 microprocessor chip supports advanced, dynamic power
management solutions for managing not just the chip but the entire server. This
design facilitates a programmable power management solution for greater
flexibility and integration into system and data-center-wide management
solutions.

The design of the POWERS6 microprocessor provides real-time access to
detailed and accurate information about power, temperature, and performance.
Altogether, the sensing, actuation and management support available in the
POWERS®6 processor is known as the EnergyScale architecture. It enables higher
performance, greater energy efficiency and new power management capabilities
such as power and thermal capping and power savings with explicit performance
control.
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The EnergyScale architecture and statistics computations
Although the EnergyScale implementation is primarily an out-of-band power
management design; managing system-level power and temperature has some
effects on in-band software. Basically, power management results in
performance variability. Which implies as the power management
implementation operates, it can change the effective speed of the processor.

On POWERS®6 processor-based systems, accounting calculations need to factor
to the extent of below-nominal-frequency usage of a processor by a program
because of power management actions.

To achieve this the POWERS6 processor contains an additional special-purpose
register for each hardware thread called as Scaled processor utilization of
resources register (SPURR). The SPURR is used to compensate for the effects
of performance variability on the OSs: the hypervisor virtualizes the SPURR for
each hardware thread so that each OS obtains accurate readings that reflect
only the portion of the SPURR count that is associated with its partition. The
implementation of virtualization for the SPURR is the same as that for the PURR.

Building on the functions provided by hypervisor, the OSs use SPURR to do
same type of accurate accounting that is available on POWERS5 processor-based
machines. With the introduction of the EnergyScale architecture for POWERG6
processor-based machines, not all timebase ticks have the same computational
value; some of them represent more-usable processor cycles than others. The
SPURR provides a scaled count of the number of timebase ticks assigned to a
hardware thread, in which the scaling reflects the speed of the processor (taking
into account frequency changes and throttling) relative to its nominal speed.

System-wide tools modified for variable processor frequency

The EnergyScale architecture may therefore affect some of the performance
tools and metrics built with the user-visible performance counters. Many of these
counters count processor cycles, and since the number of cycles per unit time is
variable, the values reported by unmodified performance monitors would be
subject to some interpretation.

The 1parstat command has been updated in AlX Version 6.1 to display new
statistics if the processor is not running at nominal speed. The %mnsp metric
shows the current average processor speed as a percentage of nominal speed.
This field is also displayed by the new version of the mpstat command.

The 1parstat command also displays new statistics if turbo mode accounting is
disabled (the default) and the processor is running above nominal speed. The
%outcyc field reflects the total percentage of unaccounted turbo cycles.
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Finally, a new command parameter was added to 1parstat. 1parstat -d displays
unaccounted turbo cycles in user, kernel, idle, and I/O wait modes if turbo mode
accounting is disabled and the processor is running above nominal speed.

All of the other stat commands automatically switched to use SPURR-based
metrics. Percentages below entitlement become relative to scaled (up and down)
entitlement unless turbo mode accounting is off.

14.3 Cross-partition CPU monitoring

An interesting capability available in recent versions of the topas tool is
cross-partition consumption. This command will only see partitions running AIX
v5.3 TL3 or later. Virtual I/O Servers with version 1.3 or later are also reported.

Important: Cross partition CPU monitoring requires perfagent.tools and
bos.perf.tools to be installed on partitions whose data has to be collected.

To see cross-partition report from Virtual I/O Server run topas -cecdisp as
shown in Example 14-1.

Example 14-1 topas -cecdisp command on Virtual I/O Server

Topas CEC Monitor Interval: 10 Mon Oct 13 14:39:18 2008
Partitions Memory (GB) Processors

Shr: 3 Mon:11.5 InUse: 3.2 Shr:1.5 PSz: 3 Don: 0.0 Shr_PhysB 0.21
Ded: 1 Avl: - Ded: 1 APP: 2.8 St1: 0.0 Ded_PhysB 0.00
Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw Ent %EntC PhI
————————————————————————————————————— shared-----===--- - oo
NIM_server A61 C2.01.1 4 97 1 0 0 0.20 38 0.20 99.6 O

DB_server A6l U4.50.8 4 0 0 099 0.01 403 1.00 0.6 2

VIO Serverl A53 U 1.00.4 2 0 0 099 O 212 0.30 1.2 O

Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw %istl %bstl

Apps_server A61 S 4.00.8 2 0 0 099 0.00 236 0.00 0.00

Once topas command runs, keyboard shortcuts behave like they work in
standard AIX partition.

To see cross-partition report from virtual 1/0O client run topas -C as shown in
Example 14-2.
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Example 14-2 topas -C command on virtual I/O client

Topas CEC Monitor Interval: 10 Mon Oct 13 17:35:07 2008
Partitions Memory (GB) Processors

Shr: 4 Mon:11.5 InUse: 4.7 Shr:1.5 PSz: 3 Don: 0.0 Shr_PhysB 1.17
Ded: 1 Avl: - Ded: 1 APP: 1.8 St1: 0.0 Ded_PhysB 0.00
Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw Ent %EntC PhI
————————————————————————————————————— shared----=--=---mm -
DB_server A61 C4.50.9 4 99 0 0 0O 1.00 405 1.00 99.7 38

NIM server A61 C 2.0 2.0 4 5027 219 0.16 969 0.20 80.9 11

VIO Serverl A53 U 1.01.0 2 0 3 096 0.01 667 0.30 4.5 0

VIO Server2 A53 U 1.01.0 2 0 1 098 0.01 358 0.30 2.7 O

Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw %istl %bstl

Apps_server A61 S 4.00.9 2 0 0 099 0.00 332 0.00 0.00

You can get lot of information about system and its partitions from this report.
Taking an example of Example 14-2 various fields of this reports are described
as following:

» Partitions Shr=4, Ded=1

The system has 5 active partitions; 4 use the shared processor pools.
» Processors Psz =3

Three processors are in the same pool as this partition.
» Processors Shr=1.5

Within the shared processor pool, 1.5 processor is currently allocated to the
partitions.

» Processors Ded = 1
One processor is used for dedicated partitions.
» Processors APP =1.8

Out of 3 processors in the shared processor pool, 1.8 is considered to be idle.
Observe that Shr = 1.5 and 3 - 1.8 < 1.5, so it can be concluded that the
shared partitions globally do not use all of their entitlements (allocated
processing units).

» Processors Shr PhysB =1.17

This represents the number of processors that are busy for all shared
partitions. This confirms what we just observed with the APP field. The
shared pool CPU consumption is lower than the entitlement of the shared
partitions.

» Processors Ded PhysB = 0.00
The dedicated partition is currently idle.

Chapter 14. CPU monitoring 417



7590ch13_cpu_monitoring.fm Draft Document for Review November 7, 2008 4:31 pm

418

» Processors Don = 0.0

This is related to a new feature introduced with POWERSG architecture. It
represents the number of idle processor resources from the dedicated
partitions that are donated to the shared processor pools.

To activate idle processor resources donation for dedicated partitions, you have
to select the Processor Sharing options in the Hardware tab from the partition
properties on the HMC. At the time of writing this book this feature was only
available for POWERSG6 systems onward. It is also possible to disable Processor
Sharing when partition is not active on POWERG6 system unlike POWER5
system. Figure 14-4 shows how to do that.

Logical Partition Profile Properties: default @ AIX53 @

MT_B_pb70 MMA_101F170 - AIX53

Logical
Virtual Power - Hast
General | Processors | Memory | /O - Settings  Ethernet
Adapters | Controlling bl
(LHEA&)

Detailed below are the current processing settings for this partition profile.

Processing mode

& Dedicated
' shared

Dedicated processors

Total managed system processors @ 4.00

Minimum processors : [0.1
Desired processors : [0.4
Maximum processors | [0.4

Processor Sharing

Allow when partition is inactive.

iviAllow when partition is active.

Processor compatibility mode: [jo¢5 ¢ j

OK | Cancel | Help |

Figure 14-4 Dedicated partition’s Processor Sharing properties

» St/ =0 = Sum of stolen processor cycles from all partitions reported as a
number of processors.

» %istl = 0.00 - This shows the percentage of physical processors that is used
while idle cycles are being stolen by the hypervisor. This metric is applicable
only to dedicated partitions.
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» %bstl = 0.00 - This shows the percentage of physical processors that is used
while busy cycles are being stolen by the hypervisor. This metric is applicable
only to dedicated partitions.

The partition section lists all the partitions that topas command can find in the
CEC.

» The OS column indicates the type of operating system. In Example 14-2 on
page 417, A61 indicates AlX Version 6.1.

» The M column shows the partition mode.
— For shared partitions:
e C - SMT enabled and capped
e - SMT disabled and capped
¢ U - SMT enabled and uncapped
e U - SMT disabled and uncapped
— For dedicated partitions:
e S-SMT enabled
e d- SMT disabled and donating
e D - SMT enabled and donating
e ''(blank) - SMT disabled and not donating
» The other values are equivalent to those provided in the standard view.
Pressing g key in the topas command window expands global information, as
shown in Example 14-3. A number of fields are not filled in this example, such as
the total available memory. These fields have been reserved for an update to this

command that will allow topas to interrogate the HMC to determine their values.
It is possible to manually specify some of these values on the command line.
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Example 14-3 topas -C global information with the g command

Topas CEC Monitor

Partition Info Memory (GB)

Monitored : 4 Monitored
UnMonitored: -  UnMonitored:
Shared 3 Available
Uncapped 2 UnAllocated:
Capped 2 Consumed
Dedicated 1

Donating 1

2

Host 0S M Mem InU Lp
DB_server A6l U 4.5 0.9 8
NIM server A6l C 3.0 2.9 4
VIO Serverl A53 U 1.0 1.0 2

Apps_server A61 D 4.0 0.8 2

Interval: 10 Mon Oct 13 14:10:19 2008
Processor Virtual Pools : 0
:12.5 Monitored :2.7 Avail Pool Proc: 0.1
- UnMonitored: -  Shr Physical Busy: 3.95
- Available - Ded Physical Busy: 0.00
- UnAllocated: - Donated Phys. CPUs 1.00
5.7  Shared :1.7 Stolen Phys. CPUs : 0.00
Dedicated 1  Hypervisor
Donated 1 Virt. Context Switch:1026
Pool Size 4 Phantom Interrupts 11
Us Sy Wa Id PhysB Vcsw Ent %EntC Phl
—————— shared---=====--cm -
99 0 0 O 3.93 9308 1.00 393.4 11
0 1 098 0.01 556 0.40 2.4 O
0 0 099 0.00 168 0.30 0.9 O

Us Sy Wa Id PhysB Vcsw %istl %bstl %bdon %idon

0 0 099 0.00 230 0.01 0.00 0.00 99.69

Note: topas -C may not be able to locate partitions residing on other subnets.
To circumvent this, create a SHOME/Rsi.hosts file containing the fully qualified
hostnames for each partition (including domains), one host per line.

Cross partition monitoring feature is not provided by other CPU performance
tools like Tparstat, vmstat, sar and mpstat.

Monitoring Multiple Shared Processor Pools (MSPP)

Multiple Shared-Processor Pools (MSPP) utilization can be monitored using the
topas -C (topas -cecdisp for Virtual I/O Server) command. To do so, press p to
see the processor pools section, as shown in Example 14-4.

Note: The ability to monitor the consumption of other partitions by topas is
available only when the Allow performance information collection item is
selected in the partition’s profile.
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Example 14-4 Monitoring processor pools with topas -C

Topas CEC Monitor Interval: 10 Mon Oct 13 14:09:07 2008
Partitions Memory (GB) Processors

Shr: 0 Mon:12.5 1InUse: 6.1 Shr:1.7 PSz: 4 Don: 1.0 Shr_PhysB 0.57
Ded: 4 Avl: - Ded: 1 APP: 3.4 St1: 0.0 Ded_PhysB 0.00

pool psize entc maxc physb app mem muse

0 4.0 230.0 400.0 0.0 0.00 1.0 1.0
1 2.0 140.0 200.0 0.6 1.52 7.5 3.9
Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw %istl %bstl %bdon %idon
———————————————————————————————————— dedicated--=====--mmmmm o

Apps_server A61 D 4.01.2 2 0 0 099 0.00 231 0.00 0.00 0.00 99.66

In this report, you see the metrics presented in 14.1.2, “Terminology and metrics
specific to POWERSG systems” on page 409.

» maxc represents the maximum pool capacity for each pool.

» app represents the number of available processors in the Shared-Processor
Pool (SPP).

» physb represents the summation of physical busy of processors in shared
partitions of a SPP.

» mem represents the sum of monitored memory for all shared partitions in the
SPP.

» muse represents the sum of memory consumed for all shared partitions in the
SPP.

Note: The pool with identifier 0 is the default Shared Processor Pool.

When the MSPP section is displayed, you can move using the up and down
arrow keys to select a pool (its identifier highlights). Once a pool is selected,
pressing the f key shows the metrics of the shared partitions belonging to the
selected pool, as shown in Example 14-5.
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Example 14-5 Shared pool partitions listing in topas

Topas CEC Monitor Interval: 10 Mon Oct 13 14:34:05 2008
Partitions Memory (GB) Processors

Shr: 2 Mon:12.5 InUse: 6.1 Shr:1.7 PSz: 4 Don: 1.0 Shr_PhysB 0.02
Ded: 2 Avl: - Ded: 1 APP: 4.0 St1: 0.0 Ded_PhysB 0.00

pool psize entc maxc physb app mem muse

0 4.0 230.0 400.0 0.0 0.00 1.0 1.0

1 2.0 140.0 200.0 0.0 1.98 7.5 3.8

Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw Ent %EntC PhI
————————————————————————————————————— shared-----==--mm oo
NIM server A61 C3.02.9 4 0 O 098 0.01 518 0.40 1.9 O

DB_server A6l U4.50.9 4 0 0 099 0.01 401 1.00 0.5 O

Host 0S M Mem InU Lp Us Sy Wa Id PhysB Vcsw %istl %bstl %bdon %idon
———————————————————————————————————— dedicated--------=---mmmmmm -

Apps_server A61 D 4.01.2 2 0 0 099 0.00 225 0.00 0.00 0.00 99.65

| 14.4 AIX and Virtual I/0 Server CPU monitoring

There are several commands to monitor CPU utilization for Virtual I/O Server and
virtual I/O client (AIX). Each is covered in a separate section with reason why one
should be used over the others. When referring to Virtual I/O Server it is
assumed that command is executed from the restricted shell and not the root
shell.

| 14.4.1 Monitoring using topas

The topas command gathers general information from different metrics on a
g g
partition. The major advantage of this tool is that you can see all of the important
performance metrics of the partition in real time.

Basic display

In basic display mode topas is run without any argument as shown in
Example 14-6.
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Example 14-6 Basic topas monitoring

7590ch13_cpu_monitoring.fm

Topas Monitor for host: DB_server EVENTS/QUEUES FILE/TTY

Mon Oct 13 15:55:13 2008 Interval: 2 Cswitch 60 Readch  190.9K
Syscall 430 Writech 1589

Kernel 0.4 |# | Reads 54  Rawin 0

User 99.3 | Writes 3 Ttyout 250

Wait 0.0 | | Forks 0 Igets 0

Idle 0.3 |# | Execs 0 Namei 32

Physc = 1.00 %Entc= 99.9 Runqueue 1.0 Dirblk 0
Waitqueue 0.0

Network KBPS I-Pack 0-Pack KB-In KB-Out MEMORY

Total 1.2 5.0 1.0 0.3 0.9 PAGING Real,MB 4608
Faults 93 % Comp 18.8

Disk Busy% KBPS TPS KB-Read KB-Writ Steals 0 % Noncomp 2.2

Total 0.0 0.0 0.0 0.0 0.0 Pgspln 0 % Client 2.2
PgspOut 0

FileSystem KBPS TPS KB-Read KB-Writ Pageln 0 PAGING SPACE

Total 5.3 5.0 5.3 0.0 PageQut 0 Size,MB 512
Sios 0 % Used 1.1

Name PID CPU% PgSp Owner % Free 99.9

doh 348400 49.7 0.5 root NFS (calls/sec)

topas 250106 0.2 1.5 root SerV2 0 WPAR Activ 0

xmgc 49176 0.0 0.4 root C1ivz 0 WPAR Total 0

gil 69666 0.0 0.9 root SerV3 0 Press: "h"-help

ksh 335982 0.0 0.5 root C1iv3 0 "q"-quit

java 209062 0.0 80.3 pconsole

rpc.lock 262310 0.0 1.2 root

aixmibd 200806 0.0 1.0 root

You immediately get the most important CPU information for this partition:
» %FEntc = 99.9 and remains steady upon refresh (every 2 seconds)
This partition therefore uses all its entitlement.
» Physc=1.0
This partition consumes a whole CPU.
» User=99.3%
Most of the computation is spent in user mode.
» Runqueue =1
On average over 2s, only one thread is ready to run.
» Waitqueue = 0
On average over 2s, no thread is waiting for paging to complete.

Logical Partition display
In Example 14-7 the process named doh uses 49.7% CPU and the other
processes almost nothing. Yet Physc = 1.00 - Simultaneous multithreading is
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probably activated and the ksh process is not multithreaded. You can check this
by pressing L to toggle to the logical partition display as shown in Example 14-7.
Alternatively, this view can also be accessed by topas -L. The upper section
shows a subset of the Tparstat command statistics while the lower part shows a
sorted list of logical processors with a number of the mpstat command figures.

Example 14-7 Logical partition information report in topas (press L)

Interval: 2 Logical Partition: DB_server Mon Oct 13 16:27:01 2008
Psize: - Shared SMT ON Online Memory: 4608.0
Ent: 1.00 Mode: Capped Online Logical CPUs: 4
Partition CPU Utilization Online Virtual CPUs: 2
susr %sys %wait %idle physc %entc %1busy app vesw phint  %hypv  hcalls
99 0 0 0 1.0 99.90 25.00 - 418 26 0.4 397

LCPU minpf majpf intr csw icsw rung 1pa scalls usr sys _wt idl pc  Tcsw

Cpu0 0 0 175 28 14 0 100 13 5 50 0 46 0.00 121
Cpul 0 0 94 4 2 0 100 3 4 33 0 630.00 94
Cpu2 0 0 93 26 18 0 100 139 27 0 64 0.00 102
Cpu3 0 0 128 2 2 0 100 0100 0 0 01.00 100

This additional report confirms the initial thoughts:

» Shared SMT = ON - This confirms that simultaneous multithreading (SMT) is
active on this partition.

» You also notice that for the 2 virtual CPUs allocated to this partition, the SMT
provides 4 logical processors.

» %lbusy = 25% - Only a quarter of the logical processors are effectively in use.

» The detailed logical CPU activity listing appearing at the bottom of the report
also shows that only one of the logical CPUs is in use. This confirms that the
doh process is probably single-threaded. At this point, the ps command would
be used to get a deeper analysis of this process consumption.

Processor subsection display

If you are interested in individual logical processor metrics, typing c twice in the
main report screen moves to the individual processor activity report, as displayed
on Example 14-8.
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Example 14-8 Upper part of topas busiest CPU report

Topas Monitor for host: DB_server EVENTS/QUEUES FILE/TTY
Mon Oct 13 16:18:39 2008 Interval: 2 Cswitch 61 Readch 2
Syscall 35 Writech 115
CPU User% Kern% Wait% Idle% Physc Reads 1 Rawin 0
cpu2 99.9 0.1 0.0 0.0 1.00 Writes 1 Ttyout 113
cpul 4.6 35.4 0.0 60.1 0.00 Forks 0 Igets 0
cpul 3.6 53.8 0.0 42.6 0.00 Execs 0 Namei 2
cpu3 0.0 17.8 0.0 82.2 0.00 Runqueue 1.0 Dirblk 0

In this example, a single logical CPU is handling the whole partition load. By
observing the values one can pinpoint some performance bottlenecks. Indeed if
we consider the first report in Example 14-6 on page 423, %Entc is about 100%
and does not exceed this value. You can then make the following suppositions:

» Because this partition also has Physc = 1.0, it may run on a dedicated
processor.

» Ifit runs in a shared processor pool, it may be capped.

» Ifit runs in a shared processor pool, it may be uncapped but only have a
single virtual processor defined. Indeed, a virtual processor cannot consume
more processing units than a physical processor.

» Ifit runs in a shared processor pool, it may be uncapped but have reached the
maximum processing units for this partition as defined in its active profile.

| To move to logical partition report press L. In Example 14-7 on page 424, the
partition is capped and therefore runs in shared mode.

In Example 14-7 on page 424, you may have noticed that the Psize field is not

filled in. This value represents the global shared pool size on the machine, that is,

the number of the processors that are not used for running dedicated partitions.

To get this value, you have to modify the partition properties from the HMC or the

IVM. Then select the Hardware tab and check the Allow performance

information collection item and validate the change. The Psize value will then be
| displayed by topas.

| 14.4.2 Monitoring using nmon

Starting with the Virtual 1/0 Server release 2.1, AIX 5.3 TL9, and AIX 6.1 TL2,
nmon is included in the default installation. In order to use nmon, in the Virtual I/O
Server follow the steps described below:

1. Execute topas command at the shell prompt.
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Topas Monitor for host:

Mon MNow 3 09:11:28
CPU Kernk
ALL 0.1 2.4
Network I-P
Total 1
Disk Busys:

Total z0.0 43

FileSystem

Total

HNawme PID
syncd 147602
seaproc 163924
Topas 345296
getty 213150
Topas 311364
seaproc 159842
sched 122949
il 5737z
=shd 274632
cimserve 315602
accesspr 1z3060
netm 53274
IEM.CSMAL 364764
errdemon 51982
ldwp_ pra 6074
target_k anivz
&oct_wri 24380
shlapéd 95424
Writesrwv 102632
Ll 1068578

wion=s1 EVENTS/ QUEUES FILE/TTY
zoos Interval: 2 Cswitch 220 Readch 323
Syscall wo Writech 721
WMaics Idle% FPhysco Ento Reads 1 Fawin a
o.o a7.58 0.o1 3.7 Writes 3 Ttyout 3351
Forks 0 Igets ul
ack O-Pack KE-In KE-Out Execs 0 MNamei 1
2.0 2.0 1.0 0.5 Rungueus o.o Dirblk o
Waitccueus a.a
TP3 KE-Read KE-Trit MEMORY
o.0 g81.0 306.0 1z24.0 PAGING Real, MBE 1024
Faults a % Comp B7.7
TPS KE-Read KE-Writ Steals o % Noncomp 18.8
1.0 0.3 o.o Fospln 0 % Client 18.5
Pgspout o
CPU% PogSp Owner PagelIn [u] PAGIMNG SPACE
a.3 0.5 root Pagelut a Zize,ME 1536
0.3 1.0 root Sios o % Used o.o
0.z 1.5 root % Free i0o0.0
0.1 0.6 root NFS (calls/sec)
0.1 i0.5 root Serva 0 WPAR Actiwv a
o.1 1.0 root C1ivz 0O WPAR Total o
0.1 0.4 root Servs o FPress: "h"-help
a.a 0.9 root C1iv3 a fogff—ouit
o.o 0.9 padmin
0.0 69.4 root
o.o 0.8 root
o.o 0.4 root
0.0 2.5 root
o.o 0.7 root
0.0 0.5 root
o.o 0.5 root
o.o 0.6 root
0.0 0.4 root
o.o 0.3 root
0.0 0.4 root

Figure 14-5 topas displaying monitoring information.

2. When the topas screen is displayed, type ~ (tilde) and this results in the

display of the screen shown in Figure 14-6

TOPAS-NHON

2 -

2 -

4z08 -
PowerPC_POWERE -
64 hit -

64 hit -
3,ATE6Ll -
6.1.2.1 TLOZ -
aixel -

aixel -
101F170 -
IEM,5117-MNL -

For online help type: h

For command line option help:
quick-hint

full-details

To start mmon the Same way every time?

set NMON ksh wvarisble, for example:

export NMON=cmt

nmon =7
nmon —h

CPU= currently
CPU=z configured
MH=z CPU clock rate
Processor

Hardware

Kernel

Logical Partition
AIX Kernel Version
Hostname

Node/ WPAR MName
Serial Nunber
Machine Type

Figure 14-6 |Initial screen of NMON application.
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Note: To switch between the nmon and topas application displays type ~.

3. To get help on monitoring the available system resources type ? and this
results in the display of the help screen (see Figure 14-7)

reset peak counts
ResourcesCPU/HW/ MHz/ ATX

LPAR dtats (if LPAR)
Phy=sicalCPU if SPLPAR

Paging Space

Switch to topas screen

Disks %Busy Map

Volume Group stats
Verbhose=0K/ Warn/Danger
JF3 Usage stats
MNet/Disk EB<--3>MB

agic 2=CPU-Use 3=CPU(default) 4=Size 5=Disk-I/0O

only busy disks & procs

ELF most-keys-toggle-on/off
h = Help information o = Quit nmon o=
+ = double refresh time - = half refresh r =
o = CPU by processor C=upto 12§ CPUs p =
1 = CPU avy longer term k = Kernel Internal # =
m = Memwory & Paging M = Multiple Page Sizes P =
d = DiskI/O Graphs I = DiskIQ +3ervice times o =
& = Disk Adapter = = EB3 wpath stats Vo=
* = FC Adapter (fostat) 2 = VICOS 3EL (entstat) W=
n = Network stats N=NF3 stats (NN for wv4) i =
L = Asyne IS0 Serwvers w = see AIX walt procs r=rr=
b = blackéwhite mode g = User-Defined-Disk-Groups (see cmdline —go)
t = Top-Process ———3 1=h
u = Top+omd arguments U = Top+WLM Classes =
W = WLM 3Jection 3 = WLM 3ubClasses)

Need more details? Then stop nmon and use: mmon -2

Figure 14-7 Display of command help for monitoring system resources

4. Now use the letters to monitor the system resources. For example to monitor
CPU activity, type ¢ (Figure 14-8).

Host=aixél Refresh=2 secs——13:48.21
EntitledCPU= 0.50 UsedCPU= 0O.00
CFUs a z5 50 75

r—topas mmon—P=Paging3pace

mall-View

Logical
CPU Users

100
Syss Taiti: Idlex| | | | |

a 0.0 0.0 0.0 100.0]> |
1 0.0 0.0 0.0 100.0]= |
EntitleCapacity/VirtualCPU
EC 0.1 0.3 0.0 0.3 |
VP 0.0 0.2 0.0 0.%] |
EC= 0.7% VP= 0.3% +--No Cap---| 100% WP=1 CPU+

Figure 14-8 Monitoring CPU activity with NMON
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5. To monitor additional resources other than the one that you are currently
monitoring, just type letter against that system resource (refer to the help
screen in Figure 14-7). For example in addition to monitoring the CPU activity,
to monitor the network resources type n and display adds the network
associated resources activity to the existing display as shown in Figure 14-9

Host=aix6l————Refresh=2 secs—13:50.5
EntitledCPU= 0.50 UsedCPU= 0.00
Logical CPUs ] 25 50 75 100
CPT Users Sysi Waics Icdled| | | | |
[n) o.a 0.0 0.0 100.0] > |
1 o.o 0.0 0.0 100.0] b |
EntitleCapacicy/VircualCPU
0.3 0.0 0.3] |
0.z 0.0 0.2 |
Vp= 0.3% +--Ho Cap-———| | 100% WP=1 CPU+
Network
I/F Mame Recwv=EE/s Trans=KBE/s packin packout insize outsize Peak->Recw TransEE
enl 0.4 0.1 7.0 1.0 57.0 129.0 1.0 1.2
LloO o.o o.o 0.0 o.o o.o 0.o 0.o o.o
Total a.o 0.0 in Mbytes/second crrerflow=0
I/F MName MTU ierror ocerror collision Mbits/s Description
enl 1500 u} a a 2047 Standard Ethernet Network Interface
lo0 16896 a ] a 0 Loopback MNetwork Interface

Figure 14-9 NMON monitoring of CPU and network resources.

6. To quit from the nmon/topas application type q and this will take the user back
to the shell prompt.

| 14.4.3 Monitoring using vmstat

When you want to focus only on processor and memory consumption, the vmstat
command is a good alternative to topas because you can see the short term
evolution in the performance metrics on regular intervals.

This command works on Virtual I/O Server in similar way as it works for virtual
I/O client with AIX.

Considering CPU consumption monitoring, the vmstat command shows trends
for the partition consumption.

In Example 14-9, you see that the values remain stable during the observation
period. This reflects steady system consumption. In this example utilization is
printed every 5 seconds endlessly. If you want only certain number of iterations
(lets say 10) then use vmstat -wI 5 10.

Example 14-9 Monitoring with the vmstat command

# vmstat -wl 5
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System configuration: 1cpu=8 mem=4608MB ent=1.00

kthr memory page faults cpu

r b p avm fre fi fo pi po fr sr in sy cs us sy id wa pc ec
8 0 O 247142 943896 0 0 0 0 0 0 7 95 17199 0 0 0 3.93 393.0
8 0 O 247141 943897 0 0 0 0 0 0 5 42 16799 0 0 0 3.85 384.6
8 0 O 247141 943897 0 0 0 0 0 0 6 29 16199 0 0 0 3.94 393.8
8 0 O 247141 943897 0 0 0 0 0 0 9 37 16599 0 0 0 3.92 391.6
8 0 O 247141 943897 0 0 0 0 0 0 3 34 16499 0 0 0 3.93 392.6
8 0 O 247141 943897 0 0 0 0 0 0 6 34 16199 0 0 0 3.78 378.1
8 0 O 247141 943897 0 0 0 0 0 0 5 28 16299 0 0 0 3.73 372.7

Most of the information can be displayed using topas command too (as shown in
Example 14-6 and Example 14-7). Fields are described as:

Physical CPU consumption:
pcin vmstat (PhysC in topas)

Percentage of entitlement consumed:
ec in vmstat (%EntC in topas)

Consumption type:  us/sylid/wa in vmstat (User/Kernel/ldle/ Wait in topas)
Logical CPUs: lepu in vmstat (Online Logical CPUs in topas)
Partition entitlement: ent in vmstat (Ent in topas)

Runqueue: Field 7 in kthr column in vmstat (RunQueue in topas). It
denotes the number of threads that are runnable, which
includes threads that are running and threads that are
waiting for the CPU.

Waitqueue: Field & in kthr column in vmstat ( WaitQueue in topas). It
denotes the average number of threads that are blocked
either because they wait for a file system I/O or they were
suspended due to memory load control

Threadqueue for I/0 raw devices:
Field p in kthr column in vmstat (no corresponding field in
topas). It shows the number of threads waiting on I/O to
raw devices per second. This does not include threads
waiting on 1/O to file systems.

Just like in the topas tool, the first focus should be on the r field value to
determine the number of virtual processors that could be used at some time.

| 14.4.4 Monitoring using Iparstat
The 1parstat command provides an easy way to determine whether the CPU

resources are optimally used. This command does not work for Virtual I/O
Server. Example 14-10 shows how 1parstat command can be used to display
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CPU utilization metrics at an interval of 1 second for 2 iterations. If you want to
obtain endless CPU utilization metrics without stopping at an interval of 1 sec
use lparstat -h 1.

Most of the fields in Example 14-10 are same as explained for topas and vmstat
commands in previous sections. Two unexplained fields are described as:

» [busy shows the percentage of logical processor utilization that occurs while
executing in user and system mode. If this value approaches 100% it may
indicate that the partition could make use of additional virtual processors. In
this example it is about 25%. Because Icpu is 4 and %entc is about 100%, the
partition is probably running a single-threaded process consuming much
CPU.

» app shows the number of available processors in the shared pool. Because in
this example psize = 2, ent = 0.4 and %entc =100, the remaining processing
resource on the whole system would be around 1.6. As the app field is 1.59,
you can conclude that the other partitions on this system consume almost no
CPU resources.

Note: The app field is only available when the Allow performance information
collection item is selected for the current partition properties.

Example 14-10 Monitoring using the Iparstat command

# lparstat -h 1 2
System configuration: type=Shared mode=Capped smt=0On 1cpu=4 mem=4096 psize=2 ent=0.40
%user %sys %wait %idle physc %entc 1lbusy app vcsw phint %hypv hcalls

0 99.9 27.5 1.59 521 2 13.5 2093
.40 99.9 25.0 1.59 518 1 13.1 490

You have access to all these metrics using topas -L too, but using Tparstat you
can see short term evolution of these values. For more information on topas -L,
refer to 14.4.1, “Monitoring using topas” on page 422.

Monitoring variable processor frequency

There are two main reasons for processor frequency to vary as described in
14.2.4, “Scaled Processor Utilization of Resources Register (SPURR)” on
page 414. It can vary in following ways:

» Down - to control power consumption or fix a heat problem

» Up - to boost performance
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The impact on the system can be monitored using the Tparstat command. When
the processor is not running at nominal speed the %nsp field is displayed showing
the current average processor speed as a percentage of nominal speed.

This is illustrated in Example 14-11.

Example 14-11 \Variable processor frequency view with Iparstat

# lparstat

System configuration: type=Shared mode=Uncapped smt=0n Tcpu=2 mem=432 psize=2 ent=0.50
%user %sys %wait %idle physc %entc lbusy vcsw  phint %nsp %utcyc

80.5 10.2 0.0 9.3 0.90 0.5 90.5 911944 434236 110 9.1

# lparstat —d

System configuration: type=Shared mode=Uncapped smt=0n Tcpu=2 mem=432 psize=2 ent=0.50
%user %sys %wait %idle physc %entc %nsp %utuser %utsys %utidle %utwait

70.0 20.2 0.0 9.7 0.5 100 110 5.01 1.70 2.30 0.09

In this example, we see that the processor is running above nominal speed
because %nsp > 100.

Accounting is disabled by default in Turbo mode, it can be enabled using SMIT
panel. If accounting is disabled and the processor is running above nominal
speed, the %utcyc is displayed. It represents the total percentage of unaccounted
turbo cycles. In this example, 9.1% of the cycles were unaccounted. Indeed if
turbo accounting mode is disabled, the CPU utilization statistics are capped to
the PURR values.

In Example 14-11 we also see new metrics displayed by 1parstat -d because
turbo mode accounting is disabled and the processor is running above nominal
speed:

» %utuser shows the percentage of unaccounted turbo cycles in user mode.

» %utsys shows the percentage of unaccounted turbo cycles in kernel mode.
» %utidle shows the percentage of unaccounted turbo cycles in idle state.

» %utwait shows the percentage of unaccounted turbo cycles in I/O wait state.

14.4.5 Monitoring using sar

The sar command provides statistics for every logical processor. It can be used
in 2 ways:
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Real time CPU utilization metrics

It can show real time CPU utilization metrics sampled at an interval for the
specified number of iterations. Example 14-12 shows two iterations of CPU
utilization for all the processors at an interval of 3 second. It is not possible to
show continous metrics without stopping unlike other commands.

Example 14-12 Individual CPU Monitoring using the sar command

# sar -P ALL 3 2
AIX VIO _Serverl 3 5 00COF6A04C00 10/14/08

System configuration: lcpu=2 ent=0.30 mode=Uncapped

11:33:28 cpu susr %sys %wio %idle physc  %entc
11:33:31 0 3 85 0 12 0.01 2.8
0 36 0 63 0.00 0.4

U - - 0 96 0.29 96.8

- 0 3 0 97 0.01 3.2
11:33:34 0 4 63 0 33 0.00 1.1
1 0 35 0 65 0.00 0.4

] - - 0 98 0.30 98.5

- 0 1 0 99 0.00 1.5

Average 0 3 79 0 18 0.01 1.9
1 0 36 0 64 0.00 0.4

u - - 0 97 0.29 97.6

- 0 2 0 98 0.01 2.4

You see in Example 14-12 that the activity of individual logical processors is
reported. The U line shows the unused capacity of the virtual processor.

You have information we already saw using the topas command:
» physccin sar = pc in mpstat = PhysC in topas = physical CPU consumption

» %entc in sar = %ec in mpstat = %EntC in topas = percentage of entitlement
consumed

CPU utilization metrics from a file

It can extract and show previously saved CPU utilization metrics which was
previously saved in a file (/var/adm/sa/sadd, where dd refers to current day). The
system utilization information is saved by two shell scripts (/usr/1ib/sa/sal and
/usr/1ib/sa/sa2) running in background. These shell scripts are started by the
cron daemon using crontab file /var/spool/cron/crontabs/adm.

Collection of data in this manner is useful to characterize system usage over a
period of time and determine peak usage hours.
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Example 14-13 shows sar command working on a previously saved file.

7590ch13_cpu_monitoring.fm

Example 14-13 sar command working a previously saved file

# 1s -1 /usr/adm/sa/

total 112
=rW=r--r--
-rW-r--pr--
-rW-r--r--

1 root
1 root
1 root
# sar -f /usr/adm/sa/sa03

sys
sys
sys

AIX aix6l 1 6 00C1F1704C00

tem
tem
tem

21978 Nov 03 10:25 sa03
26060 Oct 30 17:04 sa30
780 Nov 03 10:25 sar03

11/03/08

System configuration: lcpu=2 ent=0.50 mode=Uncapped

10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:

25:
25:
25:
25:
25:
25:
25:
25:
25:
25:
25:

09
12
13
14
15
16
17
18
19
20
21

Average
# sar -P ALL -f /usr/adm/sa/sa03

%us

OO OO OO OO O3

0

N

sy

(=N NeloNeololeN-D S aiil

0

AIX aix6l 1 6 00C1F1704C00

%wi

OO OO ODOOO O OO0

0

%idle

98

99
100
100
100
100
100
100
100
100

99

11/03/08

physc

0.
.01
.00
.00
.00
.00
.00
.00
.00
.00

O OO OO OO oo

o

01

.01

9
e

System configuration: 1cpu=2 ent=0.50 mode=Uncapped

10:25:09 cpu

10:25:12

10:25:13

10:25:14

10:25:15

0

— O 1 CHHO I CH—LO I CP

s
5

%Sys
35
50

1
57
49

1
50
47

0
51
47

N

wi

OO OO OO OOODOOCOOOCOoOOo

%idle

11
50
98
98
25
51
99
99
44
53
99
100
43
53

physc
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U - - 0 99 0.50 99.2
0 0 0 100 0.00 0.8
Average 0 32 43 0 25 0.00 0.8
1 0 48 0 52 0.00 0.3
] - - 0 99 0.49 98.9
- 0 0 0 99 0.01 1.1
sar command does not work for Virtual I/O Server.

| 14.4.6 Monitoring using mpstat

The mpstat command provides the same information as sar but it also provides
additional information on the run queue, page faults, interrupts, and context
switches. If you are not interested in that kind of information, using the sar
command provides a simpler output.

Both commands can also provide a lot more information when using additional
parameter flags. Refer to the commands man page for more information.

Note that the mpstat command displays these specific metrics:

» mig - number of thread migrations to another logical processor

» [Ipa - number of re-dispatches within affinity domain 3

» ics - involuntary context switches

» mpc - number of mpc interrupts. These are proactive interrupts used to
ensure rapid response to a cross-CPU preemption request when the
preempting thread is considered a “real time” thread.

» cs - logical CPU context switches
In Example 14-14 you see that there are some standard logical CPU context
switches. Yet no thread was forced to migrate to another logical processor. In this

example is will display output endlessly without stopping. To use mpstat for only
specified number of iterations (lets say 10) use mpstat 3 10.

Example 14-14 Individual CPU Monitoring using the mpstat command

# mpstat 3

System configuration: 1cpu=2 ent=0.3 mode=Uncapped

cpu min maj mpc int c¢s idics rqg mig 1pa sysc us sy wa id pc %ec lcs
0 0 0 0 141 117 6l 0 0100 45 364 0330.00 1.0 145
1 0 0 0 182 0 0 0 0 - 0 033 067 0.00 0.4 130
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U - - - - - - - - - - 0980.299.0 -
ALL 0 0 0 323 117 61 0 0100 45 0 1 099 0.00 1.4 275
0 1 0 0 158 172 8 0 0100 53 563 0320.00 1.2 169
1 0 ©0 019 0 0 0 0 - 0 034 0660.00 0.4 140
U - - = - - - - - - - - -090.299.8 -
ALL 1 0 0 352 172 8 0 0100 53 0 1 099 0.00 1.6 309

mpstat does not work for Virtual I/O Server.

14.4.7 Report generation for CPU utilization

At the time of writing this book, report generation was not an option provided for
Virtual I/O server through restricted shell. In order to start report generation you
need to enable that from root shell. Report generation will work on virtual 1/0
client with AIX.

Continuous CPU monitoring using topas

Data collection in topas for continuous monitoring can be enabled, so that
statistics can be collected and an idea of the load on the system can be
developed. This functionality was introduced in AIX V5.3 TL 4.

This data collection involves several commands. The xmwlm command is started
with the inittab. It records data such as CPU usage, memory, disk, network and
kernel statistics. The topasout command generates reports based on the
statistics recorded by the xmwlm command. The topas -R command may also be
used to monitor cross-partition activities.

The easiest way to quickly set up data collection with topas is to use the
associated SMIT interface.
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In order to take a report you need to start recording first (unless its already
started) as shown in Figure 14-10 using the smitty topas command.

Topas

Move corsor to desired item and press Enter.

Add Host to topas external suobnet search file (Rsi.hosts)
List hosts in topas external suobnet search file (Rsi.hosts)

List Awailable Recordings
Stop Recording

List completed recordings
Generate Report

Fi=Help F2=Refresh F3=Cancel

F=Image
F9=Shell Fi0=Exit

Enter=Do

Figure 14-10 smitty topas for CPU utilization reporting

From there you can select the kind of recording you want for report generation. In
this example we have chosen CEC recording. You need to specify the path
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where the recording output file will be saved in Output Path field as shown in

Figure 14-11.

7590ch13_cpu_monitoring.fm

Start

Type of Recording

Length of Recording

* Recording intervals in seconds
* Number of Samples

Outpont Path

Fi=Help F2=Refresh
F5=Reset Fé=Command
F9=5hell F10=Exit

Local CEC recording

Type or select wvalmes in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
Ccec

hour

[60]

[60]

{/<to/pers/dai 1y}
F3=Cancel F4=List
FT=Edit F8=Image
Enter=Do

Figure 14-11 Local CEC recording attributes screen

Following types of recordings can be selected through the interface:

CEC Recording

It monitors cross-partition activity (only available on AIX
5.4 TL5 and later). It starts topas -R daemon. These

reports are only available when the Allow performance
information collection item is selected for the partition on

the HMC.

Local Recording

It monitors the current partition activity. It starts the
xmwlm -L daemon. This daemon is active by default.

Once it successfully completes you can start generating the report from smitty

topas —> Generate Report — Filename or Printer and specify the path as
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shown in Figure 14-12. You might have to wait for some time so that some data is
logged into the report file.

Path to locate the recording File

Type or select a valme for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fields]

LllFath to Locate the recording file) jl/ete/perf/dailyj +

Fil=Help F2=Refresh Fi=Cancel F4=List
FE=Reset Fée=Command FT=Edit FE=Image
F9=5hell FiD=Exit Enter=Do

Figure 14-12 Report generation

After that you need to specify the Reporting Format on the next screen. Using F4
you can see all the available formats as shown in Figure 14-13.
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Reporting Format

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

Reporting Format
Move cursor to desired item and press Enter.

1 comma separated
2 spreadsheet

3 detailed

disk summary
network summary
hibeiled i)

Adapter

Virtumal Adapter

(=R = I < R &

| Fi=Help F2=Refresh F3=Cancel
F1l| F8=Image Fil0=Exit Enter=Do
F5| /=Find n=Find Next

Figure 14-13 Reporting Formats

Formats of various Reports
» comma_separated

#Monitor: xmtrend recording--- hostname: Apps_server ValueType: mean
Time="2008/14/10 17:25:33", CPU/gluser=19.62
Time="2008/14/10 17:25:33", CPU/glkern=2.48
Time="2008/14/10 17:25:33", CPU/glwait=12.83

» spreadsheet - produces a file that can be opened by spreadsheet software.

"#Monitor: xmtrend recording --- hostname: Apps_server" ValueType: mean
"Timestamp" "/Apps_server/CPU/gluser" "/Apps_server/CPU/glkern" . . . .

"2008/14/10 17:25:33" 19.62 2.48 12.83 65.07 1.00 6.10 0.00
"2008/14/10 17:30:33" 0.04 0.24 0.06 99.66 1.00 6.10 0.00 . . .

» detailed - provides a detailed view of the system metrics.

#Report: System Detailed --- hostname: Apps_server

version:1.2

Start:14/10/08 17:25:33 Stop:14/10/08 23:50:26  Int: 5 Min Range: 384 Min

Time: 17:30:32 =----mmmmmmmmm e e -

CONFIG CPU MEMORY PAGING

Mode Ded Kern 2.5 Sz,GB 4.0 Sz,GB 0.5
LP 2.0 User 19.6 InU 0.8 InU 0.0
SMT ON Wait 12.8 %Comp  19.2 FIt 2382
Ent 0.0 Idle 65.1 %NonC 2.8 Pg-1 404
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Poolid - PhyB 22.1 %CInt 2.8 Pg-0 4
Entc 0.0

PHYP EVENTS/QUEUES NFS

Bdon 0.0 Cswth 602  SrvV2 0

Idon 0.0 Syscl 6553 C1tv2 0

Bstl 0.0 RunQ 1 SrvV3 0

Istl 0.0 WtQ 2 Cltv3 0

Vcsw  456.4

Phint 0.0

Network KBPS  I-Pack 0-Pack KB-1 KB-0

en0 1.6 10.4 5.1 1.0 0.6

100 0.2 0.8 0.9 0.1 0.1

» summary - presents the consolidated view of system information.

Report: System Summary --- hostname: Apps_server version:1.2
Start:14/10/08 17:25:33  Stop:14/10/08 23:50:26 Int: 5 Min Range: 384 Min
Mem: 4.0 GB Dedicated SMT: ON Logical CPUs: 2

Time InU Us Sy Wa Id PhysB RunQ WtQ CSwitch Syscall PgFault %don %stl
17:30:32 0.8 20 2 13 65 22.10 1.2 1.7 602 6553 2382 0.0 0.0
17:35:32 0.8 0 0 0 100 0.28 0.7 0.2 164 46 6 0.0 0.0
17:40:32 0.8 0 0 0 100 0.36 1.2 0.0 167 74 25 0.0 0.0

» disk_summary - provides information about the amount of data that is read or
written to disks.

Report: Total Disk I/0 Summary --- hostname: Apps_server

version:1.1

Start:14/10/08 17:25:33  Stop:14/10/08 23:50:26 Int: 5 Min Range: 384 Min
Mem: 4.0 GB Dedicated SMT: ON Logical CPUs: 2

Time InU  PhysB  MBPS TPS  MB-R  MB-W

17:30:32 0.8 22.1 1.1 132.1 1.0 0.
17:35:32 0.8 0.3 0.0 1.1 0.0 0.
17:40:32 0.8 0.4 0.0 0.6 0.0 0.

o O =

» network_summary - provides information about the amount of data that is
received or sent by the network interfaces.

#Report: System LAN Summary --- hostname: Apps_server version:1.1
Start:14/10/08 17:25:33 Stop:14/10/08 23:50:26  Int: 5 Min Range: 384 Min

Mem: 4.0 GB Dedicated SMT: ON Logical CPUs: 2

Time InU  PhysB  MBPS MB-I MB-0 Rcvdrp Xmtdrp

17:30:33 0.8 22.1 0.0 0.0 0.0 0 0
17:35:33 0.8 0.3 0.0 0.0 0.0 0 0
17:40:33 0.8 0.4 0.0 0.0 0.0 0 0
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» nmon - generates a nmon analyzer report that can be viewed with the nmon
analyzer as described in 14.4.2, “Monitoring using nmon” on page 425.
CPU_ALL,CPU Total ,User%,Sys%,Wait%,Idle%,CPUs,

CPUO1,CPU Total ,User%,Sys%,Wait%,Idle%,

CPU0O,CPU Total ,User%,Sys%,Wait%,Idle%,

CPUO3,CPU Total ,User%,Sys%,Wait%,Idle%,

CPUO2,CPU Total ,User%,Sys%,Wait%,Idle%,

DISKBUSY,Disk %Busy ,hdisk0,cd0,cdl,hdisk2,hdiskl,cd0,hdisk2,hdiskl,
DISKREAD,Disk Read kb/s ,hdisk0,cd0,cdl,hdisk2,hdiskl,cd0,hdisk2,hdiskl,

You can also use the topasout command directly to generate the reports. See its
man page for more information.

Note: The topas -R and xmwlm daemons store their recordings into the
/etc/perf directory by default. topas -R stores its reports into files with the
topas_cec.YYMMDD name format. xmwlm uses the daily/xmwim.YYMMDD
file name format.

Recordings cover single-day periods (24 hours) and are retained for 2 days
before being automatically deleted in AIX V5.3 TL4. This was extended to 7
days in AIX V5.3 TL5. This consequently allows a week’s worth of data to be
retained on the system at all times.

The topasout command can generate an output file that can be transmitted to
the nmon analyzer tool. It uses the file generated by the xmwlm daemon as input.

To generate output that can be transmitted to the nmon analyzer tool, run the
following commands:
» To process a topas cross-partition report, run topasout -a with the report file:
# topasout -a /etc/perf/topas_cec.071205
The result file is then stored into /etc/perf/topas_cec.071205.csv.
» To process a local xmwlm report, run topasout -a with the report file:
# topasout -a /etc/perf/daily/xmwim.071201
The result file is then stored into /etc/perf/daily/xmwim.071201.csv.

You then FTP the resulting csv file to your station running Microsoft Excel (using
the ASCII or TEXT options).

Now open the nmon_analyser spreadsheet, select Analyse nmon data and
select the csv file you just transferred.
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It then generates several graphs ready for you to study or write a performance
report.

Continuous CPU monitoring using sar

sar command can be used to display CPU utilization information in a report
format. This report information is saved by two shell scripts which are started in
background by a crontab job. For more information refer to the section “CPU
utilization metrics from a file” on page 432.

| 14.5 IBM i CPU monitoring

442

Since IBM i client CPU allocations and usage are not visible for Virtual I/O Server
cross-partition monitoring tools like topas we show some examples for IBM i CPU
monitoring using native IBM i tools.

Real-time CPU monitoring on IBM i

For real-time CPU monitoring on IBM i the WRKSYSACT command can be used
shown in Figure 14-14.
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Work with System Activity E101F170
10/29/08 17:05:43
Automatic refresh in seconds . . . . . . . . . . . . . . ... 5
Job/Task CPU filter . . . . . . . ¢ v v v v v v v i e e e e e e .10
Elapsed time . . . . . . : 00:00:11 Average CPU util . . . . : 53.4
Virtual Processors . . . . : 2 Maximum CPU util . . . . . : 56.3
Overall DB CPU util 25.1 Minimum CPU util . . . . . : 50.4
Current processing capacity: 1.00
Type options, press Enter.
1=Monitor job  5=Work with job
Total Total DB
Job or CPU  Sync Async CPU
Opt Task User Number Thread Pty Util 1/0 I/0  Util
ASP010001 QDEXUSER 013366 00000002 90 20.2 1257 14917 12.1
ASP010003 QDEXUSER 013368 00000001 9 18.6 1146 24916 10.7
ASP010002 QDEXUSER 013367 00000001 9 4.8 746 13793 1.0
ASP010004 QDEXUSER 013369 00000001 10 3.9 374 11876 1.4
SMIOSTCPGF 0 .3 0 0 .0
QTSMTPCLTD  QTCP 013335 00000002 35 .1 0 0 .0
More...
F3=Exit Fl0=Update list Fll=View 2 F12=Cancel F19=Automatic refresh

F24=More keys

Figure 14-14 IBM i WRKSYSACT command output

The Work with System Activity screen shows the current physical and virtual
processor allocation to the IBM i partition and CPU utilization percentages for

average, maximum and minimum utilizations as well as the CPU utilization by all
jobs performing database processing work (Overall DB CPU util). Additionally a
list of jobs or system tasks sorted with the ones consuming the most processing
time listed at the top is shown. Selecting F10=Update list refreshes the display
with current information — the refresh interval should be 5s or longer so the
sampled data is statistically meaningful. Using the F19=Automatic refresh
function for automatically refreshing the display with the specified interval
duration in Automatic refresh in seconds allows to easily identify jobs
consuming a lot of processing time as they would appear repeatedly in the top
part of the list.

Note: The CPU utilization can actually exceed 100% for an uncapped 1BM i
partition using a shared processor pool and reach up to the percentage value
for the number of virtual processors.
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For further information about IBM i performance management tools refer to IBM
eServer iSeries Performance Management Tools, REDP-4026.

Long-term CPU monitoring on IBM i

For long-term monitoring of CPU usage the IBM Performance Tools for i5/0OS
licensed program (5761-PT1) can be utilized which allows to generate a variety
of reports from QAPM* performance database files created from Collection
Services data. IBM Performance Tools for i5/0S functions are accessible on IBM
i 5250 sessions via a menu using the STRPFRT or GO PERFORM command and via
native CL commands like PRTSYSRPT, PRTCPTRPT, PRTACTRPT etc. Example 14-15
shows a spool file output from a component report for component interval activity
we created via the following command:

PRTCPTRPT MBR(Q302160328) TYPE(*INTERVAL)
Example 14-15 IBM i Component Report for Component Interval Activity

102908  22:17:3
Component Interval Activity

Component Report

Page
Member . . . : Q302160328 Model/Serial . : MMA/10-1F170 Main storage . . : 8192.0 MB Started . . . . : 10/28/08
16:03:2

Library . . : QPFRDATA  System name . . :E101F170 Version/Release : 6/ 1.0 Stopped . . . . : 10/28/08
17:15:0

Partition ID : 005 Feature Code . :5622-5622 Int Threshold . : .00 %

Virtual Processors: 2 Processor Units : 1.00

Uncap Int  Int DB  ----- Disk I/0 ------ High Pool

Excp

Ity Tns Rsp DDM  -CPU Utilization- CPU Feat CPU Cpb  ----- Per Second ---- -- Util -- -Faults/Sec-
per

End /Hour  /Tns I1/0 Total Inter Batch Avail Util >Thld Util Sync Async Disk Unit Mch User ID
Second

16:05 0 .00 0 72.2 .0 72.2 199.9 .0 0 8.2 1127.4 189.6 95 0002 99 1081 02
114.4

16:10 1056 .07 0 8.7 .0 8.7 200.0 .0 0 .0 155.6 26.1 16 0002 4 92 02
12.6

16:15 492 .14 0 8.0 .0 8.0 199.9 .0 0 2.1 31.1 78.9 5 0002 1 5 02
8.5

16:20 300 .04 0 52.8 .0 52.8 200.0 .0 0 42.4 121.2 6287.0 78 0001 0 5 02
3.4

16:25 0 .00 0 48.8 .0 48.8 200.0 .0 0 44.0 133.2 6601.0 78 0001 0 5 02
1.2

16:30 24 .00 0 50.0 .0 50.0 200.0 .0 0 45.5 129.2 6764.7 78 0001 0 0 02
1.5

16:35 876 .08 0 49.6 .0 49.6 200.0 .0 0 45.0 137.6 6814.3 78 0001 1 2 02
.9

16:40 348 .00 0 48.5 .0 48.5 200.0 .0 0 44.2 132.4 6628.2 79 0001 0 0 03
.8

16:45 204 .00 0 48.5 .0 48.5 199.9 .0 0 43.9 128.9 6618.3 78 0001 0 0 02
.5

More...

Itv End -- Interval end time (hour and minute)

Tns /Hour -- Number of interactive transactions per hour

Rsp /Tns -- Average interactive transaction response time in seconds

DDM I/0 -- Number of Togical DB I/0 operations for DDM server jobs
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Total CPU Utilization -- Percentage of available CPU time used by interactive and batch jobs. This is the average

of all processors
Inter CPU Utilization -- Percentage of available CPU time used by interactive jobs. This is the average of all
processors
Batch CPU Utilization -- Percentage of available CPU time used by batch jobs. This is the average of all processors
Uncap CPU Avail -- Percentage of CPU time available to this partition in the shared processors pool during the
interval

in addition to its configured CPU. This value is relative to the configured CPU available for

this

partition.
Int Feat Util -- Percentage of interactive feature used by all jobs
Int CPU >Th1d -- Interactive CPU time (in seconds) over threshold
DB Cpb Util -- Percentage of database capability used to perform database processing

oo

It is recommended to regularly monitor the CPU utilization to be able to take
proactive measures like ending jobs or adding processor allocations to prevent
response time impacts for the users. As a performance rule of thumb the IBM i
average CPU utilization for high priority jobs (RUNPTY of 25 or less) depending
on the number of available physical processors as derived from queuing theory
should be below the percentage values shown in Table 14-3.

Table 14-3 IBM i CPU utilization guidelines

Number of Processors CPU utilization guideline
1-way 70
2-way 76
3-way 79
4-way 81
6-way 83
8-way 85
12-way 87
16-way 89
18-way 90
24-way 91
32-way 93

To monitor the cumulative CPU utilization according to job type run priority values
the IBM Performance Tools for i5/0S system report for resource utilization
expansion can be used (available via the IBM Performance Tools for i5/0S
Manager Feature, 5761-PT1 option 1) as shown in Example 14-16 we created
using the following command:
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PRTSYSRPT MBR(Q302160328) TYPE(*RSCEXPN)

Our example resource utilization expansion report e.g. shows that all high run
priority jobs with run priority equal or less than 25 consumed 7.9% CPU
utilization while all jobs and system threads including the lower priority ones used
44 .8% of available processing time in average for the selected report time frame
on Oct. 28th between 16:03 and 17:15.

Example 14-16 IBM i System Report for Resource Utilization Expansion

System Report 10/29/08 22:25:3
Resource Utilization Expansion
Page 000
Member . . . : Q302160328 Model/Serial . : MMA/10-1F170 Main storage . . : 8192.0 MB Started . . . . : 10/28/08
16:03:2
Library . . : QPFRDATA  System name . . : E101F170 Version/Release : 6/ 1.0 Stopped . . . . : 10/28/08
17:15:0
Partition ID : 005 Feature Code . : 5622-5622 Int Threshold . : .00 %
Virtual Processors: 2 Processor Units : 1.00
Job CPU Cum  mmmeeeeee- Disk I/0 --------- ---- CPU Per I/0 ---- =----- DIO

/Sec 