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Preface

Every construction project relies on a few critical components. This is true whether you are
building a house or an e-business on demand™ infrastructure. When building a house, the
critical components include the foundation, plumbing, and electrical wiring. When building a
computing environment, the critical components include a robust operating system, file, and
network services.

Not long ago, building a robust e-business infrastructure in a “do-it-yourself’” approach was
rather daunting and reserved to a handful of IT enthusiasts. Now those of you who look for
alternatives to expensive solutions based on commercial software and supported on large
server farms, can benefit from using the techniques and technologies in this redbook.

This IBM® Redbook takes a modular approach to building an e-business on demand
infrastructure. It covers many topics including Linux installation on IBM @server™
BladeCenter™ and IBM Fibre Array Storage Technology (FAStT) storage area network (SAN)
storage. This redbook explains:

» How to implement failover for core Internet services such as domain name system (DNS),
Dynamic Host Configuration Protocol (DHCP), and Lightweight Directory Access Protocol
(LDAP)

» How to use a single LDAP directory for Linux system accounts, Apache, Samba, Postfix,
Sendmail, and Jetspeed

» An implementation of load balanced services using Linux Virtual Server (LVS), and
failover with Linux Heartbeat

» How to install and configure critical file services using Linux, Network File System (NFS),
Samba, and IBM FAStT storage

» Practices for security, systems management, configuration, and performance

If you are looking to reduce the cost of your computing infrastructure, provide critical IT
services, install Linux on BladeCenter blades, and install and configure SAN storage with
Linux and BladeCenter, this redbook is for you.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world working at the
International Technical Support Organization (ITSO), Rochester Center.

George Dolbier is a Senior Consulting IT architect with over 15 years experience in various
parts of the high technology industry. He spent most of his career as a software engineer,
notably for Oracle, Informix®, and Sequent® Computer Systems. Prior to joining IBM, he was
Director of Engineering for a small .COM, directing the development of Web-based
collaboration software. He came to IBM via the IBM/Sequent merger in 1999 where he was a
member of the IBM Application Service Provider (ASP) and xSP project teams. Since then,
he has worked in helping IBM customers incorporate Linux and open source technologies
into their operations.

Peter Bogdanovic works in the Linux for Service Providers Lab for IBM in Beaverton,
Oregon. Prior to joining IBM two years ago, he worked as a software integrator and system
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administrator for over ten years. Among his achievements are building the UNIX® network for
a regional telephone carrier.

Dominique Cimafranca is a Linux IT Specialist from IBM Philippines. A long-time advocate
of open-source in southeast Asia, Dominique writes a weekly online column on Linux for a
national daily and contributes to technical journals. He has worked for IBM for six years.

Yessong Johng is an IBM Certified IT Specialist at the IBM ITSO, Rochester Center. He
started his IT career at IBM 20 years ago as a S/38 Systems Engineer in 1982 and has
continued his work on the AS/400® and now IBM @server iSeries™. He writes extensively
and develops and teaches IBM classes worldwide on the areas of e-business on iSeries. His
mayjor responsibilities are Linux and WebSphere® implementation on iSeries.

Rufus Credle Jr. is a Senior I/T Specialist and certified Professional Server Specialist at the
IBM ITSO, Raleigh Center. He conducts residencies and develops Redbooks™ about
network operating systems, ERP solutions, voice technology, high availability and clustering
solutions, Web application servers, pervasive computing, and IBM and OEM e-business
applications, all running IBM @server xSeries® and BladeCenter systems. Rufus’ various
positions during his IBM career have included assignments in administration and asset
management, systems engineering, sales and marketing, and IT services. He holds a
Bachelor of Science degree in business management from Saint Augustine’s College. Rufus
has been employed at IBM for 23 years.

This redbook is built on, and collects the works from, a diverse team. Thanks to the following
people for their contributions to this project:

Jeff Chui
IBM China (Hong Kong S. A. R.)

Jay Allen

Connie Blauwkamp
Pete Jordan
Robert MacFarlan
Rich McDevitt
Mark Nellen

Norm Patten

IBM Beaverton

Scott Knupp
IBM White Plains

Justyna Nowak
IBM Philadelphia

Larry O’Connell
IBM Piscataway

Cristina Zabeu
IBM Raleigh

Cliff White
Open Source Development Laboratory
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1.1 Building an e-business infrastructure

Many people can relate to the materials and techniques involved in building a house. The
materials of concrete, stone, steel, and wood are all very familiar. However, new high-tech
materials may not be as widely known. The process of constructing a house is familiar to
many. It includes laying a foundation, building walls, and putting on a roof. Advanced
construction techniques may not be as familiar, such as the techniques used to harden
homes against earthquakes.

Creating a cost effective, secure computing environment for businesses bares many
similarities to construction projects. Both projects should start with a good architectural
design pattern, a good working knowledge of the materials, and a good understanding of the
techniques used in construction.

For example, modern s computing environments heavily depend on many services. The
number of these services can be surprising. They include e-mail, domain name system
(DNS), Lightweight Directory Access Protocol (LDAP), Dynamic Host Configuration Protocol
(DHCP), file services, print services, Web serving, and application serving. Each service is
critical to the computing infrastructure. The classical deployment model for network services
is to install and configure each service on their own redundant servers. This deployment
model has a very high total cost of ownership (TCO), and not just in capital. Each system
consumes network, power and other costly resources, and must be managed.

Modern trends in network computing, namely blade-based servers, and open source software
allow for a fundamental change in the deployment model of critical services. High
performance blade-based servers allow you to deploy multiple services on a single pair of
systems without sacrificing performance, capacity, availability, or security. Open source
network services save you capital up front, and if deployed properly, they can have very low
maintenance cost.

Another good practice is to build with a modular design in mind. Even though the services we
describe are all inter-related, we show you how to deploy and configure them independently.
This book allows you to look at the table of contents, find a chapter that discusses a specific
topic, and jump right to that section of that chapter without reading the entire book.

If you want to reduce the cost of your critical network infrastructure, or deploy new
infrastructure components, such as integrating LDAP into your environment, this redbook is
for you.

We meet the goals of the redbook by demonstrating a fully functional solution based on open
source software components implemented on IBM @server BladeCenter with IBM Fibre
Array Storage Technology (FAStT) storage area network (SAN) storage, using the Linux
operating system. In our solution, open source software provides a basic set of business
computing services. BladeCenter and FAStT uniquely combine high performance computing,
capacity, management ease, and dense form factors. This creates a strong, long lasting base
that any computing infrastructure can build.

1.1.1 Materials

2

The foundation this redbook is made up of BladeCenter and IBM FASIT SAN storage. These
two materials, when mixed together, create a strong, long lasting, material that any computing
infrastructure can be built on. Open source software, such as Linux, Sendmail, MON,
Multi-Router Traffic Grapher (MRTQ), are the materials that make up the rest of our
construction project.
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The materials consist of the following components:

Open source software
Linux operating system
BladeCenter

IBM FAStT SAN storage

vVvyyy

1.1.2 Objectives

Every construction project is built to meet a set of objectives. Using the tools and techniques
in this redbook allows you to build a computing infrastructure with these objectives in mind:

Provide critical network services

Leverage the capabilities inherent within a state-of-the art computing platform

Provide the critical operational characteristics of reliability, high availability, and scalability
Minimize licensing and implementation cost

Optimize return on investment (ROI)

Minimize management and maintenance costs

vVvyvyvyYyy

1.2 IBM eServer™ BladeCenter

Blade servers are a relatively new technology that has captured industry focus because of
their high density, high power, and modular design, which can reduce cost. This cost
reduction comes with a more efficient use of valuable floor space, reduced network and
power infrastructure requirements, and simplified management.

All of these features can reduce the cost of deployment, reprovisioning, updating, and
troubleshooting. The cost savings comes from the fact that modern computing environments
are often made up of hundreds of servers. With that many systems, even simple
infrastructure, such as network cabling, can become very expensive. Blade-based computing
reduces the amount of infrastructure required to support large numbers of servers. By
integrating resources and sharing key components, costs are reduced and availability is
increased.

1.3 FASIT SAN storage

IBM FASLT solutions are designed to support the large and growing data storage
requirements of business-critical applications. The FASIT storage server is a Redundant
Array of Independent Disks (RAID) controller device that contains Fibre Channel (FC)
interfaces to connect the host systems and the disk drive enclosures.

The storage server provides high system availability through the use of hot-swappable and
redundant components. The storage server features two RAID controller units, redundant
power supplies, and fans. All of these components are hot-swappable, which assures
excellent system availability. A fan or power supply failure does not cause downtime, although
such faults can be fixed while the system remains operational. The same is true for a disk
failure if fault-tolerant RAID levels are used. With two RAID controller units and proper
cabling, a RAID controller or path failure does not cause loss of access to data.

The disk enclosures can be connected in a fully redundant manner, which provides a very
high level of availability. On the host side FC connections, you can use up to four minihubs.
The storage server can support high-end configurations with massive storage capacities (up
to 33 terabytes (TB) per FASKT controller) and a large number of heterogeneous host
systems. It offers a high level of availability, performance, and expandability.
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1.4 BladeCenter business value

BladeCenter has a very concrete and specific business value. When your computing needs
call for a dozen or so servers, you become concerned about the real-estate costs and the
maintenance costs of those systems. After these issues become a concern, blade-based
computing becomes valuable. This is due to its reduced real-estate and maintenance costs
when compared to traditional, or even rack-optimized form factors.

As the number of systems you have to manage grows, your plumbing and wiring complexity
grows as a multiple of the number of systems you manage. You can almost say that blade
servers are to computing environments as brownstone apartments are to urban
environments. Both technologies allow for the efficient delivery and management of services
to a moderately large community.

1.5 Linux business value

Much has been written about the value of Linux to businesses. This redbook is based on the
proposition that Linux is a stable, flexible, and cost-effective operating system that can be
used as the foundation on which to build business-oriented information technologies.

Many of the services we document come with Linux distributions. However, we have made an
effort to document how you can obtain them independently. This flexibility gives you the ability
to easily tailor an environment to suit your own needs.

1.6 Open source business value

4

Linux is but one open source project. It is arguably the largest open source project and
rightfully receives most of the attention of the media and technical community. However, it is
still just one component of an overall architecture. Much of this redbook is concerned with the
components that make up open source information architecture for business and technical
computing.

All of these components, Linux included, share the same fundamental traits that differentiate
open source software. That is the source code for the software is openly available, the source
code can be modified, and the source code can be redistributed (subject to the terms of the
license governing each component). These components include Web and application
serving, application development, system security and management, and communications.
Each component is developed by a supportive and collaborative development community.
The software can often be acquired at no upfront cost. These characteristics help open
source software to deliver value to its customers.
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1.7 Other references

This redbook builds upon the excellent work of other IBM teams. If you intend to follow the
instructions in this redbook, as if it were a blueprint, you must obtain the following Redbooks
and Redpapers before proceeding:

>

>

>

'S

Deploying Samba on IBM @server BladeCenter, REDP3595

The Cutting Edge: IBM @server BladeCenter, REDP3581

Implementing Linux with IBM Disk Storage, SG24-6261

Linux Application Development Using WebSphere Studio 5, SG24-6431
Linux Handbook: A Guide to IBM Linux Solutions and Resources, SG24-7000
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Architecture: Solution overview

Every successful building project must start with a good architecture. The same is true for
information technology projects. This chapter introduces our architecture and the major
components of our open source infrastructure.
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2.1 Open source e-business infrastructure a modular approach

The value of any system is enhanced when the system can be broken down into discreet
components that are then replaced or reused elsewhere. We know that the entire system we
document in this redbook is not applicable to all situations. Our intent is to document best
practices and implementation procedures in a modular fashion. This approach allows you to
implement sections of this redbook independently to suit your needs.

2.2 All construction projects start with a pattern

Most suburban American homes are built around basic architectural patterns. For example,
you can consider the popular ranch style home an architectural pattern. This pattern features
a living room and open floor plan. The pattern includes structural features such as a concrete
foundation and low-pitched roof.

Similarly, many modern business applications are built on top of a very common architectural
pattern. We call that pattern the three-tier e-business pattern.

2.2.1 Industry standard e-business pattern: A three-tier infrastructure

The rapid pace of all technology-related industries has driven the use of standards and
well-specified components designed for reuse. In the construction of software, these
approaches gave rise to object-oriented software development, design patterns, and
component-based development. The concept of software design patterns was first published
in Design Patterns: Elements of Reusable Object-Oriented Software by Eric Gamma, Richard
Helm, Ralph Johnson, and John Vlissides.

The software design patterns were inspired by the idea of patterns in the design of buildings,
published in A Pattern Language: Towns, Buildings, Construction by Christopher Alexander,
Sara Ishikawa, and Murray Silverstein. In the software industry, design patterns have gained
acceptance by software architects and software engineers alike. The pattern concept has
been applied to systems architecture in Design Patterns: Elements of Reusable
Object-Oriented Software. This book leverages work done by IBM to advance this area.

The Patterns for e-business aim to communicate, in a highly accessible fashion, the business
pattern, systems architecture (application and runtime topologies), product mappings, and
guidelines required for different classes of applications. The patterns themselves are a group
of proven, reusable assets that can help speed the process of developing applications.

2.3 Blade servers

8

Blade servers are a relatively new technology that has captured industry focus because of its
modular design. This design can reduce cost with more efficient use of valuable floor space,
reduce network infrastructure, and simplify its management. This can help to speed up such
tasks as deploying, reprovisioning, updating, and troubleshooting hundreds of blade servers.
All this can be done remotely with one graphical console using IBM Director systems
management tools. In addition, blade servers provide improved performance by doubling
current rack density. Integrating resources and sharing key components reduces costs, while
increasing availability.
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2.3.1 The next evolutionary step in computing: Blade-based computing

Compared to their predecessors, computers today are smaller and faster. Each generation
adds more computing power and reduces the overall physical size of a system. In the
relatively short history of computing, specialized computers have gone from the size of
warehouses to the size of a matchbox. Generalized servers have also followed this trend.

For the last few years, the 1U rack mount server has been the workhorse of large scale
computing. With a predictable pace, the market pressures of cost reduction are driving
system vendors to provide ever smaller server platforms. The current state of the art is
blade-based server technology. This type of system removes much of the frame around
individual systems, while aggregating many of the services and cabling common to a rack of
systems.

2.3.2 IBM eServer BladeCenter

There are two basic features of all blade-based computing platforms, the blade and the
chassis. The blade houses main memory, CPU, and core input/output (1/0) components and
peripheral components.

Blades plug into a chassis. The chassis provides consolidated electrical power, networking,
and other services. In the case of the BladeCenter server platform, the chassis provides
redundant power and networking as well as shared peripherals. These may include CD-ROM
and floppy disk drives, as well as an integrated Keyboard Video Mouse (KVM) switch. The
BladeCenter chassis can support up to 14 blades and is seven standard units (U) high.

2.3.3 BladeCenter value

When implementing typical server-based applications, a major consideration is determining
the right “size of the box”. For example, you buy a single box that is large enough to handle
the load of your application. If the application’s utilization grows, you need to add more
memory, CPU, or I/O resources to your single box. If application utilization continues to grow,
eventually you run out of capacity and need to buy a bigger box. This strategy is typically
called “scale-up”.

There is another strategy that is common for applications that expect to grow very quickly or
unpredictably. This strategy has drawbacks if your application needs to grow very quickly or
exponentially, or if its growth is unpredictable.

An alternate strategy is to decompose an application into functions and deploy those
functions across many networked systems. This strategy allows an application to grow
asymmetrically. That is, you can add resources only to where they are needed, such as in the
presentation layer. This strategy often referred to as “scale-out”.

To implement the scale-out strategy, you ideally want a standards-based server platform. This
type of platform requires very little to install and configure, is packaged in a small form factor,
and is relatively inexpensive. This type of application has driven server platforms to become

smaller and more modular.

For many years now, 1U servers have been available in the market. This form factor allows
roughly 48 systems to be installed in a standard 19-inch rack. For many applications, this
level of density still requires considerable cost in floor space, management, networking,
power, and heat.

To provide servers in a higher density requires a new paradigm in server design. This new
paradigm is blade-based servers. BladeCenter currently doubles the physical server density
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of 1U servers. In addition, BladeCenter can provide a 14 to 1 (14:1) reduction in network
infrastructure, console cabling, and storage area network (SAN) connectivity.

In summary, BladeCenter allows for a very cost effective scale-out approach to application
deployment.

2.3.4 When BladeCenter is not the right platform

BladeCenter is not a panacea for all IT problems. There are some situations where
BladeCenter does not fit. Specifically small deployments, that will not grow, do not make
sense for blades.

The current rule of thumb (as of publication of this redbook) is for nine systems, which is
roughly the break-even point. This break-even point refers to the cost of BladeCenter blades
and the chassis, when compared to rack-optimized servers.

Therefore, if you have a system that requires less than nine servers, BladeCenter may not be
a cost-effective solution. With all things, there are extenuating circumstances. BladeCenter
may make sense for a small deployment if you need the infrastructure to grow very large, very
fast, or both.

2.4 SAN storage

The direct-attach storage capacity in blade-based computing solutions is limited by the very
small nature of the blades themselves. This drawback has the potential to limit the
applicability for blade-based computing.

Fortunately BladeCenter provides an alternative. BladeCenter blades can attach to a gigabit
fibre SAN. This ability is critical for implementing high I/O applications, such as database and
failover applications, that require access to shared disk.

IBM produces a complete line of fibre attach SAN products. For this redbook, we use the IBM
FASLT products to provide shared storage. The IBM FASHT provides a reliable, manageable,
and performing storage solution for both database and clustered applications.

2.5 Software stack

This redbook documents how to implement an infrastructure that can support a wide variety
of activities and applications. This framework best supports applications that can be broken
into a grid model or a n-tier model. This section provides an overview for the rest of the
redbook.

2.5.1 High-level architecture

The bulk of Internet applications is designed, developed, and deployed using this pattern. The
majority of this redbook deals with the technical details of implementing an open source
framework that supports this architecture.

The architecture is broken down into three basic tiers that roughly match the classic
Model-View-Controller (MVC) architectural pattern developed at Xerox PARC for
Smalltalk-80. The three tiers are:
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» Network edge: Systems in this tier are the most accessible of all three tiers. Users can
directly access all the services provided by systems within this tier. For this reason, and
many others, this tier is the most susceptible to security breaches and attacks.

Typically, there is only one protocol firewall between the network edge and the outside
world. Often a VPN server also provides additional secure access to servers within this
tier. When an application is deployed in this pattern, presentation logic is deployed and
served from this tier. For Web applications, this tier is where the Web servers go.

» Demilitarized zone (DMZ): This tier is traditionally the domain of application or business
logic. For Web applications, this tier is home to the application server. In our model, this
tier is also home to the systems management systems and the application development
systems. This tier is more secure than the network edge tier because the systems are not
directly accessed by any general user community. Most of the services provided by this
tier are actually services to the network edge systems.

» Data management: This tier is home to databases. The sole function of systems in this
tier is to protect and serve data.

Each of these tiers are
implemented on separate

hardware and each tier is
separated by firewalls. See Edge Services App. Servers DB Services
Figure 2-1. _Lﬂ-:]

File Services nt
In keeping with our construction (|
theme, you can think of these Wms

tiers as different rooms within a Development

restaurant. If you are serving . Data t
dinner to customers, they have anagemen
Network Edge DMZ Layer

to come in through the front door
(outer firewall). They proceed to
the dining room where they are
served (presentation tier). The
dinner is prepared in the kitchen,
which is often behind another door. Customers do not have direct access (logic tier) to the
kitchen. Finally all the food is stored in refrigerators, cabinets, and pantries (behind yet more
doors), which are only accessible by the kitchen staff.

Figure 2-1 High-level architecture

Several services run on clusters that leverage fibre-attached shared storage. Shared storage
is the fundamental technology that allows us to build clustered services. If you have never
dealt with shared SAN storage, the concept is pretty simple. Your disk drive is housed and
managed by a separate, very reliable, very fast computer. To your system, the SAN looks like
any other disk drive. What your system does not know is that the disk is actually connected to
a special switched storage network. Like any resource on a network, the disks can be
concurrently shared by multiple systems. This ability is provided by significant intelligence in
the SAN storage manager (sometimes called the switch).

2.5.2 Open source e-business software components

This section briefly explains the software stack and why each component was chosen. There
are a few general rules of thumb used to select the software used in this infrastructure.
These are the criteria we used for selecting the components that make up our solution:

» The infrastructure component is in open source.
» The infrastructure component is used in production in customer accounts.
» The infrastructure component has a utility to a broad application set.
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» The infrastructure component has an active support community.
» The open source infrastructure component functionality can be performed by commercial
products.

2.5.3 Functional aspects

This section details the functional features, or aspects, of the infrastructure:
» Network

— DNS

— DHCP

- BOOTP
- PXE

— NFS/CIFS
- TFTP

— Kickstart

» Authentication

— LDAP (SLAPD, GQ)
— PAM
~ NSS
~ SSH

» High availability

- LVS
— Failover File Services

» Application services

— Apache

— Tomcat

- mySQL

— Jetspeed

— Mail transfer agent (MTA, selection TBD)
— OpenConnect
— Java

- JSSE

— Mod_perl

— Mod_jk

— Ant

» Management

- MRTG
— UCD SNMP

» Security

— IPChains
— Mod_ssl
— SpanAssassin

» Messaging

— Postfix
— Jabber
— Sendmail
— Postfix
- WU-IMAP
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2.5.4 Non-functional requirements

For this architecture, the choices made in selecting components and deployment were driven
by several requirements that are not directly related to the functionality of the system. Many
of our rules of thumb for component selection are non-functional requirements.

Operational components: These are software and hardware systems that implement
specific functionality.

The non-functional requirements are:

» All software infrastructure components must be open source.

» The primary hardware platform is BladeCenter.

» Allinfrastructure components must appeal to customers outside the xSP segment.
» The infrastructure component is being used in production in customer accounts.

» The infrastructure component has utility to a broad application set.

» The infrastructure component has an active support community.

» The open source infrastructure component functionality can be performed by commercial
products.

» Modularity: All functional and operational components are documented in a manner that
allows a reader to reproduce the implementation of the operational component without
implementing the entire infrastructure. The interdependency of functional components is
minimized.

» Robustness: Relevant functional components are implemented in a basic high availability

fashion. A secondary goal is to document how to implement critical functional components
in a high availability failover situation.

» Manageability: All functional components exist in a managed environment.

2.5.5 Non-functional aspects

This infrastructure meets several non-functional aspects, but the functional aspects are
relatively few:

Robust critical network infrastructure

Robust Lightweight Directory Access Protocol (LDAP) authentication, directory services
Robust file serving for Windows® and UNIX clients

Robust messaging infrastructure (e-mail and instant messaging)

Robust Web portal infrastructure

Management and monitoring

vVvyyvyvyYYyy

2.5.6 Detailed software stack

The following sections explain the software stack and why each component was chosen.

OpenLDAP

OpenLDAP is an open source implementation of the LDAP RFC standards. The OpenLDAP

project is an attempt to produce an open source LDAP implementation that is robust and fully
functional. OpenLDAP comes with a complete set of tools that allows the implementation and
deployment of an LDAP-based directory.
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Postfix

Postfix is a mailer written by Wietse Venema. Postfix was developed to create a fast, secure,
and easily administered alternative to Sendmail.

Apache

Apache, according to many sources, is the most popular Web server on the Internet. The
Apache HTTP Server project is the Web server’s official name. Apache is just one of several
projects developed by the Apache Software Foundation.

Open SSL and MOD_SSL

Secure Sockets Layer (SSL) is a security protocol commonly used to secure HTTP
transactions and Web sites. OpenSSL is an open source development effort aiming to provide
a robust full featured implementation of the SSL V2 and V3 specifications. The OpenSSL
project contains a full-strength general purpose cryptography toolkit.

MOD_SSL is an Apache module that allows a Web server to provide secure communications
using all open source technologies.

Linux Virtual Server (LVS) (load balancing, high availability)

Linux Virtual Server is a scalability and availability technology that allows applications to
leverage the power of cluster or grid computing. LVS provides load balancing and failover
functionality in a fashion that is transparent to users running applications on an LVS system.

DNS, BIND, DHCP

These three protocols are core to any network built using Internet technologies. Support for
these protocols is provided by services within the Linux operating system itself. All Linux
distributions contain daemons that support these protocols. This redbook shows how to
implement these protocols in a robust fashion.

Domain Name System (DNS)

The DNS is a distributed Internet directory service. DNS is used mostly to translate between
domain names and Internet Protocol (IP) addresses, and to control Internet e-mail delivery.
Most Internet services rely on DNS to work. If DNS fails, Web sites cannot be located and
e-mail delivery stalls.

The DNS directory service consists of DNS data, DNSs, and Internet protocols for fetching
data from the servers. The billions of resource records in the DNS directory are split into
millions of files called zones. Zones are kept on authoritative servers distributed all over the
Internet, which answers queries according to the DNS network protocols. In contrast, caching
servers simply query the authoritative servers and cache any replies.

Most servers are authoritative for some zones and perform a caching function for all other
DNS information. Most DNSs are authoritative for just a few zones, but larger servers are
authoritative for tens of thousands of zones.

Dynamic Host Configuration Protocol (DHCP)

DHCP is an Internet protocol for automating the configuration of computers that use TCP/IP.
DHCP can be used to:

» Automatically assign IP addresses

» Deliver TCP/IP stack configuration parameters, such as the subnet mask and default
router
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» Provide other configuration information such as the addresses for printer, time, and news
servers

Berkeley Internet Name Domain (BIND)

DNS is actually implemented by a program called BIND. BIND is the Linux standard
implementation. It is an implementation of the DNS protocols. It provides an openly
redistributable reference implementation of the major components of the DNS, including:

» A DNS (named)
» A DNS resolver library
» Tools to verify the proper operation of the DNS

The BIND DNS is used on the vast majority of name serving machines on the Internet. It
provides a robust and stable architecture on top of which an organization's naming
architecture can be built. The resolver library included in the BIND distribution provides the
standard application programming interfaces (APIs) for translation between domain names
and Internet addresses. It is intended to be linked with applications requiring name service.

Systems management tools MON and MRTG

MON is a general-purpose systems management and monitoring tool. It can be used to
monitor services and send alerts upon failure detection. MON was designed to be flexible and
provides an extension API available to C, Perl, Shell, and other technologies commonly used
by UNIX systems administrators.

Multi Router Traffic Grapher (MRTG) is a network traffic monitor. Where SNORT examines
network traffic for security breaches, MRTG monitors and displays network utilization. MRTG
is especially useful because it generates its reports as HTML pages. Its utility is enhanced by
the fact that it runs on Windows operating systems and various UNIX operating systems, as
well as Linux.

Tomcat

Tomcat is the reference Java servlet container and JavaServer Page (JSP) engine. The Java
Servlet and JSP specifications are developed by Sun under the Java Community Process.
Most Apache software development efforts that involve Java technologies fall under the
Jakarta project. Tomcat is one of the better known technologies, but is definitely not the only
one of these projects.

Samba

Samba is an open source toolkit that creates a bridge between Linux and Windows
resources. Samba allows Windows clients to access Linux file systems and printers. It is
implemented in such a way that Linux resources appear, to windows clients, just as if they
were native Windows services.

This software allows Linux to effectively replace most Windows network services, such as
print, file, and authentication. Most Linux distributions include Samba as part of the base file
set.

Jetspeed (Web portal)

Jetspeed is another Apache Jakarta Open Source project. It is an open source
implementation of Enterprise Information Portal, using Java and XML.
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MySQL

MySQL is one of the most popular open source database engines. There are several
including the equally capable PostGres SQL. We chose MySQL due to its ease of
implementation, ease of integration, and apparent popularity.
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Foundation

Building a house requires someone to dig a hole and pour concrete into it. This is just like
putting IBM @server BladeCenter into a rack and providing power.

All construction projects require a firm foundation on which to build. The computer server is
the foundation upon which we build applications that store and manage information. A strong
and sound foundation is key for the longevity and survivability of any structure. Foundations
made up of redundant structures can provide timeless support for massive buildings.

BladeCenter allows you to use relatively inexpensive components to create a highly robust
and redundant foundation for any application.
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3.1 Hardware

BladeCenter is a high-density, rack-mounted server system. The BladeCenter system
provides shared resources to all the blades, such as power, cooling, system management,
network connections, CD-ROM, floppy, keyboard, video, and mouse. The use of common
resources allows the blades to be smaller and reduces the need for cabling.

BladeCenter consists of a rack-mounted chassis. The front of BladeCenter supports 14 blade
server slots and has a CD-ROM drive, USB port, and a floppy drive. The back of the chassis
has slots for two blower modules, four power modules, four network modules, and a
management module.

3.1.1 Single CD-ROM, floppy drive, keyboard, video, and mouse

All the blades share the CD-ROM, floppy drive, keyboard, video and mouse. There are two
I/O selection buttons on the front of each blade:

» Select the CD-ROM and floppy drive
» Select the keyboard, video, and mouse (KVM)

There is also a power button on each blade that is protected by a hinged plastic flap. After a
blade is powered up, you can press the CD-ROM or the KVM button on that blade. On the
blade that is currently connected to the CD-ROM or the KVM, the I/O selection button
appears in solid green.

Sharing the CD-ROM for all the blades is a limitation to installing the operating systems on
multiple blades. Using the CD-ROM, you can serially install operating systems. However, that
process is very time consuming if you install more that only one or two blades. We
recommend that you install one blade that you configure to be a network installed server.
Subsequent operating system installations are then performed from that server. The following
section explains how to do this.

3.2 Installing operating system instances

A challenge to installing and maintaining a manageable collection of servers is having a
system for consistent and reproducible operating system installations. There are various
strategies for producing consistent operating system installations. This redbook demonstrates
how to install Red Hat Advanced Server 2.1 using the software package system provided by
the Red Hat Linux distribution, the RedHat Package Management System (RPMS), and a
feature of the Red Hat installer called Kickstart.

Before the Kickstart installation software loads, a Linux kernel and initial RAM disk, referred to
as an initrd, must be loaded on the system. You can boot a Linux kernel and initrd from the
floppy, CD-ROM, or network using the Intel® pre-execution environment (PXE). We
recommend using PXE because it provides the most flexibility after it is setup. One PXE
server can provide multiple configuration files for various operating systems and relieves the
administrator from shuffling CD-ROMs or floppy disks.

We recommend that you install one blade from the Red Hat Advance Server 2.1 CD-ROMs.
Then complete the instructions in the following section to configure that machine as a PXE
boot and Kickstart installation server.
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3.2.1 PXE

PXE is an Intel i386 BIOS technology that provides a mechanism to download and run a
native x86 binary, from a network, before an operating system is booted.

The services that make up a PXE boot network install environment include:

BOOTP (boot) server

Trivial File Transfer Protocol (TFTP) server

Network File System (NFS) server for the second stage of the install, Kickstart
Domain name system (DNS), which is helpful but not mandatory

vVvyyy

The chain of events in PXE boot is as follows:

1. The system BIOS uses the BOOTP protocol to download the pxeboot application,
pxelinux.0.

2. pxelinux.0 is executed.

3. pxelinux.0 uses the TFTP protocol to download a configuration file that points to a Linux
kernel and specifies kernel boot parameters.

4. pxelinux.0 then uses the TFTP protocol to download the kernel, and initrd loads them into
RAM.

5. The kernel is executed with the boot flags specified in the PXE configuration file.

For PXE to function, you must configure a server with BOOTP, TFTP, NFS, and optionally
DNS.

Configuring the BOOTP server

The ISC DHCPD server that comes with all Red Hat distributions also provides the BOOTP
protocol. In the DHCPD configuration file, add the following lines to the subnet block that
serves the systems you want to boot via PXE boot:

allow booting;
allow bootp;

Then add a block as shown in the following example for the PXE boot systems:

group {
# PXE-specific configuration directives...
filename "pxelinux.0";
host system_name {
hardware ethernet AA:BB:00:11:22:33:44:55;
fixed-address blade7.bce.ibm.com;

}

In this example, assume that you have a working domain name system and have created the
A record and the reverse PTR for blade7.bce.ibm.com. If you don’t already have a working
domain name system on the network, you can enter the Internet Protocol (IP) address on the
fixed-address line.

You should also know the MAC address of the system you want to boot. The MAC addresses
for the two Ethernet interfaces of a BladeCenter blade are printed on the sheet metal case.
You need to pull the blade nearly all the way out of the chassis to read the stickers with the
MAC addresses, which are on the left-hand side (as you are facing the front of the blade). The
MAC addresses are always one digit apart and are represented in hexadecimal. The lower
number MAC address is associated with the network module in slot 2 on the back of the
BladeCenter chassis. In Linux, it comes up as /dev/eth.
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Configuring the TFTP server
Make sure your TFTP server is installed and working. To configure the server, follow these
steps:

1. Generally TFTPd is run from inetd. Check the /etc/xinetd.d directory to confirm that TFTPd
is enabled.

2. The default TFTP server download directory is /tftpboot. Copy the following files to the
/tftpboot directory:

— pxelinux.0: From the syslinux package
— vmlinuz: The Linux kernel from the /images/pxeboot directory on the first CD
— initrd-everything.img: Also from the /images/pxeboot directory on the first CD

3. Make a subdirectory of /tftpboot called pxelinux.cfg.
4. In the pxelinux.cfg directory, create a pxelinux.0 configuration file.

5. Verify the configuration file. Download pxelinux.cfg via TFTP from a known working
machine. You should see the following line in the file:

1spl.ibm.com# tftp 10.0.0.10 pxelinux.cfg/pxelinux.0

Verifying that TFTP is working at this point can save you from a frustrating debugging task
later.

After this is set up, pxelinux.0 searches for its configuration file on the TFTP server:

1. It searches for the configuration file using its own IP address in uppercase hexadecimal.
For example, 10.0.0.17 is 0A000011 in hexadecimal. Use the program included in the
syslinux package called gethostip to compute the hexadecimal IP address for any host.

2. If thatfile is not found, it removes one hex digit and tries again. Ultimately, it tries to look for
a file named default. For example, for 10.0.0.17, pxelinux.0 tries to fetch the file
0A000011, 0A00001, 0A0000, 0AD00, OA0O0, OAOQ, 0A, 0, and finally a file named default,
in that order.

The pxelinux.0 configuration file should look like the following example:

default Tinux
serial 0,38400n8

label Tinux

kernel vmlinuz-as2.1

append load_ramdisk=1 initrd=initrd.img-as2.1
ks=nfs:10.0.0.10:/home/export/as2.1-qu2/ks.cfg

The kernel name and the initrd name should be the same as the files you copied into the
/tfitpboot directory earlier. You can call them anything you want as long as the names are
consistent. You may want to include a reference to the distribution that they came from in the
name.

PXE performs the first stage of installation to load of a special Linux boot kernel and initial
RAM disk. It also passes, to the kernel boot parameters that specify the method, to retrieve
and the location of the Kickstart configuration file. Now you are ready to continue to the
second stage of the network installation, the Kickstart stage.

3.2.2 Red Hat Kickstart

Red Hat Kickstart installation is a system for automating a network or CD-ROM installation of
the Red Hat Linux operating system. Kickstart is a feature implemented by the Red Hat
installation program called Anaconda. Anaconda reads the Kickstart configuration files that
supply all the information necessary to complete the installation. For example, it reads the
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path to the packages, installation method, and disk partitions. A complete Kickstart file allows
the operating system to be installed without any interaction from the operator at the console.

Kickstart requirements for BladeCenter

We recommend that you use the Dynamic Host Configuration Protocol (DHCP) and NFS
protocol to perform network Kickstart installations on BladeCenter.

On the blade that was installed from the CD-ROM, confirm that the nfs-uti/ and the DHCPD
packages are installed.

Planning your network and setting up a DHCP server
Perform the following steps to plan your network and set up a DHCP server:

1. Determine which network address space you are going to use for your blades
management network. This example uses the network 10.0.0.0/24.

2. Set up an interface on the first blade in that network.

3. Create an /etc/dhcpd.conf file, as shown in the following example, to serve a range of
addresses in that network:

# This is a basic dhcpd.conf file

subnet 10.0.0.0 netmask 255.255.255.0 {
authoritative;
allow booting;
allow bootp;
option routers 10.0.0.1;
range 10.0.0.50 10.0.0.100;
default-lease-time 600;
max-lease-time 7200;
option subnet-mask 255.255.255.0;
option domain-name-servers 10.0.0.19;
option domain-name "bce.ibm.com";

4. Confirm that there is a symbolic link from /etc/rc3.d/S90dhcpd to /etc/rc.d/init.d/dhcpd.
5. Start the DHCP server. Type the following command:
/etc/rc3.d/S90dhcpd start

Exporting the Red Hat distribution via NFS
To export the Red Hat distribution, follow these steps:

1. On the installed blade, mount the first CD-ROM of the Red Hat Advanced Server 2.1
distribution. Type the following command:

mount cdrom
This command should mount the device in the default location /mnt/cdrom.

2. Create a directory to export via NFS to the network, for example, /home/export/as2.1-qu2.
Change the directory to /mnt/cdrom and issue the command:

tar cf - . | (cd /home/export/as2.1-qu2; tar xf -)
3. Change the directories to /mnt.
4. Unmount the CD-ROM. Type the following command:
umount cdrom
5. Repeat steps 3 and 4 for CD-ROMs 2 and 3. You don’t need CD-ROM 4.
6. Add the following line to the /etc/exports file:

/home/export/as2.1-qu2 *(ro)
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7. Create a symbolic link from /etc/rc3.d to /etc/rc.d/init.d/nfs and /etc/rc.d/init.d/nfslock.

8. Start the NFS daemon and nfslock daemon.

9. Place a Kickstart configuration file, such as the ks.cfg file in the following section, in the
/home/export/as2.1-qu2 directory.

Your Kickstart installation system is ready to go.

3.2.3 Sample Kickstart configuration for BladeCenter
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The following example shows a Kickstart configuration file that successfully installs the Red
Hat Advance Server 2.1 Quarterly Update 2 on a BladeCenter blade:

# Sample Kickstart file to install Red Hat Advanced Server 2.1 Quarterly Update 2
# on a BladeCenter

install

text

lang en_US

langsupport --default en_US en_US

keyboard us

mouse none

skipx

network --bootproto dhcp

rootpw --iscrypted $1$T.EynaFG$op3zk2ulZSdpWT2/MIFhv/
firewall --disabled

authconfig --enableshadow

timezone America/Los_Angeles

bootloader --location=mbr

nfs --server bladel.bce.ibm.com --dir /home/export/as2.1-qu2
# Clear the disks and create new partitions and filesystems
clearpart --all --initlabel

part /boot --fstype ext2 --size=50 --ondisk=hda
part /usr --fstype ext2 --size=4096 --ondisk=hda
part swap --size=1000 --maxsize=2048 --ondisk=hda
part /home --fstype ext2 --size=4096 --ondisk=hda
part / --fstype ext2 --size=2000 --ondisk=hda
part /var --fstype ext2 --size=4096 --ondisk=hda
# Specify the packages

%packages --resolvedeps

@ Network Support

Classic X Window System

X Window System

GNOME

Messaging and Web Tools

NFS File Server

Windows File Server

Anonymous FTP Server

Web Server

Router / Firewall

DNS Name Server

Network Managed Workstation

Utilities

Software Development

Advanced Server

compat-Tibstdc++

shapecfg

ddd

IBMJava2-SDK

libpcap

[EE-EOEONONONONONONONO RO RO NO]
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freetype-devel

doxygen

apache-devel

mysqlclient9

nmap-frontend

mozilla-psm

mozilla-nspr

mysql-server

openldap-servers

libxml-devel

openldapl?2

htmlview

php-imap

libmng-devel

netscape-communicator

memprof

bindconf

mozilla-nss

auth_Tdap

glib-devel

mozilla

mysql

apacheconf

openssh-askpass

bind-devel

ushview

netscape-common

dhcp

tftp-server

# Post Installation Scripts

%post —nochroot

# Turn off unwanted daemon processes

rm /mnt/sysimage/etc/rc3.d/S[0-9] [0-9]kudzu
rm /mnt/sysimage/etc/rc3.d/S[0-9] [0-9]apmd
rm /mnt/sysimage/etc/rc3.d/S[0-9]1[0-9]gpm
rm /mnt/sysimage/etc/rc3.d/S[0-9][0-9]anacron
rm /mnt/sysimage/etc/rc3.d/S[0-9][0-9]sendmail
rm /mnt/sysimage/etc/rc3.d/S[0-9] [0-9]1pd
rm /mnt/sysimage/etc/rc3.d/S[0-9] [0-9]isdn

Chapter 3. Foundation
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Plumbing: Network
infrastructure

Often before the foundation is laid, trenching and piping for the plumbing are laid. In many
instances, the T1 line is ordered before the servers are purchased.

The network is the plumbing of modern companies. It seems sometimes like the standards on
which the Internet relies are as strong a force as gravity. In copper plumbing, we deal with
gravity through pumps, valves, and other contraptions. In the Internet world, we have
Dynamic Host Configuration Protocol (DHCP), domain name server (DNS), and Lightweight
Directory Access Protocol (LDAP).
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4.1 DHCP

DHCP is now very popular for managing IP address assignments. It is a standard in many
corporate environments. It’'s especially popular with network administrators who have been
maintaining static name service tables.

DHCP was first widely used for Windows desktops. Today Windows, Linux (and most UNIX),
mobile and wireless clients all talk to DHCP. With this widespread use, security and
availability become major concerns.

When we originally wrote this section, DHCP Version 3.0 was still in beta. At time of
publication, the stable production version was 3.0p2, and 3.01rc11 was the latest release
candidate.

4.1.1 Background

DHCP (RFC 1531) provides a method for passing network configuration information to hosts
on a Transmission Control Protocol/Internet Protocol (TCP/IP) network. DHCP descended
from the BOOTP protocol (RFC 951) used to boot diskless workstation over a TCP/IP
network.

DHCP is based on a client-server model. The client broadcasts a request for network
configuration information. The server assigns an IP address and transmits that address plus
other network configuration information to the client. Finding the client in this instance is by
means of the hardware MAC address. The network administrator assigns the address range
controlled by the server. They establish any other information that is needed by a new client
(hostname, default routes, etc) and never touch the new client box again.

Does this make grumpy administrators happy administrators? Yes, at least until the server
shuts down at 5:00 in the morning.

4.1.2 Building in fault tolerance
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Version 3 of the ISC DHCP server supports the DHCP failover protocol. The failover protocol
allows two DHCP servers to share the same IP address pool or pools. The failover protocol
defines a primary server role and a secondary server role. There are minor differences in how
the primary and secondary servers work, but the differences in configuration are minimal.

The address allocation algorithm is part of the DHCP internal cluster code. Both servers take
turns answering DHCP requests. They give out addresses from their respective address
pools based on a hash of the client ID, unless a failure of the other server is detected.

For the nodes to keep track of the health status of their partner node, packets are sent back
and forth on a private port. There are two modes of failure detection. If a node fails to respond
to a predetermined number of failover status checks by a partner node, the node is deemed
dead. The remaining functioning server goes into partner down state and takes all DHCP
requests until the failed server is reactivated.

The other failure detection mode is when a server is responding to failure status requests on
the private port but is unable to answer DHCP requests for clients. Since both nodes are
always listening, the still functioning server responds to a client request out of turn after the
initial client requests fails to be answered by the partner. This out of turn response happens
after the first client request fails, but before the request times out. This insures that almost any
DHCP server failure will be transparent to the clients.
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After one of the servers fails, the remaining server continues to renew and distributed leases
out of the address pool. During a prolonged outage (such as waiting for parts), the remaining
server can reclaim all the addresses from the other server's part of the pool and reuse them.

The omshell is an interactive shell that allows you to query and change the partner failure
state of a node. This change in failure state allows you to tell the remaining node to reclaim
the failed nodes addresses and reuse them. When the failed server is put back online, it
automatically detects that it has been offline and requests a complete update from its partner
server. After the update completes, both servers resume normal operations.

Example 4-1 shows the sample configuration files for a simple two-node configuration.

Example 4-1 Configuration files for a simple two-node configuration
#####  /etc/dhcpd.conf #ERHRR AR AR AR AR AR

Failover peer "192.168.10.11" { # the other node of the cluster

primary; # am I primary or secondary ?

address 192.168.10.12; # My address

port 518; # Unused port to talk to the other node on

peer address 192.168.10.11; # My peer

peer port 521; # port to talk to my peer on

max-response-delay 30; # number of seconds in which a response is not received from
the other node that it is assumed down.

max-unacked-updates 10; # Maximum un-acknowledged updates before other node is
considered down

load balance max seconds 3; # number of seconds before load balancing is bypassed

mclt 3600; # maximum client lead time in this relationship

hba ffeffeffeffeffeiffeiffiffiffiffiffoffoffoffoff:ff: # split between primary and

secondary, on
00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00; # only needed in the primary config file
}

lease-file-name "/etc/dhcpd.leases"; # lease database
one-lease-per-client on; # One Tease per node
ddns-update-style interim; # dynamic DNS update type

include "/etc/dhcpd.master"; # include file for pool information
###### end dhcpd.conf #############ERFFHRRFHERAHERS
###### start /etc/dhcpd.master #############ERFHERFHFE
subnet 192.168.10.0 netmask 255.255.255.0 {
pool{
range 192.168.10.100 192.168.10.120;
option subnet-mask 255.255.255.0;
option broadcast-address 192.168.10.255;
option domain-name-servers 192.168.10.12;
option domain-name "foo.com";
authoritative;
default-lease-time 86400;
max-lease-time 172800;
min-lease-time 86400;
failover peer "192.168.10.12";
deny dynamic bootp clients;
}

}
###### end /etc/dhcpd.master idgddiaddddaaddaad it
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4.1.3 Security concerns

Almost all networks need to implement some type of security. One way to enhance security
with DHCP is the use of the "host" option in the DHCP configuration files. This host option
allows you to specify an address or address pool for a particular host based on MAC and the
hardware type. These host identifier options also allow you to deny giving systems without an
entry an address or giving them an address on a non-secure network. The administrative
overhead is much greater with this method since all hosts MAC and hardware type must be
entered in the configuration file, but it is one way to add to the security of a wireless DHCP
network segment.

Some larger DHCP implementations have developed a custom topology were when a user
first logs in. The system they are on is given an address in an untrusted network. The user
then logs into a system with a special password. After they are authenticated, the system logs
the MAC address and adds a special host entry for that user in the trusted network DHCP
configuration file. The next time the user boots up onto the network, they are given an
address on the trusted network without any manual intervention. You can even set your DNS
server up to handle DNS updates for you.

Although the standard for secure dynamic DNS updates is still being debated, version 3 offers
a couple of different methods for making secure updates. For those of you who are supporting
systems that require dynamic updates, such as Windows Active Directory, both methods offer
a significant security enhancement over previous versions. Instead of leaving your DNS
vulnerable or adding a DNS update key to each client, the DHCP server can be configured to
send secure dynamic updates. Both A and PTR records can be securely updated on your
DNS server using a secure key. After the DHCP server gives a host an address, the DHCP
server sends an update to the DNS server. When the address is reclaimed by the DHCP
server, an update is sent to the DNS server deleting the record. For this to work, both the
DNS and DHCP servers must be set up with a secure zone.

The interim method is the only one you can use with failover. It is the closest to the standard.
Your setup in BIND should look similar to Example 4-2.

Example 4-2 BIND setup file for security

Key dhcp_key {

Algorithm hmac-md5;

Secret shhh ;

}s

zone " foo.com" {
type master;
file "/var/named/foo.com.zone";
allow-update {key dhcp_key};

}s

zone "10.168.192.in-addr.arpa" {
type master;
file "/var/named/10.168.192";
allow-update {key dhcp_key};

In this example, we define a key called dhcp_key and use the hmac-md5 algorithm with
secret "shhh"(replace this with a real secret key). The zone foo.com allows dynamic updates
to both A (zone foo.com) and PTR records ( zone 10.168.192.in-addr.arpa), but only by a host
with the secret key defined by dhcp_key. You also need a corresponding entry in your
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dhcpd.conf file to tell your DHCP server how to update the records. Example 4-3 shows the
corresponding DHCP entry for the DNS example.

Example 4-3 File for DHCP entry

key dhcp_key {

algorithm hmac-md5;

secret shhh ;

}s

zone " foo.com." {
primary 127.0.0.1;
key dhcp_key;

}s

zone "10.168.192.in-addr.arpa." {
primary 127.0.0.1;
key dhcp_key;

}s

These are similar to the statements we put into the BIND configuration file, with a few
exceptions. The zones are configured with 127.0.0.1 as a primary address and must
correspond to authority records on your DNS server.

Also note the “.” appended to the end of the zone declaration and the lack of quotes on the
zone names. These are minor differences in the way DHCP and BIND parse data.

There is a potential problem with allowing the DNS server to handle the updates. When a
dynamic update is sent the DNS server, the DNS server does not immediately update the
zone file. If for some reason the DNS server goes down before the record update is written
from cache to the zone file, the update is lost. After a DHCP server makes an update, it does
not try to make another update for that host until the lease is broken. In this case, you must
manually edit the leases file or manually update the DNS data files.

Not all these features have been fully developed or tested, so your experience may vary until
these features become more mature.

We should also note that 3.0p2 has a buffer overflow vulnerability. Hopefully 3.01 will be the
current stable release by the time you read this book.

4.1.4 Conclusion

4.2 DNS

If you are currently using a DHCP server from another vendor, or using an older version of the
ISC DHCP service, DHCP Version 3 is well worth the effort. Although the DNS update
security standard has yet to be fully decided, the added security available in this release is
very good. Along with the new the security features, the benefits of having redundant DHCP
servers in itself are worth the installation hassles.

Even the best-built server eventually fails, so plan for it in advance. Some time in the future
you will be glad you did.

One of the most critical components of most networks is the DNS server. Have you ever been
unable to get to a crucial network resource and , had long waits for DNS service? A failed
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network service infrastructure means lost revenue productivity and may put you into a
remediation situation with your customers.

The following section references a two-node cluster implementation that allows DNS to be
implemented in a Linux clustered environment that fails over crucial services.

Most of us have limited hardware budgets, which limits our spare parts supply. How long
would it take you to get a new motherboard or hard drive for your primary DNS server? A
hardware failure can render a server disabled for days or even weeks.

Relying on secondary DNS servers may work for the short term, but not for more than a
couple of hours. That could spell trouble. Some systems can take as long as seventy-five
seconds before the DNS query times out and is sent to the secondary DNS server. Slow
resolver queries trigger customer calls to the help desk complaining of a broken or slow
network. This, in turn, can lead to service level agreement (SLA) violation claims, and
customers demanding reimbursements for loss of service.

Another problem that can come up while the primary server is down is that no updates can be
done and changes must wait until the primary is back online. Even the most robust networks
fall to their knees without a functioning DNS server. Make the primary DNS server for your
domain highly available. It's easy, painless, and fairly inexpensive.

4.2.1 History

DNS handles the translation of computer network numbers to names. Most of us find that
beer.foo.com is easier to remember than 192.168.22.134. DNS also keeps other information
about networks, such as mail server names, in a standard format that other systems may

query.

The DNS implementation we discuss here is Berkeley Internet Name Domain (BIND). BIND
was first developed by University of California at Berkley under a grant by U.S. Defense
Advanced Research Projects Administration (DARPA). BIND includes a name server daemon
called named, a resolver library, and a set of tools to verify the operation of the server.
Currently BIND is being maintained and developed by the Internet Software Consortium and
is available for free download from their Web site, which is available at:

http://www.isc.org/

Most Linux operating system venders include a pre-built version of BIND in their distributions.
BIND is licensed under the GNU Public License (GPL), and it is also open source.

To make a highly available primary DNS server, two servers are needed. One of the servers is
the primary node and one server is the backup node. The heartbeat daemon is used to track
the network availability of the primary node by the backup node. Any current version of BIND
should work for the DNS server. We recommend that you use the version of BIND that ships
with your Linux distribution. To handle the server failover, use the Heartbeat package
available from the Web at:

http://www.1inux-ha.org

Only one node at a time is an active primary DNS server. The other node is in the “bull pen”
getting ready to take over in case of a failure of the primary node. After the secondary node
detects that the primary node has failed, the backup node takes over the primary node’s IP
address and starts its services. Unfortunately BIND, like many services, does not have a
native function to replicate data between primary servers. Therefore, replication must be done
using another tool. We recommend that you use the rsync utility.
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Note: Keep in mind that in the event of a failover, you must replicate any updates to the
secondary DNS back to the primary DNS, after the primary DNS comes back online.

Figure 4-1 illustrates a normal operation of the DNS.

Heartheat
link
— $rmmmm——————) =
Master DNS Node Slave

192.168.10.12 DNE

response

MNetwark
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Qluarigs
= =
Client ) Cient
Client

Figure 4-1 DNS normal operation

After the secondary node detects that the primary node is no longer on the network, the
secondary node takes over the primary node’s IP address. It starts DNS services and
effectively becomes the primary DNS server.

Figure 4-2 illustrates a failed operation of the DNS. The biggest problem with this type of
setup is keeping both servers’ databases synchronized with any changes. BIND does not
have any native functions to replicate data files between two primary servers. To keep the two
databases synchronized, you must employ a shell script or custom utility that uses something
like the rsync utility to synchronize the data between the primary and backup node. The rsync
utility allows you only to update changed files in a particular tree. By just updating the
changed files in the tree, you can minimize the network traffic and system overhead.

We set up a simple rsync command to run every ten minutes in a cron job to commit any
updates to the secondary node. If the primary node dies, all updates since the last rsync are
lost. Hopefully since only ten minutes of updates are lost, it is @ minimal amount of work to
recover. You can immediately update any updates by manually running rsync or with a small
script. To further ensure data integrity, you must replicate any updates made to the secondary
server, while it is acting as a primary server, back to the primary server before you bring it
online as the primary server.
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Figure 4-2 Failed master DNS server

4.2.2 Building a highly available DNS

This section discusses a server and cluster configuration for a highly available DNS.

The server configuration

To properly configure highly available DNS, you need two servers and at least two network
ports on each. One network port is used for the heartbeat daemon’s private port, while the
other port is used to answer queries on the client network. You can download the latest
version of BIND 9.1.3 from the Web at:

http://www.isc.org

Building the BIND server went off without any problems. BIND uses the standard GNU
configure and make scripts. This means we expand the package and use the standard GNU
build recipe. The same is true with Heartbeat, but you need to install the heartbeat patch
included here before you build it:

1. Install the patch by copying to a file called hbpatch.
2. Copy the patch to the heartbeat src directory.
3. Run the following commands:

" patch -p0 < ./hbpatch
# cd <your_source_dir>
# ./configure

# make

4. After the build succeeds, run the following command to put everything in its place:

#make install
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Example 4-4 shows the heartbeat patch.

Example 4-4 Heartbeat patch

s didsaddssdddsadiadisdidsddgsdddsdditaditadidadiiii
--- heartbeat-0.4.9/stonith/expect.cTue Nov 21 17:56:46 2000
+++ heartbeat/stonith/expect.cFri Jul6 15:06:34 2001

@@ -36,7 +36,7 6@

#include <unistd.h>

#include <signal.h>

#include <errno.h>

-#include <sys/time.h>

+#include <time.h>

#include <sys/times.h>

#ifdef _POSIX_PRIORITY_SCHEDULING

# include <sched.h>

--- heartbeat-0.4.9/heartbeat/hb_api.cSat Nov 11 12:05:50 2000
+++ heartbeat/heartbeat/hb_api.cFri Jul6 15:08:46 2001

@@ -74,7 +74,7 @@

#include <hb_api.h>

#include <hb_api_core.h>

#include <sys/stat.h>

-#include <sys/time.h>

+#include <time.h>

#include <unistd.h>

static int api_ping_iflist(const struct ha_msg* msg, struct node_info * node
ittt diddidtsadsadisdiiadidsadsadiadiditi

Cluster configuration

After you install heartbeat and BIND, there are three main files to edit to configure heartbeat
for failover. “ha.cf” is the main cluster configuration that defines who's in a cluster and how
they communicate. The “haresources” file defines what IP address to use and what services
to start upon a detected failure of the primary node. The third file is “authkeys” that is used for
security keys. The following sample configurations are for ha.cf and haresources, which were
used in testing this solution. We do not cover BIND setup for here for obvious reasons. You
must also set up the permissions for rsync to work, but that can vary from the different
distributions.

In the /etc/ha.d/haresources file (Example 4-5), you must define the failover actions to be
performed in the event of a failure of the peer node. In this case, beer1.foo.com starts IP
address 192.168.10.12 and starts the service named in case its peer node beer.foo.com fails.

Example 4-5 /etc/ha.d/haresources file

#### /etc/ha.d/haresources ##############

beerl.foo.com 192.168.10.12 named# server name to take over on failure, ip address of node
, service to start.

##### End of haresources###############

The next file that you must edit is the ha.cf file (Example 4-6). The ha.cf is the configuration
file for the cluster server. You can define how much time it takes to declare a host dead after it
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stops communicating. You also need to define the heartbeat hardware to use and the node
names of the cluster.

Example 4-6 ha.cf file

#H###tt#####44 Jetc/ha/d/ha.cf ######ttdttt#t444E
debugfile /var/log/ha-debug # Where to put debug output
logfile /var/log/ha-log # Where to put the log

logfacility local0 # Facility to use for syslog()/logger

keepalive 2 # keepalive: how many seconds between heartbeats
deadtime 10 # deadtime: seconds-to-declare-host-dead

udpport 694 # udpport What UDP port to use for communication?
udp ethl # What interfaces to heartbeat over?

node beerl.foo.com # cluster members
node beer2.foo.com
tH########4# End of configuration################F##F##F

After you configure heartbeat, you must copy the startup script for the named service and
heartbeat into /etc/init . Do not place the scripts into the /etc/rc directories because you do not
want these services to start automatically. If you have a failure, you must synchronize the data
before failing back from the backup server to the primary server. With this type of
configuration, you have to start heartbeat and BIND manually, but that’s a small price to pay
for a reliable DNS.

4.2.3 Conclusion

Although initially it is more work to set up a cluster than a single server, you will find the effort
well worth it. With the lower costs of hardware and the use of free software, this solution is
very cost effective when compared to commercial solutions. Plan ahead now and have one
less emergency to deal with in the future.

4.3 LDAP

LDAP is a protocol for providing directory information. A directory is like the phonebook you
would find in most households. It is a specialized database for information about people, and
maybe places and things. LDAP is considered lightweight because it is the “little” cousin of the
X.500 DAP protocol and the very heavyweight Resource Access Control Facility (RACF).

The concept of a directory as an information repository is a simple yet powerful one. We use
it in everyday life. Consider the example of the ubiquitous telephone book (or any of its Web
analogs), which lists the telephone numbers and addresses of people and business
establishments. It's a simple creation, but one that is an important part of everyday life.
Beyond public directories, we also create our own directories, whether implicitly or explicitly,
such as e-mail address lists, keychains, or emergency numbers.

Directories can be similarly extended into IT. An organization can use a central directory to
provide common authentication for its computer systems, a listing of available servers and
printers, and a list of end-user mailboxes. In each of the major applications we examine, we
look at how to integrate them with directory services.
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4.3.1 LDAP servers

As the name suggests, LDAP is a network protocol that is used to access directories.
However, common usage has evolved to refer to LDAP as a directory system in itself.

LDAP directories store information, similar to a database, but they contain more descriptive
attribute-based data. The data held in LDAP directories is optimized for reading, so frequently
changing data, such as transactions or e-mail messages, does not fit well in the model.
Information in LDAP directories is arranged in a hierarchical structure. This allows you to
separate data based on different criteria.

An LDAP directory is essentially a database, so what separates it from other databases?
Aside from being oriented toward read operations, an LDAP directory contains data in a very
well-defined structure. This is something that can, therefore, be easily accessed and
referenced by several applications that are written to access LDAP.

For some time now, IT vendors have pushed their own flavor of the LDAP directory. Microsoft
uses the Active Directory, Novell has Netware Directory Services, Sun has iPlanet Directory,
and IBM has the IBM Directory Server. These directory server flavors provide the same basic
functionality, although they may be optimized to work with other products from the same suite
offered by the vendor.

The LDAP version we use throughout this redbook is the OpenLDAP server. OpenLDAP is
one of two free open-source LDAP servers available today. The other is the University of
Michigan LDAP server. Of the two, OpenLDAP is in more commonly used and is included in
most Linux distributions.

This performance and capacity is adequate for the majority of organizations. At some point,
OpenLDAP will become a bottleneck. If OpenLDAP is overloaded, it does not necessarily fail.
It exhibits two performance related behaviors:

» LDAP-enabled authentication becomes slow.

» The CPU and I/O utilization of the LDAP process, slapd (more on this daemon later),
capitalizes the system on which it is running.

When these events occur, consider moving to a commercial LDAP server. Unlike most
software migrations, migrating LDAP directory servers is quite simple. This is in no small part
due to the prevalence of the open LDAP standards. When you implement a directory using
OpenLDAP, your directory supports the LDAP specifications listed in Internet Engineering
Task Force (IETF) RFCs 2829, 2830, 2840, and many others. These same standards are at
the core of both OpenLDAP and commercial LDAP servers, such as IBM Directory server.

4.3.2 LDAP concepts

LDAP directories consist of entries or objects arranged in a hierarchy that can be used to
match the structure of an organization. The entries can represent organizations, organization
units, people, roles, company assets, and almost any type of entity. Figure 4-3 shows an
example of an LDAP directory hierarchy.
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Figure 4-3 A simple LDAP directory hierarchy

LDAP objects

The most basic element of the LDAP information model is an object. An entry is a collection
of attributes that has a globally unique Distinguished Name (DN). Example 4-7 shows an
LDAP entry.

Example 4-7 An LDAP entry

dn: uid=dominique,ou=users,o=Tspl.ibm.com
uid: dominique

cn: Dominique Cimafranca

givenname: Dominique

sn: Cimafranca

objectclass: top

objectclass: person

objectclass: organizationalPerson
objectclass: inetOrgPerson

mail: dominique@lspl.ibm.com

The DN, in this case uid=dominique,ou=users,o=Ispl.ibm.com, refers to the entry
unambiguously. There can be no other entry in the LDAP directory with the same DN.

The attributes that we defined for this entry are:

uid: A user ID for a user

cn: Common name for a user
givenname: The given name for a user
sn: The surname for a user

mail: E-mail address of a user

vVvyyvyVvyy

This is a basic example of an LDAP object that represents a user in an organization. In actual
practice, this LDAP entry may contain more information such as telephone number, office
location, mailing address, or job role.
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Attributes, object classes, and schemas

The attributes that go into an object are not something that you can arbitrarily choose. They
are part of the object classes that define the object and may be required or optional
depending on the object class.

In our example, our entry is of object class top, person, organizationalPerson, and
inetOrgPerson:

» The top object class is a required abstract object class required for any LDAP entry.

» The person object class is a structural object class. LDAP entries must have one structural
object class. As the name implies, the person object class defines a person. The person
object class requires the cn and sn attributes be defined in the entry.

» The organizationalPerson object class is a general purpose object class that holds
attributes about people. It defines basic attributes that describe a person.

» The inetOrgPerson object class is also a general purpose object class that holds attributes
about people. It defines attributes used in typical Internet and Intranet directory service
deployments.

Several other predefined object classes are available. You may also choose to define your
own object classes as you need them for your applications and organizations, but they must
all be defined in the LDAP schema.

A schema defines valid object classes, the mandatory and optional attributes they contain,
and rules on how data held by an object may be held.

LDAP hierarchy

As we mentioned before, LDAP directory entries are arranged in a hierarchical tree-like
structure. Our example LDAP entry can be positioned along this tree, which is, in turn, part of
the base (see Figure 4-4).

o=Ispl.ibm.com

ou=Users,o=Ispl.ibm.com

dn:uid=george,ou=Users,o=lsplibm.com dn: uid=peter,ou=Users,o=lspl.ibm.com dn:uid=deminique,ou=Users,o=Ispl.ibm.com
Uid=dominique
cn: Dominique Cimafranca
givenname: Dominigue
sn: Cimafranca
mail: dominique@spl.ibm.com

Figure 4-4 Visualizing our LDAP object in its tree

Notice that we have to define the entries for the organization and organizational unit that our
users will be part of. Otherwise, the LDAP directory is invalid, and the LDAP directory server
will not take them in.
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Our example in LDAP Data Interchange Format (LDIF)

Lets look at a common form for expressing LDAP entries, the LDIF. LDIF is typically used to
import and export directory information between LDAP-based directory servers or to describe
a set of changes that are to be applied to a directory.

An LDIF file consists of a series of records separated by line separators. A record consists of
lines that describe a directory entry, or lines describing a set of changes to be made to a
directory entry.

Example 4-8 shows you an LDIF file that is used to initially populate an LDAP directory. This
example is the LDIF representation of our LDAP hierarchy.

Example 4-8 LDIF file example.ldif

dn: o=1spl.ibm.com

0: Ispl.ibm.com
objectclass: top
objectclass: organization

dn: ou=users, o=1spl.ibm.com
ou: users

objectclass: top

objectclass: organizationalUnit

dn: uid=dominique,ou=users,o=Tspl.ibm.com
uid: dominique

cn: Dominique Cimafranca

givenname: Dominique

sn: Cimafranca

objectclass: top

objectclass: person

objectclass: organizationalPerson
objectclass: inetOrgPerson

mail: dominique@lspl.ibm.com

dn: uid=george,ou=users,o=Tspl.ibm.com
uid: george

cn: George Dolbier

givenname: George

sn: Dolbier

objectclass: top

objectclass: person

objectclass: organizationalPerson
objectclass: inetOrgPerson

mail: george@lspl.ibm.com

dn: uid=peter,ou=users,o=1spl.ibm.com
uid: peter

cn: Peter Bogdanovic

givenname: Peter

sn: Bogdanovic

objectclass: top

objectclass: person

objectclass: organizationalPerson
objectclass: inetOrgPerson

mail: peter@lspl.ibm.com
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There are business situations where you may want to integrate your directory with an external
one. If you find yourself in this situation, you may want to consider a commercial directory
integrator. Commercial directory integrators allow real-time integration of multiple,
independent, directories. We strongly recommend that you use a product such as IBM’s
Directory Integrator, which actually allows real-time integration of directories from multiple
sources, on multiple platforms.

4.3.3 Working with OpenLDAP

Red Hat provides OpenLDAP packages in RPM format to support both client and server
functions:

» openldap-2.0.21-1: Configuration files, libraries, and documentation for OpenLDAP

» openldap-clients-2.0.21-1: Client programs for OpenLDAP

» openldap-devel-2.0.21-1: OpenLDAP development libraries and header files

» openldap-servers-2.0.21-1: OpenLDAP servers and related files

The OpenLDAP base and client packages are installed by default in a standard RedHat
installation. The server packages must be explicitly installed and configured. The OpenLDAP

development libraries are only needed if you plan to compile applications or write programs
that have LDAP functions.

In addition, RedHat also ships with some packages to LDAP-enable other applications.
These are:

» auth_ldap-1.4.8-3.i386.rpm: LDAP authentication module for Apache

» nss_ldap-172-3.i386.rpm: Name server switch (NSS) and pluggable authentication
library modules for LDAP that allow applications like login, FTP, mail, etc. to authenticate
against LDAP

» php-ldap-4.0.6-16.i386.rpm: LDAP module for PHP applications

Here are the general steps that we follow to get a basic OpenLDAP server up and running
and populate it with entries.:

Install the OpenLDAP server.

Configure the OpenLDAP server using its configuration file.
Configure the OpenLDAP client using its configuration file.
Start the LDAP server.

Add entries to the LDAP directory.

okrwn =

Installing the OpenLDAP server

As we mentioned earlier, the OpenLDAP client is already installed by default on a typical
Red Hat installation. To get our LDAP server up and running, we only need to install the
server components and modify the configuration files.

To install the server package, simply run:

rpm —ivh openldap-servers-2.0.21-1.rpm

Configuring the OpenLDAP server

The behavior of the OpenLDAP server is controlled by the /etc/openldap/slapd.conf
configuration file. Example 4-9 shows a sample slapd.conf file. If you want to test your own
OpenLDAP server, modify your own slapd.conf file to follow the entries shown here.
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Example 4-9 slapd.conf contents

include /etc/openldap/schema/core.schema

include /etc/openldap/schema/cosine.schema

include /etc/openldap/schema/inetorgperson.schema

include /etc/openldap/schema/nis.schema

include /etc/openldap/schema/redhat/rfc822-MailMember.schema
include /etc/openldap/schema/redhat/autofs.schema

include /etc/openldap/schema/redhat/kerberosobject.schema
database 1dbm

suffix "o=1sp1.ibm.com"

rootdn "cn=Manager,o=Tsp1.ibm.com"

rootpw {SHA}5en6G6MezRroT3XKgkdPOmY/BfQ=

directory /var/1ib/1dap

index objectClass,uid,uidNumber,gidNumber,memberlUid eq

index cn,mail,surname,givenname eq,subinitial

defaultaccess read
access to attr=userPassword
by self write
by anonymous auth
by dn="cn=Manager,o=1spl.ibm.com" write
access to dn.one="ou=users,o=Tspl.ibm.com"
by self write
by dn="cn=Manager,o=1spl.ibm.com" write
by * read

Note: If you want some idea of what the entries in the configuration file mean, read on.
Otherwise, skip to the next step in “Configuring the OpenLDAP client” on page 42.

The first group of lines, as shown here, are the defaults provided by the RedHat OpenLDAP

packages:

include /etc/openldap/schema/core.schema

include /etc/openldap/schema/cosine.schema

include /etc/openldap/schema/inetorgperson.schema

include /etc/openldap/schema/nis.schema

include /etc/openldap/schema/redhat/rfc822-MailMember.schema
include /etc/openldap/schema/redhat/autofs.schema

include /etc/openldap/schema/redhat/kerberosobject.schema

In later chapters, you modify these files to include other custom schemas.

The next group of lines, as shown here, define the characteristics of our directory:

database 1dbm

suffix "o=1sp1.ibm.com"

rootdn "cn=Manager,o=Tsp1.ibm.com"

rootpw {SHA}5en6G6MezRroT3XKgkdPOmY/BfQ=

directory /var/1ib/1dap

index objectClass,uid,uidNumber,gidNumber,memberlUid eq

index cn,mail,surname,givenname eq,subinitial

A single LDAP server can actually manage several directories. In our case, we only define a
single one.
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The rootdn specifies the distinguished name that manages the database. This user has full
access to the LDAP directory. This DN may or may not be an entry on the LDAP directory
itself. The rootpw specifies the password for the rootdn.

Generating rootpw: You generate the contents of rootpw using the s1appasswd command.
For example, you use the plaintext password “secret” as shown here:

s secret

This generates the following results:
{SSHA}5Q1mUZQSFmU6kn6gLwBn1J1erHAg+o5Y

Other encryption schemes are available such as {CRYPT}, {MD5}, {SMD5}, and {SHA}. To
use these other hashing schemes, for example {SHA}, you enter:

-s secret

This then generates:
{SHA}5en6G6MezRroT3XKqkdPOmY/BfQ=

Copy the generated password into the rootdn field of the slapd.conf file.

Alternatively, you may choose not to use encryption, in which case your rootdn field is now:

rootpw secret

The database line specifies the backend database to use. This can be either Idbm, shell, or
passwd. You normally use ldbm.

The suffix specifies the DN suffix of queries that will be passed to this backend database.
Multiple suffix lines can be given and at least one is required for each database definition. In
our case, we specify our organization’s suffix, o=Ispl.ibm.com.

The directory specifies the location of the database and index files that OpenLDAP
generates.

The index lines specify the index type to be maintained for the listed attributes.

The last group of lines, as shown here, define the different types of access to the directory
objects:

defaultaccess read
access to attr=userPassword
by self write
by anonymous auth
by dn="cn=Manager,o=1spl.ibm.com" write
access to dn.one="ou=users,o=Tspl.ibm.com"
by self write
by dn="cn=Manager,o=1spl.ibm.com" write
by * read

The default access mode is read for all users.

However, for the attribute, userPassword may only be used for authentication purposes. A
user who connects to the LDAP server using their DN can modify the userPassword attribute,
but only for his own LDAP entry. The rootdn for this directory has write access to all
userPassword attributes.
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We permit everyone read access to the entries found in the “ou=users,o=Ispl.ibm.com”
branch. There is an exception for the userPassword attribute, whose access we have defined
earlier. As before, a user who connects to the LDAP server using their DN can modify all
attributes. The rootdn has full write access.

Configuring the OpenLDAP client

The behavior of the OpenLDAP server is controlled by /etc/openldap/Idap.conf configuration
file. Example 4-10 shows this file.

Example 4-10 Idap.conf contents

HOST 127.0.0.1
BASE o=Tsp1.ibm.com

We tell the LDAP client the IP address of the host. In this case, the LDAP client and server are
on the same machine. We also specify the default base DN to use when making queries.

Starting the OpenLDAP server
Start the OpenLDAP server by typing the following command:

service ldap start

The LDAP service should start. If it generates an error, check your /etc/openldap/slapd.conf
file for any possible errors.

Note: If you want to start OpenLDAP in verbose mode to show debugging information
when working with LDAP applications, run the following command instead:

slapd —d 1

The slapd command invokes the LDAP daemon directly. The —d flag is the debugging level.
The higher the number is, the more debugging information it shows.

Populating the LDAP directory
With the OpenLDAP server now up and running, we can start populating the directory with
entries. There are two ways to do this:

» Offline using the s1apadd command

» Online using the 1dapadd command

For now, we use the online method.

Copy the contents of the example LDIF file we showed earlier into an actual file onto your
system. Then, enter the following command:

ldapadd -D "cn=Manager,o=1spl.ibm.com" -W -x < example.ldif

Note the following explanation:

» The -D flag in OpenLDAP commands denotes the DN that you use to bind to the
OpenLDAP server.

» The —W flag in OpenLDAP commands means to prompt for the password of the DN.

» The —x flag means to use simple authentication.
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At this point, you should see some messages confirming that the contents of the LDIF file
were added to the directory. If you encounter an error message, verify the contents of the
LDIF file to make sure you did not make any typographical errors.

Searching OpenLDAP

You can search, add, modify, or delete entries in the OpenLDAP directory, provided you have
the right permissions as defined in the slapd.conf file. Let’s start first with some basic search
operations, using 1dapsearch.

To search for a particular attribute of a DN, enter:

x {uid=dominique,ou=users,o=1spl.ibm.com} mail

After you enter your password, you should see the following result:

dn: uid=dominique,ou=users,o=Tspl.ibm.com
uid: dominique

cn: Dominique Cimafranca

givenName: Dominique

sn: Cimafranca

objectClass: top

objectClass: person

objectClass: organizationalPerson
objectClass: inetOrgPerson

mail: dominique@lspl.ibm.com

You can also search for multiple attributes from a particular DN:

—x {uid=dominique,ou=users,o=1spl.ibm.com} givenname cname

If you want all the readable attributes from a DN, type:

€Cx 99

—x {uid=dominique,ou=users}

Note that, in this example, we did not need to specify the suffix. We already instructed the
client to use a base of "o=Ispl.ibm.com".

If you want to list out all the DNs of a particular branch in the directory, enter:

€Cx 99

—x {uid=dominique,ou=users}

Modifying LDAP entries

Earlier we mentioned that LDIF files may be used for both adding and modifying LDAP
entries. The format for an LDIF file when used for modify operations is similar to the file
format for an add operation.

Suppose, for example, that we wanted our LDAP entry to have additional attributes. We
highlighted these in bold in Example 4-11.

Example 4-11 Modified LDAP entry with new attributes

dn: uid=dominique,ou=users,o=Tspl.ibm.com
uid: dominique

cn: Dominique Cimafranca

givenName: Dominique

sn: Cimafranca

objectClass: top

objectClass: person

objectClass: organizationalPerson
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objectClass: inetOrgPerson
objectClass: account

objectClass: posixAccount

mail: dominique@lspl.ibm.com
loginShell: /bin/bash

uidNumber: 1000

gidNumber: 1000

homeDirectory: /homenfs/nfs/dominique
gecos: Dominique Cimafranca

We create an LDIF file with the contents listed in Example 4-12.

Example 4-12 LDIF file for modification modify.Idif

dn: uid=dominique,ou=users,o=Tspl.ibm.com
changetype: modify

add: objectclass

objectclass: account

add: objectclass

objectclass: posixAccount

add: loginShell

lToginShell: /bin/bash

add: uidNumber

uidNumber: 1000

add: gidNumber

gidNumber: 1000

add: homeDirectory

homeDirectory: /homenfs/home/Dominique
add: gecos

gecos: Dominique Cimafranca

Then we run the command:

ldapmodify -D "cn=Manager,o=1spl.ibm.com" -W -x -f modify.ldif

This makes the required modifications to the LDAP entry.

Setting passwords for the OpenLDAP entries

Since we are working with user accounts in this LDAP directory, it makes sense to add
passwords to them. The schema of one of the object classes we used, inetOrgPerson, allows
us to use the attribute userPassword.

The command to add or change passwords to a DN is 1dappasswd.

To set up a password for a user as the administrator, enter:

—x "uid=dominique,ou=users,o=1spl.ibm.com"

The -S flag prompts you for the new password for this user.
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In this example, we set up the userPassword attribute for the entry
"uid=dominique,ou=users,o=Ispl.ibm.com". Since this password entry does not exist yet, we
need to enter it using our administrator credentials.

If you want to include the plaintext password in the command line, use the following command
instead:

—x "uid=dominique,ou=users,o=1spl.ibm.com"

To change a password for a user using that user’s DN, type:

ldappasswd -D "cn=dominique,ou=users,o=1spl.ibm.com" -W
"uid=dominique,ou=users,o=Tsp1.ibm.com"

This prompts for the old password and the new password.

Additional resources

This has been a cursory introduction into OpenLDAP, with emphasis on getting a working
installation up and running. For more information on OpenLDAP, go to the main Web site at:

http://www.openldap.org
In particular, look for the administration guide, which you can find at:
http://www.openldap.org/doc/admin/

For a more in-depth discussion of LDAP, see the excellent tutorial on LDAP Version 3 by
Adam Williams. The tutorial covers the basics of LDAP and goes deeper into the workings of
OpenLDAP, with several examples. This tutorial is available via File Transfer Protocol (FTP)
at:

ftp://ftp.kalamazoolinux.org/pub/pdf/1dapv3.pdf

4.3.4 gq: A graphical LDAP browser

You may be feeling dizzy from all the command-line options that we’ve shown. Fortunately,
an open-source graphical LDAP browser is available that you can use — gg. What's more, gq
is part of the standard packages installed by the Red Hat default setup.

Setting up the LDAP browser
To set up the LDAP browser, follow these steps:

1. Bring up the gq client. Type the following command:

#9q
This opens the client interface as shown in Figure 4-5.
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_@
File Help |

Search | Browse | Schemal

search [:l || | |I0calhost ju:lspl.ibm.com j Find |
|

[t server found

Figure 4-5 gq interface

2. Configure the client for your LDAP server. Click File-> Preferences to bring up the
Preferences dialog (Figure 4-6).

3. Click the Servers tab to set up some LDAP servers to manipulate with gqg.

4. Click New.

=" Preferences EHE

Search Options | Browse Options Servers |Temp|ates | LDIF |

localhiost New
Edit |
Celate |

Cancel |

Figure 4-6 gq Servers tab
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5. The New server window opens (Figure 4-7). On the General tab, enter the details of the
server to which you will be connecting.

== Hew Server [=][x]

General ‘ Details |

Narme |LDAP

LD&P host |Idap1.|sp|.ibm.cnm
LDAP Port |39

Base DM |D=Isp|.ibm.cnm|

Ok Cancel

Figure 4-7 New server General page

6. Click the Details tab (Figure 4-8).

7. Specify more information such as the DN to bind to the LDAP server and the password.
Also enter your search attribute.

== Hew Server [=][x]

General Details ‘

Bind D |cn=Manager,n=Ispl.ibm.u:om
Bind Passward |secret
Bind type |Simp|e j

Search Aftribute [ uig] |

Mlaximum entries |ZDD

[ Cache connection

[ Enable TLS

Ok Cancel

Figure 4-8 New server Details page
8. Click OK.

At this point, your LDAP client is ready to go.
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Working with gq

Now let’'s perform the most basic function, which is to search:

1. On the main window (Figure 4-9), select the LDAP server you just configured. Type the

wildcard * in the search field and click Find. This shows you all the LDAP entries

matching your search pattern. Now you see listed all the LDAP entries you created so far.

Help |

File
Search | Browse | Schemal
search | § |i | |Iocalhost j|0=|sp|.ibm.com j M
(i} ohjectClass |uid |cn |givenName
top person organizatic dominique Dominigue Cimafranc Dominigue

uid=dominigue,ou=users,o=Isplibm.com

K1

[1entry found

Figure 4-9 gq server list

entry.
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2. Double-click an existing entry. This shows you the attributes and classes of the LDAP



3. You can edit these attributes of the entry from the window (Figure 4-10) that opens. Click
Apply to commit the changes to the LDAP directory.

-+ yig=dominigue,ou=users o=Ispl.ibm.com [=][O][=]

=l =

dn |pid=dnminique,Uu=users,0=|sp|.ibm.cnm |
ohjectClass |t|:|p
|persun

|0rganizati0nalF'ersnn

|inetOrgF’ersun
|au:cu:uunt
|pnsixAccuunt j
sh |Cimafran|:a j
Ch |D0minique Cimafranca j
userPassword |{Crypt}h.WTanIhinM |Crypt j j
telephoneMNumber | j
seeflso | j
description | j
title | -
x121Address | | |~

Apply Refresh

Figure 4-10 gq server attributes

If you receive an object class violation after editing an entry, this means that you missed
entering a required attribute. Review the entry for the missing field before you commit it.
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How do you add a new entry? You can do that by using an existing entry as a template.
1. Right-click an entry and choose Use as template.

2. This brings up a form (Figure 4-11) for an LDAP object that follows the object classes and
attributes of the template. Note that this form is similar to the form shown earlier. Be sure
you enter all the required fields. Otherwise the LDAP server (and gq) issues a message
about an object class violation. Click OK when you are finished.

(=[]
= of
dn ||,Du=users,n=lspl.ibm.cum | —
ohjectClass |t|:|p
|persun
|0rganizati0nalF'ersnn
|inetOrgF’ersun
|au:cu:uunt
|pnsixAccuunt j
5N | hd
cn | =l
userFasgsword | |Clear j j
telephonetumber | j
seeflso | j
description | j
title | -
x121Address | | |~
M Cancel
I I

Figure 4-11  GQ new entry from template
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3. From the main window, click the Browse tab to see a tree view of the LDAP directory
(Figure 4-12). You can also view and edit the details of the LDAP objects from this view by
highlighting an entry. Right-clicking an entry allows you create new entries or export the
LDAP directory tree to an LDIF file.

_@
File Help |

Search Browse |Schema|

Ef localhost
Eo:lspl.ihm.cnm
ou=U5ers

Euid:george

=g

dn |uid=du:uminique,nu:users,o:lspl.ihm.cnrr
ohjectClass |tnp
|person
|DrganizatiunalF'ersnn
|inetOrgPerson
|accnunt
|pnsix.6.cc0unt
5N |Cimafranca
ch |Dnminique Cimafranca
userFassword |{crypt}hSNcgglexr1ﬂ |Crypt j
talanbanahlinmbare [
[4] [ 2

Apply

Eefresh

Figure 4-12 gq Browse page to browse the LDAP directory
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The Schema page (Figure 4-13) is helpful if you're designing an LDAP directory and
wondering which object classes go with which attributes. This page provides a view of all the
object classes. It shows you what the required and optional attributes of each are. It gives you

a list of the available attributes and tells you which object classes make use of them.

Allin all, gq is a very handy tool for managing your LDAP directory.

_@
File Help |

Search | Browse Schema ‘

= Inca_lhust = Ohjectclasses ‘ Attribute types | Matching rules | Syntaxes | =

ElyobjectClasses
'Ium Mame Required attributes
|— applicationEntity |‘3LC'3DUnt j userid
—applicationFrocess Description
[— autamount
[ autamountkiap - |
—hootableDeyice o seseses
| certificationAutharity L Allowed attributes
L certificationAuthority-v2 |0.9.2342.19200300.1004 5 description
[— country i seehlso
— cRLDistributionP oint Superior localityMame
L deObject [top j arganizationhame
—device organizationalUnithame
| dmd Kind host
— dMSDomain |Struu:tura|
—document
—documentSeries [ Ohsolete
—domain
—domainRelatedObject
—ds5a —
— dynamicObject Ad| Ad|

|Schema search on cn=5Subschema
| I

Figure 4-13 gq Schema page

4.3.5 Serve

Why can’t you just use gq?

You may be wondering why we went through the pain of setting up the LDAP directory using
the command line options. The reason is that gq works on an already-existing LDAP directory.
The contents may be very basic, but it should give gq enough structure in the directory tree to
work with.

Also gq is only ideal for viewing and editing entries one at a time. If you need to make massive
changes, like reading in hundreds of entries or adding attributes to all the objects in an LDAP
branch, you can’t do that with gg. You need to use the command-line LDAP tools.

r authentication with LDAP

Now that we have a properly running LDAP server, let’s look at practical applications for it.
Let’s start with something basic but immediately useful — central authentication for a group of
servers.

Central authentication is useful in a BladeCenter environment where users need to maintain
accounts across several blades. This means that users can log on to any server using the
same combination of username and password.
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This functionality is similar to Network Information Services (NIS). You can think of it as
having a centralized /etc/passwd file.

This configuration is possible
using the stock packages from a
Red Hat distribution. Apart from
the OpenLDAP server packages,
you also need the pam_ldap and
nss_packages.

LDAP Server

RFC2307 describes authentication y Authentication Request
using LDAP in more detail. P "2 and Response

Pluggable authentication i
module

PAM is a system service used by
applications and servers to
determine who has the right to
perform an action. When you log
in to your system, the login
progr);m prxvides PAM with the | SeTver 1 Server2  Server 3
username and password. PAM
returns an answer as to whether
the pair is valid.

Figure 4-14 Servers requesting authentication information
from LDAP server

PAM is a way by which several applications can use the same authentication system within a
server.

We can extend this concept to servers in a network. PAM can check with the LDAP directory
to verify the username and pass guide:

http://www.kernel.org/pub/1inux/1ibs/pam/Linux-PAM-htm1/pam.htm]
For more information about PAM, see the FAQ on the Web at:

http://www.kernel.org/pub/1inux/1ibs/pam/FAQ

Name server switch (NSS)

NSS provides processes with a common interface to repositories of system information, such
as the correlation between a username and UNIX user ID. If PAM is about authentication,
NSS is about the maps that are commonly used by several applications on UNIX systems.

Various programs need to be configured to work correctly in the local environment.
Traditionally, this was done by using files such as '/etc/passwd'. However, other name
services, such as NIS and DNS, became popular and were hacked into the C library, usually
with a fixed search order.

The GNU C Library, which Linux uses, implements the maps using NSS.

The databases available in the NSS are:

aliases: Mail aliases

ethers: Ethernet numbers

group: Groups of users

hosts: Host names and numbers

netgroup: Network wide list of host and users
networks: Network names and numbers

vVvyvyvyYYyy
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protocols: Network protocols

passwd: User passwords

rpc: Remote procedure call names and numbers
services: Network services

shadow: Shadow user passwords

vVvyyvyyvyy

NSS can also query LDAP for this information.

Schemas and required attributes

We can place all the information that PAM and NSS use into LDAP to provide a form of
common authentication for several applications. RFC 2307 describes the attributes that an
LDAP entry must have to be used for UNIX system authentication.

The attributes are:
uid

cn
userPassword
loginshell
uidnumber
gidnumber
homedirectory
gecos

vVVyVYyVYVYVYYVYYy

The LDAP entry must also be of object class posixAccount and account. See Example 4-13.

Example 4-13 Modified LDAP entry with new attributes, with authentication attributes highlighted

dn: uid=dominique,ou=users,o=Tspl.ibm.com
uid: dominique

cn: Dominique Cimafranca

givenName: Dominique

sn: Cimafranca

objectClass: top

objectClass: person

objectClass: organizationalPerson
objectClass: inetOrgPerson
objectClass: account

objectClass: posixAccount

mail: dominique@lspl.ibm.com
loginShell: /bin/bash

uidNumber: 1000

gidNumber: 1000

homeDirectory: /homenfs/nfs/dominique
gecos: Dominique Cimafranca

You can add these additional attributes using gq or LDIF files.

Configuring a server to authenticate against an LDAP server
Populate the LDAP directory with the user accounts that you want to test the system against:

1. On the server, log in as root and enter the command:
# authconfig
This brings up the text-based menu shown in Figure 4-15.
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2. Select LDAP as the authentication method. In the Server field, enter the IP address of the
LDAP server. In the Base DN field, enter the base DN.

The choices you make on this window update the following files:

— letc/nsswitch.conf: The configuration file for NSS.
— letc/ldap.conf: This is the configuration file for the server to act as LDAP client.

Click Next.

#*root@bladel:~ SEuy
authconfig 4.1.19 - () 1999-2001 Red Hat, Inc.

—| User Information Configuration I—

Cache Information

Domain:
Jerver:

Jerver:
Base DHN:

LHS:
RHS:

<Tab>/<Ahlt-Tab> between elements | <3pace> selects | <F1lZ> next screen

Figure 4-15 Authconfig main menu
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3. The display shown in Figure 4-16 opens. Select Use LDAP Authentication as one of the
authentication methods. As before, specify the Server and Base DN.

The choices you make on this display affect the contents of /etc/pam.d/login.
Click OK.

2" root@blade1:~

authconfig 4.1.19 - () 1999-2001 Red Hat, Inc.
I Authentication Configuration I

Shadow Passwords

HMI5 Passwords

LDAP Authentication

Jerver:
Base DN: ul ]

Fealm:
EDC:
Aodmin Server:

Torkgroup:
Servers:

Figure 4-16 Authconfig menu

The server is ready to authenticate against the LDAP server. You can test this by logging in to
the server using the user ID and password of one of the accounts on the LDAP directory.

-1 dominique 127.0.0.1

If you logged in successfully, then you know that LDAP authentication works. If for some
reason your LDAP authentication failed, check the following items:

» Can you contact your LDAP server? Perform a query on your LDAP server using the
1dapsearch tool:

ldapsearch -D "cn=Manager,o=1spl.ibm.com" -h 192.168.2.158 —x
{uid=dominique,ou=users,o=1spl.ibm.com} **

» Does your LDAP entry have the right attributes? You should be able to retrieve the
attributes as shown in (example no.), along with the userPassword.

» Recheck your authconfig settings.

Home directories

You may have noticed that when you log on to an account defined in your LDAP directory, it
doesn’t have a home directory. The simplistic approach is to create the specified home
directories for your users on the server, but this would be a wrong solution. The home
directories are not portable across the different servers.

The answer is to use a shared directory, either NFS or Samba. Better yet, you can use
automount to mount the user home directories only when they are needed.
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Automating the conversion with scripts

Red Hat includes MigrationTools from PADL to automate the conversion of Linux
authentication files to LDAP. These are found in the /usr/share/openldap/migration directory.
MigrationTools are a set of Perl scripts for migrating users, groups, aliases, hosts, netgroups,
networks, protocols, RPCs, and services from existing name services to LDAP.

Here is a brief description of all migration scripts:

» migrate_base.pl creates naming context entries, including subordinate contexts such as
ou=people and ou=devices.

» migrate_aliases.pl migrates aliases in /etc/aliases.

» migrate_group.pl migrates groups in /etc/group.

» migrate_hosts.pl migrates hosts in /etc/hosts.

» migrate_networks.pl migrates networks in /etc/networks.

» migrate_passwd.pl migrates users in /etc/passwd.

» migrate_protocols.pl migrates protocols in /etc/protocols.

» migrate_services.pl migrates services in /etc/services.

» migrate_netgroup.pl migrates netgroups in /etc/netgroup.

» migrate_netgroup_byuser.pl migrates the netgroup.byuser map. It requires revnetgroup.
» migrate_netgroup_byhost.pl migrates the netgroup.byhost map. It requires revnetgroup.
» migrate_rpc.pl migrates RPCs in /etc/rpc.

These scripts are useful if you want to study the LDAP entries required by Red Hat and to
automate the actual migration. However, be careful when using the scripts if you are not
familiar with them. They will migrate all the existing information, even information that you may

not want migrated. For example, the root account should never be on an LDAP server, but
instead be on individual machines.

Be especially careful about using the migrate_all_nisplus_online.sh and
migrate_all_nisplus_offline.sh scripts that Red Hat provides. You may use them instead to
generate LDIF files that you can study and edit before you enter them into the LDAP directory
using the 1dapadd or 1dapmodify tools.

Extending to other applications

The example we use in the previous section illustrates how to use LDAP as common
authentication for UNIX logins through PAM. But the same PAM authentication can be used
by several other applications, such as FTP and mail.

This is a double-edged sword. It gives you convenience for a centralized authentication.
PAM-LDAP and NSS-LDAP are quite easy to set up. However, you must be careful about
other applications using LDAP authentication when you don't want them to.

You may have to go through the configuration files in /etc/pam.d/ to verify that only the
applications you select will use LDAP.

Additional resources

For more information on PAM, NSS, and LDAP, read the Red Hat Reference Guide that ships
with your distribution.
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Also consult the following sources:

» The Quick Start Guide on the OpenLDAP Web site:
http://www.openldap.org/doc/admin/quickstart.html

» The LDAP Linux HOWTO from the Linux Documentation Project:
http://www.redhat.com/mirrors/LDP/HOWTO/LDAP-HOWTO.htm1

One area we did not go deep into is Samba authentication with LDAP. This is covered in the
tutorial “Using an LDAP directory for Samba authentication” by Tom Syroid. You can find this
document on the Web at:

http://www-1.ibm.com/servers/esdd/tutorials/smb_Tdap.htmI
For more on Samba LDAP integration, see the following Web sites:

http://www.coe.tamu.edu/cs/Manuals/Samba/Samba-LDAP-HOWTO.htm1
http://www.unav.es/cti/ldap-smb/Tdap-smb-2_2-howto.htm]

4.3.6 Apache authentication with LDAP

We showed you how to provide authentication for a server using PAM, NSS, and LDAP.
There are other ways to provide authentication. For example, some applications may
incorporate LDAP support and authentication directly in the application itself (instead of
relying on an external module like PAM).

Let’s look at an example of LDAP authentication performed by an application itself — basic
authentication on the Apache Web server. The Apache project already includes a module
called mod_auth_Ildap that performs this function.

Basic authentication is the simplest method of authentication. When a Web server directory
is protected using this method, Apache sends an authentication request to the Web browser.
Upon receiving this request, the browser asks the user to supply a user name and password.

Schemas and required attributes

The LDAP authentication module for Apache works with the objects that we created so far. In
particular, only the user ID (uid) and userPassword attributes are necessary. No
modifications are necessary.

The Apache LDAP module is flexible enough to use other attributes that you specify.

Required packages
The Apache package is installed by a Red Hat Advanced Server default installation. If the
package was not installed, you must install it yourself using the following command:

# rpm —ivh apache-1.3.27-2.rpm
Next, you must install the auth_ldap package by entering the following command:

# rpm —ivh auth_ldap-1.4.8-3.rpm

Enabling Apache to authenticate against an LDAP server

To use LDAP authentication, you only have to edit the Apache configuration file in
/etc/httpd/conf/httpd.conf.
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Find and uncomment the following two lines in /etc/httpd/conf/httpd.conf:

LoadModule auth_ldap_module modules/mod_auth_ldap.so
AddModule auth_ldap.c

Password protecting a Web directory using LDAP
Consider the case where you want to password protect the contents of /var/www/secret. In
this case, you need to add the following directives into your httpd.conf file:

Alias /secret/ "/var/www/secret"

<Directory "/var/www/secret">
Options Indexes FollowSymLinks
AuthType Basic
AuthName "Secret files"
AuthLDAPURL Tdap://blade2.1sp1.ibm.com/ou=Users,o=1spl.ibm.com
Require valid-user
Order allow,deny
AlTow from all
</Directory>

Restart the server for the changes to take effect. Enter the following command:

# service httpd restart

When you try to access the secret directory of your Web server, you see the pop-up
authentication box.

The four lines involved in the authentication process are:

» AuthType Basic: This tells Apache that we are using basic authentication.

» AuthName “Secret Files”: This is the label that is placed in the pop-up authentication
box.

» AuthLDAPURL.: This tells Apache to run a search against the LDAP directory located at
blade2.Ispl.ibm.com, under the ou=Users,o=Ispl.ibm.com branch. By default, auth_ldap
searches against the uid attribute.

» Require valid-user: This line tells Apache to permit any authenticated user access to this
directory.

Another combination using .htaccess

Another possibility of LDAP authentication is to use .htaccess. Rather than write the
Authentication directives into httpd.conf, you may opt to put them in a file called .htaccess
inside a directory that you want to protect.

You can find complete documentation for mod_auth_Idap on the Web at:

http://www.rudedog.org/auth_ldap/
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Wiring: File services with Samba
and NFS

High-availability file sharing services are an important component of a robust network
infrastructure. Within an organization, they may be used to share directories and files for
ordinary users. Within a portal implementation, they may be used to provide a common file
system for high-availability services like web and e-mail.

This chapter looks at two core open source components for file sharing, Samba and Network
File System (NFS).
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5.1 Working with Samba

The Samba software suite is a collection of programs that implements the Server Message
Block (SMB) protocol for UNIX systems. SMB is sometimes also referred to as the Common
Internet File System (CIFS), Local area network (LAN) Manager, or NetBIOS protocols.

Samba is a mainstay server for networks that need to integrate UNIX and Windows systems.
It allows you to blend a mix of Windows and Linux machines together without requiring a
separate Windows NT, 2000, or 2003 server.

As of this writing, the latest stable version of Samba is 2.2.8.

5.1.1 Required Samba packages

You need to install the following packages to set up your Linux server as a Samba client:

» Samba-common
» samba-client

To set up a Samba server, you need to install the following packages:

samba-common
samba-client

samba

samba-swat (optional)

vVvyyy

The samba package is the server itself. The samba-swat package is a Web-based user
interface for configuring the Samba server.

5.1.2 Configuring Samba as a basic file server
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The Samba server configuration file installed by the RPM packages is stored in
/etc/samba/smb.conf. You can modify this file directly editing it or by using the Samba Web
Administration Tool (SWAT). To begin, we configure Samba by directly editing the file.

The SAMBA configuration file smb.conf is divided into two main sections:

» Global settings: These settings affect the general operation of the server.

» Share definitions: These settings are used in defining shares. A share is a directory on
share server that is accessible over the network by SMB client systems. The share
definitions define home directories, printer shares, and shared directories.

As shipped, the smb.conf file is sufficient to help you start sharing user home directories and
printers. A Linux user can mount their designated home directory (and currently, only their
home directory) on the server from either a Windows or Linux clients. If printers are defined
on the server, the user can also connect to the printer.

We suggest that you make the following modifications to smb.conf:

» workgroup = MYGROUP: This is the workgroup of the Windows clients that will connect to the
Samba server.

» hosts allow = 192.168.2: This filter allows you to restrict which hosts, defined by the IP
address, can connect to the Samba server.

We revisit this configuration file in subsequent sections of this chapter.
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5.1.3 Adding Samba users

Next, we need to define Samba users on the server. For basic configurations, Samba
accounts correspond to Linux user accounts on the server.

To create a Samba user, use the smbadduser command. Example 5-1 shows a sample
session, assuming we already have an existing Linux user account called user.

Example 5-1 Creating a Samba user

[root@bladell root]# smbadduser user:user
Adding: user to /etc/samba/smbpasswd
Added user user.

ENTER password for user

New SMB password:

Retype new SMB password:

Password changed for user user.

Password changed for user user.

The first parameter of smbadduser is the Linux user account ID (user). The second parameter,
separated by the colon (:), is the designated Windows ID, which is how the account appears
to Windows systems.

Executed for the first time, the smbadduser command creates the /etc/samba/smbpasswd file.

The home directory of user is automatically shared by Samba server because of the definition
in the smb.conf file shown in Example 5-2.

Example 5-2 Home directories shared in Samba

[homes]
comment = Home Directories
browseable = no
writable = yes
valid users = %S
create mode = 0664
directory mode = 0775

5.1.4 Samba passwords

To change the Samba password, run the smbpasswd command. The root user running
smbpasswd can change the Samba password of another user. An ordinary user running
smbpasswd can change their own Samba password, after they authenticate their old password.

The password to Samba is not the same as the password to the Linux server. You can make
them equivalent, but it does not mean that they will be stored in the same location. If you
change one, it does not automatically change the other.

This is the down side of a basic Samba installation, which can be remedied with a common
authentication database, such as LDAP.
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5.1.5 Connecting to the Samba server using smbclient

If the Samba server is not running, start it now. You can use the service command to do this
as shown here:

# service smb start

From another machine or from one of the other blades, connect to the server using the
smbc1lient command as shown here:

% smbclient //bladell.lspl.ibm.com/user -U user

This prompts you for the password, after which you are connected using an FTP-like client.

5.1.6 Connecting to the Samba server using smbmount

Running as root, you can connect to the Samba server using the smbmount command. Define
a mount point and enter the following command:

# smbmount //bladell.lspl.ibm.com/user mountpoint —o username=user

This prompts you for the password of the user account you are logging on as.

5.1.7 Connecting to the Samba server from a Windows machine

If you modified your workgroup directive of /etc/samba/smb.conf to reflect the workgroup of
your Windows machines, your Samba server should be visible when you open Network
Neighborhood or My Network Places.

You can connect to the file share as you would with any Windows folder. You must
authenticate using your username and password.

5.1.8 Automatically mounting a Samba directory at boot time

To automatically mount a Samba shared directory at boot time, edit the /etc/fstab file of the
Samba client. Add the following line or something similar:

//bladell/user /mnt/data smb username=user,password=mypassword 00

When you type mount —a or when you boot up the server, the shared directory from blade11 is
mounted on /mnt/data automatically.

But wait. The username and password are visible to everyone who can read the /etc/fstab file,
which is usually the case. This is bad security. Instead, you should use this line:

//bladell/user /mnt/data smb credentials=/etc/samba/credentials 00

You have to create a file called /etc/samba/credentials with the following contents:

username=user
password=mypassword

Make sure that you restrict the file so that only root can read it:
# chmod 600 /etc/samba/credentials

5.1.9 Sharing additional directories

Throughout our examples, we have worked with the home directories defined in the Linux
accounts. How about a case where you want to share a common directory with several
users?
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You can define a new share in /etc/samba/smb.conf. For example, to make available the
directory /var/data as a share called blast, you would add the following lines in smb.conf:

[blast]
comment = Blast data
path = /var/data
valid users = user
public = no
writable = yes
create mask = 0765

The directory is accessible to the valid users on other servers.

5.1.10 For more information on Samba

If you're looking for more in-depth information on Samba, see the main Samba Web site.
Documentation, source code, and updates are also available on the Web at:

http://www.samba.org

You may also want to refer to the book Using Samba, by Robert Eckstein, David
Collier-Brown, and Peter Kelly. A softcopy version of this book is available on the Web at:

http://www.oreilly.com/catalog/samba/chapter/book

Plus, you may want to refer to the Redpaper Deploying Samba on IBM @server BladeCenter,
REDP3595. Parts of the Samba section for this Redbook were adapted from this paper.

5.2 Working with NFS

Another method of sharing files is through the NFS. NFS was developed to allow machines to
mount a disk partition on a remote machine as if it were on a local hard drive. Like Samba,
this allows for fast, seamless sharing of files across a network.

NFS predates Samba by several years. It was originally written by Sun Microsystems to link
together UNIX servers. These days, non-UNIX and non-Linux clients can use NFS.

NFS on Linux was written by Olaf Kirch and Alan Cox. You can find the project on the Web at:
http://nfs.sourceforge.net
The current implementation of NFS on Linux runs it within the kernel, which enables better

performance.

5.2.1 Required NFS packages

You need the nfs-utils package. The nfs-utils package provides a daemon for the kernel NFS
server and related tools.

5.2.2 Configuring NFS

The main configuration files you need to edit to set up an NFS server is /etc/exports. The
/etc/exports file contains a list of entries, each entry indicating a volume to be shared and how
it is to be shared. An entry in /etc/exports typically looks like this example:

directory machinel(optionll,optionl2) machine2(option21,option22)
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The directory entry represents the directory that you want to share. If you share a directory,
then all directories under it, within the same file system, are also shared.

The entries machine1 and machine2 represent the client machines that have access to the
directory. The machines may be listed by their DNS address or their IP address. Using IP
addresses is more reliable and more secure.

When specifying hosts to be allowed to use a particular exported filesystem, a variety of
methods can be used, including:

» Single host: Where one particular host is specified with a fully qualified domain name,
hostname, or IP address.

» Wildcards: Where an asterisk (*) or question mark (?) character is used to take into
account a grouping of fully qualified domain names or IP addresses or those that match a
particular string of letters.

» IP networks: These networks allow the matching of hosts based on their IP addresses
within a larger network. For example, 192.168.0.0/28 allows the first 16 IP addresses, from
192.168.0.0 to 192.168.0.15, to access the exported file system but not 192.168.0.16 and
higher.
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Doorways: Web serving and
messaging

Every building needs an access way, such as a doorway. For most software applications, this
is a communications protocol. For modern organizations, the access way is through electronic
communication mechanisms such as the telephone, Web applications, e-mail, and instant
messaging.

In any building, the entrance is the first architectural feature that you come into contact with.
Architects use an entrance to form an impression in the mind of the person entering the
building. You should use great care that the entrances you design and implement is robust
and usable.

This chapter shows you how to implement several electronic entrances, including Web
serving, instant messaging, and e-mail.
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6.1 Web serving

What can be said about Web serving that has not been said before? One of the most popular
Web servers is the open source Apache Web server. In fact, the Apache Web server is a core
component of IBM’s WebSphere Web application environment.

6.1.1 The Apache Web server

The Apache Web server is probably the most popular project of the Apache Software
Foundation. It started in 1995 when a group of Webmasters created an updated version of the
National Center for Super Computing Applications (NCSA) Hypertext Transfer Protocol
(HTTP) daemon, a public domain HTTP server that had not seen any new development since
1994. The first public release of the Apache HTTP Server was based on version 1.3 of the
NCSA HTTP daemon plus a set of patches from the Apache group.

The popularity of the Apache HTTP Server started to rise. Since April 1996, the Apache
HTTP Server has become the most popular Web server on the Internet. It is available for a
multitude of platforms. Because of its open source nature, it is also used in other products.
For example, IBM’s HTTP Server is based on the Apache code. Currently about 60% of all
Web sites run a version of the Apache HTTP Server according to the NetCraft Web server
survey. You can learn about the details of this survey on the Web at:

http://www.netcraft.com/survey/

In 2002, the Apache HTTP Server project took a new step by releasing version 2.0. Using a
newly developed runtime layer, Apache 2.0 can now use the features of the different platforms
on which Apache runs better. For a complete list of new features in Apache 2.0, see:

http://httpd.apache.org/docs-2.0/new_features_2_0.html

This chapter discusses installing and configuring Apache 2.0. If you are interested in Apache
1.3 or simply installing Apache, see Deploying Apache on IBM @server BladeCenter,
REDP3588.

6.1.2 Installing Apache HTTP Server Version 2.0

The easiest way to install Apache 2.0 is to install a Linux distribution that contains it. Since we
are using Red Hat Advanced Server 2.1 on our blade servers, we must use another way to
install Apache 2.0. If there is a module or patch that is not part of a standard RPM, it is useful
to know how to download and build Apache from source.

We compile Apache 2.0 from the source in a separate directory so it does not interfere with
the standard Apache 1.3 installation. The Secure Sockets Layer (SSL) module comes with a
base Apache source package. The Perl and PHP modules are also installed from source.

6.1.3 Installing Apache HTTP Server and the SSL module
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To install the Apache HTTP Server and the SSL module, follow these steps:
1. Download the latest version of the apache2 source from:
http://www.apache.org/dist/httpd
We downloaded the httpd-2.0.43.tar.gz package.
2. Extract the source using the following command:
tar -xzf httpd-2.0.43.tar.gz
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3. Go to the source directory:

cd httpd-2.0.43.

. Configure the source with the following code:

./configure --with-mpm=prefork --enable-modules=all --enable-mods-shared=all
--enable-cgi --enable-ss1 --enable-proxy --enable-so --with-ss1=/usr/include/

We configure Apache to build all modules as shared modules and to build the SSL and
proxy modules. We also choose the prefork processing module. This is a non-threaded
module. This is because Perl in Red Hat Advanced Server 2.1 is still version 5.6. Perl 5.6
does not support multithreading. Instead, you need Perl V5.8. If you do not want to build
mod_perl, you can choose a threaded processing module, such as worker.

5. Start the compilation with the make command. This could take a while to finish.

6. If the compilation was successful, you can install Apache 2.0 with make install. Apache

2.0 is now installed in the directory /usr/local/apache2. This way of installing Apache does
not create a script for starting and stopping Apache in the /etc/init.d directory. This means
you cannot use the service and chkconfig commands.

6.1.4 Installing the Perl module

To install the Perl module, follow these steps:

1.

Download the latest version of the Perl module from:
http://perl.apache.org/dist/

You must get the 2.0 or later version of mod_perl. The older versions (1.x) are not
compatible with Apache 2.0. In our case, the package was named
mod_perl-2.0-current.tar.gz.

Extract the mod_perl source with the following command:
tar -xzf mod_perl-2.0-current.tar.gz
Note: You can still run only one Apache server at a time because standard HTTP and

HTTP Secured (HTTPS) ports are required by Apache. If you want both versions
running at the same time, configure one Apache server to use non-standard ports.

Go to the source directory. Enter the following command:
cd mod_per1-1.99 07/
Configure mod_perl with:

perl Makefile.PL
MP_AP_PREFIX=/usr/local/apache2/MP_INST_APACHE2=1

We point mod_perl to our Apache 2.0 directory and tell it to ignore the already installed
version 1.3 of Apache and its modules.

5. Compile mod_perl using the make command.

6. Test the newly created module with the following command:

make test

. If the test completed with no errors, you can install mod_perl with the following command:

make install

Now mod_perl is installed into our Apache 2.0 directory.
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6.1.5 Installing the PHP module

Install the PHP module by following these steps:
1. Download the latest version of the PHP source from:
http://www.php.net/downloads.php
In our case, the package was called php-4.2.3.tar.gz.
2. Extract the PHP source code. Type the following command:
tar -xzf php-4.2.3.tar.gz
3. Go to the source directory. Type the following command:
cd php-4.2.3
4. Configure the PHP module with the command shown in Example 6-1.

Example 6-1 Configuring PHP with options

./configure --prefix=/usr/local/apache2/
--with-config-file-path=/usr/local/apache2/conf/
--enable-force-cgi-redirect
--disable-debug

--enable-pic

--disable-rpath
--enable-inline-optimization
--with-bz2

--with-db3

--with-curl

--with-dom=/usr
--with-exec-dir=/usr/local/apache2/bin
--with-freetype-dir=/usr
--with-png-dir=/usr
--with-gd
--enable-gd-native-ttf
--with-ttf

--with-gdbm

--with-gettext
--with-ncurses

--with-gmp

--with-iconv
--with-jpeg-dir=/usr
--with-openssl

--with-png

--with-pspell
--with-regex=system
--with-xml
--with-expat-dir=/usr
--with-z1ib --with-Tayout=GNU
--enable-bcmath
--enable-exif

--enable-ftp
--enable-magic-quotes
--enable-safe-mode
--enable-sockets
--enable-sysvsem
--enable-sysvshm
--enable-discard-path
--enable-track-vars
--enable-trans-sid
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--enable-yp

--enable-wddx

--without-oci8
--with-pear=/usr/local/apache2/pear
--with-imap

--with-imap-ss]
--with-kerberos=/usr/kerberos
--with-Tdap

--with-mysql=/usr

--with-pgsql

--enable-memory-Timit
--enable-shmop

--enable-versioning
--enable-calendar

--enable-dbx

--enable-dio

--enable-mcal
--with-apxs2=/usr/local/apache2/bin/apxs

We used several options. You can remove or add options to suit your environment. Some
of these options also require that you install the level RPM package or packages for that
option. If you see errors in the configuration process, either install the necessary
development package or remove the option.

5. Compile the PHP module with the make command.

6. If the compilation completed with no errors, install the PHP module. Use the following
command:

make install

Our Apache installation is complete now. The next task is to configure Apache and test it.

6.1.6 Configuring and testing Apache

In the /usr/local/apache2 directory, you see the complete Apache 2.0 environment. We call
this directory the Apache 2.0 root. In this section, all references to files and directories are
against this root unless explicitly mentioned. Let us start with the configuration:

1. Go to the conf/ directory and open the httpd.conf file in an editor.

2. Scroll down until you come to a set of lines all beginning with LoadModule. At the end of
this section, add the following line:

LoadModule perl_module modules/mod_perl.so
This loads the Perl module.

3. Verify that the following line is also present in that section:
LoadModule php4_module modules/1ibphp4.so

In our case, it was present. This loads the PHP module. The SSL module, as part of the
basic Apache 2.0 distribution, is already installed and configured.

4. Scroll further down until you see the code in Example 6-2.

Example 6-2 Making Apache recognize modules

###Section 3:Virtual Hosts . Edit this section so that it Tooks Tike the following.
#Bring in additional module-specific configurations
<IfModule mod_ss1.c>
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Include conf/ss1.conf

</IfModule>

# mod_perl configuration

Per1Module Apache2

Alias /perl//usr/local/apache2/perl/
<Location /perl/>

SetHandler perl-script

Per1ResponseHandler ModPerl::Registry
Per10Options +ParseHeaders

Options +ExecCGI

</Location>

#php configuration

AddType application/x-httpd-php .php .php4 .php3 .phtml
AddType application/x-httpd-php-source .phps
###Section 3:Virtual Hosts

5. Save the changes you made and close the httpd.conf file.

6. Copy the php.ini file (recommended) from the source directory of PHP (where you

performed configure, make, etc.) and copy it into the conf/ directory with the name php.ini.
In our case, it looked like this:

cp /root/apache/php-4.2.3/php.ini-recommended /usr/local/apache2/conf/php.ini

If you want to use the SSL module with Apache 2.0, generate a key for use in the
encryption process. In you do not intend to use SSL, you can skip to the next step. The
easiest way to get this key is to copy one from the Apache 1.3 distribution. If you want a
real key, follow the instructions in the SSL module documentation. To copy the Apache 1.3
key, we did this:

[root@portall root] #cp -a /etc/httpd/conf/ssl.crt/ /usr/local/apache2/conf/
[root@portall root] #cp -a /etc/httpd/conf/ssl.key/ /usr/local/apache2/conf/

Your Apache 2.0 configuration is now complete. The next step is to create two small test
scripts for mod_perl and PHP and test everything:

1.

In the Apache 2.0 root, create a directory perl/:
mkdir perl

In this directory, create a file called fest.pl. It should have the same content as in [ED
REF].

In the directory htdocs/, create a file called test.php and add the following line to it:
<?php phpinfo();?>

. Start Apache 2.0 with the following command:

./bin/apachectl startssl

Remember that you should do this in the Apache 2.0 root. If you do not want to use SSL in
the command, replace startssl with start.

Open a browser and type the name of your server in the Web address bar. You should see
a test page for Apache.

In the Web address field of your browser, replace Attp:// with https:// to test SSL. You
should see the same page again, but this time it is encrypted as indicated by the dialogs
that may appear and the closed lock in the status bar of your browser.

Add test.php or /test.php after the URL. Now you should see an information page from
PHP. The version of PHP is indicated at the top.

In the URL, replace test.php with perl1/test.pl. You now should see a page with the
message It worked!!!.

IBM @server BladeCenter, Linux, and Open Source: Blueprint for e-business on demand



If you can see every test page, then your Apache 2.0 setup is configured and working
correctly.

6.1.7 Load balancing and Linux Virtual Server (LVS)

The purpose of blade-based server technology is to allow several servers to work together. To
do this, the Web application needs a mechanism to balance the Web request load among
multiple Web servers.

In this chapter, we build a Web cluster using a set of blade servers in our IBM @server
BladeCenter. The clustering is done using two open source projects: LVS and Keepalived.

We build the Web cluster in two ways. The first way is without high availability. The second
way provides high availability and uses more nodes and services.

We use the LVS project on the Directors to provide the load balancing. We use LVS to create
two virtual IP addresses. The virtual IP address 10.10.10.10 is created on the public local
area network (LAN) and provides access to the Web cluster for the clients. The other virtual
IP address is 192.168.100.1, It provides access for Realservers to the outside world.
Therefore, it is created on the private LAN.

Realservers

Realserver is the name given to computers in an LVS cluster that actually performs the
services that will be virtualized. Realservers are grouped by service that is virtualized to a
virtual server. A Realserver can be part of different groups at the same time and, therefore,
can have different services running at the same time.

There is no need to install any software on the Realserver specific to LVS. The LVS code is
only needed on IBM Director. Still, you may need to install cluster-related software on
Realservers. For example, on an LVS for Web server, you may install or configure a Network
File System such as Coda, Intermezzo, etc. to share the document root for the Web sites.

Be careful with the Realservers when you are clustering services that use sessions. When a
client connects for a second time to the cluster, it may be directed to another Realserver other
than the first Realserver. You have to make sure that any information the first Realserver has
is also known by the second Realserver. You can, for example, use a common database that
contains this information. LVS itself also has provisions for this. You can set a persistence
time for each virtual server. If you have this enabled, then LVS connects the same client to the
same Realserver for as long as the persistence timer keeps running.

The Realserver can be any operating system that has decent TCP/IP support. This depends
on the way the virtual server is created. See the LVS documentation to see which LVS
method is the best for your application and which operating system is supported by that
method.

The Directors

The Directors with the LVS software provide the routing, filtering, and packet forwarding
functions to create the virtual servers. These functions can run on any machine that is at least
an Intel processor 486 and preferably with two Ethernet adapters. The Linux installed on it
should be at least one with a kernel 2.2.14 or greater. The latest kernel from the 2.4 series is
preferred. There are three ways to set up a virtual server:

» Network Address Translation (NAT): The public and private LANs are different network
and IP packages that go through the Director and are rewritten so that it seems as if they
came from the Director itself.
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» IP tunneling: The Director delivers IP packages from clients to Realservers using an IP
tunnel. The Realserver then answers directly to the client.

» Direct routing: The Director and the Realserver are all on the same physical network.
This network is used by the Director to forward packages from the clients to the
Realservers. The Realserver then answers the clients using another network.

In our setup, we use NAT. LVS has different algorithms to perform load balancing. The best
choice depends on which service the virtual server delivers and how it is used. You can find
the complete list of algorithms and explanations on the Web at:

http://www.linuxvirtualserver.org/docs/scheduling.html

We are also going to implement high availability into our virtual server. This means two things.
Realservers that are no longer responding will be removed from the virtual server. And, we
will provide failover between the two Directors if the active Director goes down. We will
implement this using the Keepalived daemon. It provides health checks for Realservers and
removes a Realserver from a virtual server if it stops responding. It also provides failover for
the Director using Virtual Routing Redundancy Protocol (VRRP) Version 2, which is a
protocol used for router failover.

6.1.8 Installing the Web cluster

74

In this section, we install all the software needed for the Web cluster.

Installing the Directors

In our Web cluster, we use Red Hat Linux Advanced Server 2.1 for the Directors. When
configuring the network, make sure you reserve three IP addresses, one for each Director
and one for the public virtual IP address. After you install Red Hat Linux on the Directors,
apply all updates for Red Hat Linux. Then install the kernel-source package for the kernel that
you will run. We will need this source later.

Installing LVS

The kernels from Red Hat already include the LVS code. But this is not the latest version of
the LVS code. If you prefer, you can build a new kernel with the latest LVS code. We do not do
that in our setup.

You need to install the ipvsadm code. This is a small tool that allows you to configure LVS and
view its status. In our setup, we worked with kernel version 2.4.18-18.7.x. This kernel includes
version 1.0.4 of LVS. Follow these steps:

1. Download the ipvsadm source RPM from:
http://www.linuxvirtualserver.org/software/index.html
For our kernel and version of LVS, we downloaded the package ipvsadm-1.21-3.src.rpm.
2. Compile this source RPM using the following command:
rpm --rebuild ipvsadm-1.21-3.src.rpm
3. Install the compiled RPM using the following command:
rpm —ivh /usr/src/redhat/RPMS/i386/ipvsadm-1.21-3.17386.rpm

IBM @server BladeCenter, Linux, and Open Source: Blueprint for e-business on demand


http://www.linuxvirtualserver.org/docs/scheduling.html
http://www.linuxvirtualserver.org/software/index.html

Installing Keepalived
Now that LVS is installed, we continue by installing Keepalived:

1. Download the latest Keepalived source RPM from:
http://www.Keepalived.org/download.html
We downloaded Keepalived-0.7.6-1.src.rpm.

2. Create a symbolic link called /usr/src/linux in the kernel source code. We used the
following command:

cd /usr/src;In -s linux-2.4.18-18.7.x/1inux;cd
This link is needed so Keepalived can find the source code of LVS.
3. Compile the Keepalived source RPM using the following command:
rpm --rebuild Keepalived-0.7.6-1.src.rpm
4. Install the compiled RPM using the following command:
rpm —ivh /usr/src/redhat/RPMS/i386/Keepalived-0.7.6-1.1386.rpm

The Directors are now ready.

Note: The compilation of the source RPM of ipvsadm and Keepalived has to be done only
once. You can use the compiled packages directly on the other Director.

6.1.9 Configuring the Web cluster

We set up the cluster in two steps. In the first step, we use only one Director. This means no
Director failover and two Realservers. With this, you can test the basic functioning of the
cluster. Then we set up the cluster using both Directors and all the Realservers. We also add
support for both the HTTP and HTTPS protocols.

Configuring the basic Web cluster

We configure Director 1 to create the virtual server and use Realservers 1 and 2 as the
servers part of the virtual server:

1. Make sure that you set the network configuration of all the blade servers as indicated in
the previous sections.

2. For LVS to work, enable the forwarding of IP packets by the kernel. Type the following
command:

echo "1">/proc/sys/net/ipv4/ip_forward

3. To enable IP forwarding by default, edit the file /etc/sysctl.conf and set the line
net.ipv4.ip_forward=0 to =1.

4. Open the /etc/Keepalived/Keepalived.conf file in an editor. Edit the files to look like the one
shown in Example 6-3.

Example 6-3 Configuration of Keepalived for the basic Web cluster

IConfiguration File for Keepalived

global_defs {

Iwho will get alert emails

notification_email {
root@localhost

}
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Ithe alert emails will come from
notification_email_from Keepalived@localhost
luse this server to send the alert mails
smtp_server 127.0.0.1
smtp_connect_timeout 30
Ithe name/id of this load balancer
1(it should be unique)
Tvs_id LVS_DIRECTOR_1
Ithis defines the VIP on the public LAN,the virtual server
vrrp_instance VI_1 {
Ithis director will start as master
state MASTER
Icreate the VIP on interface ethl
interface ethl
leach virtual server needs a unique id
virtual_router_id 51
Ithe priority determines who is master in failover setups,
Ithe highest priority becomes master
priority 200
Thow often check for failover between master and backup
advert_int 1
lauthentication for the syncronisation between master and backup
authentication {
auth_type PASS
auth_pass 1111
}
Ithe IP adresses that are part of this virtual server
virtual_ipaddress {
10.10.10.10
}
Ithis defines the gateway on the private LAN
Isetup is the same as above,only different interface (eth0)
!different id (52)and different IP address
vrrp_instance VI_GATEWAY {
state MASTER
interface eth0
virtual_router_id 52
priority 200
advert_int 1
authentication {
auth_type PASS
auth_pass 1111
}
virtual_ipaddress {
192.168.100.1
}
Ithis Tinks the VIPs on the public and private LAN so that they both are
Itaken over by the backup in case of failover
vrrp_sync_group VSG_1 {
group {
VI_1
VI_GATEWAY
}
Ithis defines the IP address 10.10.10.10 if our virtual server
Ifor port 80,the http port
virtual_server 10.10.10.10 80 {
Itime between the health checks of the realservers
delay_Toop 6
'1oad balancing algorithm (rr =round robin)
1b_algo rr
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Itype of LVS (NAT =network address translation)
1b_kind NAT
Iprotocol of the virtual IP
protocol TCP
Irealserver 1 on port 80
real_server 192.168.100.10 80 {
lweight is used in weighted algorithms
weight 1
Itype of health check,get a html page
HTTP_GET {
lwhich url to test
url {
path /
Ichecksum of the recieved page to test with
lyou need to set this for your own environment
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
lon what port must we test
connect_port 80
Itimeout value for the test
connect_timeout 3
'how many retries before marking server dead
nb_get_retry 3
Thow Tong to wait between retries
delay_before_retry 3
}
}

Irealserver 2,simular setup as realserver 1
real_server 192.168.100.11 80 {
weight 1
HTTP_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 80
connect_timeout 3
nb_get_retry 3
delay_before_retry 3

5. Modify the digest values for each Realserver. You can find the digest value using the
genhash command. In our example, we created an index page that showed us the name of
the Realserver with a different background each time. This helps us to see if everything is
working correctly. We used the following steps to create the digest values for Realserver 1:

a. Run the following command:
genhash -s 192.168.100.10 -p 80 -u /
At the end of the output from this command, we saw the output shown in Example 6-4.
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Example 6-4 Output of the genhash command

----------------------- [ HTML MD5 resulting J---=---=ccmmmmmmmmmoo
0000 ff 20 ad 24 81 f9 7b 17 -54 ef 3e 12 ec d3 a9 cc ..$..{.T.>.....
----------------------- [ HTML MD5 final resulting J------=---eccoauu--
ff20ad2481f97b1754ef3el2ecd3adcc

b. The last line is the value to be filled in at the digest parameter. Do this for all
Realservers that you defined. If you have the same index page on each Realserver,
then you need only to run genhash once and fill in the same value for each Realserver.

6. Save the Keepalived configuration file and close the editor.
7. Make sure all the Apache Web servers on the Realservers are started.

8. To help in the initial debugging, we let Keepalived output extra information into the system
log. Edit the Keepalived start script /etc/init.d/Keepalived.init and change Keepalived to
Keepalived -d in the start and restart sections.

9. Start Keepalived with the following command:
/etc/init.d/Keepalived.init start

10.Watch the system log file with less /var/log/messages. At the end, you should see a lot of
information from Keepalived.

11.With ipvsadm, check whether Keepalived set up LVS properly.
12.Using ip addr Tist, you should see the virtual IP addresses added to the Director.

13.1f all these commands give you the correct information, you can test the virtual server. On
a client, browse to the virtual IP address 10.10.10.10 and reload it a couple of times. You
should see all your Apache servers working.

Your basic cluster should work now. You can check everything by using the commands
mentioned above and looking at the log files on the Director and Realservers.

Configuring the complete Web cluster

Now that we have the basic clustering setup, we expand the configuration to use all six of our
blade servers. This means adding a second Director that provides failover for the first
Director, adding two Realservers to our virtual server, and creating a virtual server for HTTPS
support.

The configuration of the three new blade servers is identical to that of the configuration we
already used. Only the network configuration, the index page on the Apache server, and the
Keepalived.conf file on the second Director are different.

Follow these steps:

1. Make sure the Realservers are running and have Apache set up for both HTTP and
HTTPS support.

2. Edit the Keepalived.conf file on Director 1. This is the master. Make it look like the file
shown in Example 6-5.

Example 6-5 Configuration for Keepalived

IConfiguration File for Keepalived
global_defs {
lwho will get alert emails
notification_email {
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root@localhost

}

Ithe alert emails will come from

notification_email_from Keepalived@localhost

luse this server to send the alert mails

smtp_server 127.0.0.1

smtp_connect_timeout 30

Ithe name/id of this load balancer

1(it should be unique)

Tvs_id LVS_DIRECTOR_1
Ithis defines the VIP on the public LAN,the virtual server
vrrp_instance VI_1 {

Ithis director will start as master

state MASTER

Icreate the VIP on interface ethl

interface ethl

Note: The client cannot be the Director or any of the Realservers. It needs to be a separate

machine connected to the public LAN.

Ithis enabled a daemon,part of LVS,that syncronises both director
1vs_sync_daemon_interface ethl
leach virtual server needs a unique id
virtual_router_id 51
Ithe priority determines who is master in failover setups,
Ithe highest priority becomes master
priority 200
'how often check for failover between master and backup
advert_int 1
lauthentication for the syncronisation between master and backup
authentication {
auth_type PASS
auth_pass 1111
}
Ithe IP adresses that are part of this virtual server
virtual_ipaddress {
10.10.10.10
}
Ithis defines the gateway on the private LAN
Isetup is the same as above,only different interface (ethl)
!different id (52)and different IP address
vrrp_instance VI_GATEWAY {
state MASTER
interface eth0
1vs_sync_daemon_interface eth0
virtual_router_id 52
priority 200
advert_int 1
authentication {
auth_type PASS
auth_pass 1111
}
virtual_ipaddress {
192.168.100.1
}
Ithis Tinks the VIPs on the public and private LAN so that they both are
Itaken over by the backup in case of failover
vrrp_sync_group VSG_1 {
group {
VI_1
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VI_GATEWAY
}
Ithis defines the IP address 10.10.10.10 if our virtual server
Ifor port 80,the http port
virtual_server 10.10.10.10 80 {
Itime between the health checks of the realservers
delay_Toop 6
'1oad balancing algorithm (rr =round robin)
1b_algo rr
Itype of LVS (NAT =network address translation)
1b_kind NAT
Iprotocol of the virtual IP
protocol TCP
Irealserver 1 on port 80
real_server 192.168.100.10 80 {
lweight is used in weighted algorithms
weight 1
Itype of health check,get a html page
HTTP_GET {
lwhich url to test
url {
path /
Ichecksum of the recieved page to test with
lyou need to set this for your own environment
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
lon what port must we test
connect_port 80
Itimeout value for the test
connect_timeout 3
Thow many retries before marking server dead
nb_get_retry 3
Thow Tong to wait between retries
delay_before_retry 3
}
}

Irealserver 2,simular setup as realserver 1
real_server 192.168.100.11 80 {
weight 1
HTTP_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 80
connect_timeout 3
nb_get_retry 3
delay_before_retry 3
}

}
real_server 192.168.100.12 80 {

weight 1
HTTP_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 80
connect_timeout 3
nb_get_retry 3
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delay_before_retry 3

}

}
real_server 192.168.100.13 80 {

weight 1
HTTP_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 80
connect_timeout 3
nb_get_retry 3
delay_before_retry 3
}
}

Isame virtual server but now using port 443 =HTTPS
virtual_server 10.10.10.10 443 {

delay_Toop 6

1b_algo rr

1b_kind NAT

protocol TCP
Ithis means that a client will be routed to the same virtual server

Ifor a period of 10 minutes.Needed for SSL connections,adjust for
lyour own setup
persistence_timeout 600
real_server 192.168.100.10 443 {
weight 1
luse HTTPS instead of HTTP
SSL_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 443
connect_timeout 3
nb_get_retry 3
delay_before_retry 3
}
}
real_server 192.168.100.11 443 {
weight 1
SSL_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 443
connect_timeout 3
nb_get_retry 3
delay_before_retry 3
}
real_server 192.168.100.12 443 {
weight 1
SSL_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}

connect_port 443
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connect_timeout 3
nb_get_retry 3
delay_before_retry 3
}
}
real_server 192.168.100.13 443 {
weight 1
SSL_GET {
url {
path /
digest ff20ad2481f97b1754ef3el2ecd3a9cc
}
connect_port 443
connect_timeout 3
nb_get_retry 3
delay_before_retry 3

Here again, adjust the digest value for each HTTP_GET or SSL_GET test to the value that
corresponds to your setup.

3. Copy the Keepalived.conf file from Director 1 to Director 2.
4. Edit the Keepalived.conf file on Director 2 and make the changes listed in Table 6-1. You
must change the state and priority statements twice, once for each virtual IP address.

Table 6-1 Changes needed for Keepalived.conf file

Change To

lvs_id LVS_DIRECTOR_1 Ivs_id LVS_DIRECTOR_2
state MASTER state BACKUP

priority 200 priority 100

5. Enable the forwarding of IP packets on Director 2. You can do this by entering:
echo "1">/proc/sys/net/ipv4/ip_forward

6. To enable IP forwarding by default, edit the file /etc/sysctl.conf and set the line
net.ipv4.ip_forward =0 to =1.

7. Start Keepalived on Director 1. Type the following command:
/etc/init.d/Keepalived.init start

8. Confirm that Keepalived has started correctly by checking /var/log/messages, ipvsadm,
and ip addr list.

9. Test the cluster using a browser. Remember, the client must not be the Realservers or the
Director nor on the public LAN. Also test both HTTP and HTTPS.

10.1f the cluster works, start Keepalived on Director 2. Type the following command:
/etc/init.d/Keepalived.init start

11.Again, check that Keepalived has started correctly by looking at /var/log/messages,
ipvsadm, and ip addr list. You should see in /var/log/messages that it is in backup state.

12.Test the cluster again from a client.
13.Stop Apache on one of the Realservers using the command:
service httpd stop
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In the logs, you should see that Keepalived has removed it from the virtual server. You
should not be able to access it from the client.

14.Shut down Director 1 to test failover of the Directors using the following command:
shutdown -h now

15.Keep testing the cluster with the clients. Director 2 should take over the load balancing.

If everything works, you now have a high availability Web cluster.

6.2 E-mail

E-mail is one Internet application that people and organizations can no longer do without. It is
quickly replacing the telephone as the primary means of business communication. Some
even argue that Internet based e-mail is as critical to our economy as the road system. Open
source mail transfer agents (MTAs) handle much of the e-mail traffic flowing through the
Internet today.

This section shows you how to set up an e-mail system using open source components.

6.2.1 How Internet e-mail systems fit together

E-mail essentially involves moving messages from one system to another and storing those
messages until they are ready to be accessed by their users. While the concept is simple,
making sure that it actually works is not always so easy. There are different types of
technology involved in moving a message from one part of the world to another.

Mail transfer agents
An MTA is a program that transports mail between servers. You can think of this as the
equivalent of a post office on the Internet.

MTAs ensure that the messages are properly formatted and sent to their destination. When a
message comes through an MTA, it identifies the sender and recipient from the message’s
headers. Then it passes them on for delivery to another MTA or to a mail delivery agent
(MDA), which manages mail locally.

MTAs make routing decisions about the messages that go through them:

» If a message recipient matches a local mailbox, the message is passed to that mailbox.

» If a message is invalid, an error message is returned to the sender.

» If a message is valid but not local, the domain name is used to decide which servers
accept mail for that address, according to DNS records.

The following sections highlight some MTAs that are worth noting.

Sendmail

Sendmail is by far the most widely used MTA today. It services approximately 80% of the
e-mail traffic on the Internet. All UNIX and Linux distributors package a version of Sendmail to
meet basic e-mail needs.

Sendmail has a long history with the Internet and has grown and evolved over the years. It
has also taken on some complexity to configure, if only because of the sheer number of
options available to it.
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Sendmail is currently distributed under the Sendmail license. While it is still open source, it's
important to note that Sendmail is currently under the ownership of Sendmail, Inc., a
company formed by Eric Allman, the lead developer. You can find the Sendmail license on the
Web at:

http://www.sendmail.org/Ticense-info.html
Open source Sendmail's Web site is at:
http://www.sendmail.org

You can find Sendmail, Inc. on the Web at:
http://www.sendmail.com

Sendmail, Inc. sells enhanced commercial versions of the Sendmail MTA.

Postfix

Postfix was one of the first alternatives to Sendmail as an MTA. Postfix was written from the
ground up by Wietse Venema while on a research fellowship to IBM. It was first known as
Vmailer, and then as the IBM Secure Mailer, before finally being called Postfix.

Design wise, Postfix attempts to be fast, easy to administer, and secure, while being
compatible with Sendmail. Externally, it works just like Sendmail, making use of the same
transport mechanisms. Internally, it is completely different.

You can find Postfix on the Web at:

http://www.postfix.org

gmail

Another popular replacement for Sendmail is gmail. Also designed from the ground up by
Daniel J. Bernstein, gmail is smaller than either Postfix or Sendmail. gmail is known for
introducing the maildir format, which is important for supporting scalable mail systems.

To learn more about gmail, go to the Web site at:

http://www.gmail.org

Domain Name Services

The Internet is a worldwide communications network with hundreds of thousands of servers.
To reliably send a message from one server to another, e-mail systems have to work
hand-in-hand with the Domain Name System, the global naming service.

DNS tells an MTA which server to send a message to, based on the domain part of the e-mail
address. It does this by looking up mail exchanger (MX) type records from DNS.

Just because a server is listed as a destination by the DNS system does not mean that it is
the final destination. It could still relay messages to another e-mail server that only it knows
about.

Message access

What happens after the message is received on the server? The message must then be
retrieved by the user. The class of applications that does this is known as Mail Retrieval
Agents (MRAS).
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There are two ways to do this as explained in the following sections.

» Internet Message Access Protocol (IMAP): The IMAP is a powerful protocol. It allows all
sorts of devices to access and manipulate server-based mail from any location, from
multiple mailboxes. A device with limited local storage capacity can simply view message
headers to avoid downloading huge binary attachments that it are unable to display. For
example, e-mail stored on an IMAP server can be manipulated from a desktop computer
at home, a workstation at the office, and a notebook computer while traveling, without
needing to transfer messages or files back and forth between these computers.

» Post Office Protocol (POP3): POP3 uses a tiny subset of IMAP functions to download
e-mail from servers to client programs. However, it is limited to retaining or deleting the
messages held on the remote server. POP is favored by many ISPs because it is simpler
to configure and administer than IMAP.

These days, IMAP and POPS3 are usually implemented on the same daemon. Some
IMAP/POP3 daemon implementations include:

» The University of Washington IMAP (UW-IMAP) server is a basic IMAP/POP3 server
included in several UNIX and Linux distributions. Its authentication system and mailbox
system are tied very closely with UNIX/Linux user accounts.

You can learn more about the UW-IMAP server on the Web at:
http://www.washington.edu/imap/

» Courier is an interesting project because it actually includes almost everything you need
to run a mail system, including an Simple Mail Transfer Protocol (SMTP) MTA. At the same
time, it provides IMAP, POP3, Webmail, and mailing list services.

Courier can function as an intermediate mail relay, relaying mail between an internal LAN
and the Internet. Or it can perform final delivery to mailboxes. Courier uses maildirs as its
native mail storage format, but it can also deliver mail to legacy mailbox files.

Courier can provide mail services for regular operating system accounts and for virtual
mail accounts, managed by an Lightweight Directory Access Protocol (LDAP), MySQL, or
PostgreSQL-based authentication database.

You can learn more about Courier on the Web at:
http://www.courier-mta.org/

» Cyrus IMAP is another implementation of the IMAP/POP3 protocol, this time from
Carnegie Mellon University. Cyrus IMAP is on the Web at:

http://asg.web.cmu.edu/cyrus/

6.2.2 Building an e-mail server with Sendmail and UW-IMAP

Out of the box, Red Hat comes with the necessary software components to build a basic
e-mail server that is accessible by e-mail clients like Microsoft® Outlook, Eudora, or Mozilla.
Let’s look at an implementation using the stock packages Sendmail and UW-IMAP.

DNS prerequisites

To receive e-mail from across the Internet, your mail server must be properly recognized as a
destination by another mail server. This information may either be hard coded in that server
(in the case of a mail relay routing mail to your server), or encoded in the DNS system, if your
mail server is set to receive e-mail from the world at large.

The following types of records must exist in your DNS for your domain:

mail.Tspl.ibm.com. IN A 192.168.100.58
1spl.ibm.com. IN MX 10 mail.Tspl.ibm.com.
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Installing and activating Sendmail

Sendmail is installed by default in a standard Red Hat Advanced Server installation. However,
because the Sendmail package that comes with the installation CD has security
vulnerabilities, you need to update it with the latest packages from Red Hat. At the time of this
writing, the version of Sendmail we used is Sendmail-8.11.6-26.72.

To update Sendmail with the new RPM packages, enter the following commands:

# rpm -U sendmail-8.11.6-26.72.1386.rpm
# rpm —U sendmail-cf-8.11.6-26.72.1386.rpm

Then restart the Sendmail daemon:

# service sendmail restart

Installing and activating UW-IMAP

Unlike Sendmail, the IMAP daemon is not installed by default. You install it yourself, using the
command:

# rpm —ivh imap-2001la-10.0as.i386.rpm

The IMAP server is controlled by the xinetd daemon. xinetd is a replacement for inetd, the
Internet services daemon. It is not compatible with inetd, but is preferred for a variety of
reasons. xinetd listens for requests on several common TCP/IP ports and invokes the proper
daemon whenever it receives a request. See the following Web site for more information:

http://www.xinetd.org/faq.html

By default, the mail services are disabled. To enable IMAP and POPS3 services at startup
time, execute the following commands:

# chkconfig —-level 345 imap on
# chkconfig —-1level 345 ipop3 on

Now, every time you restart the server, the IMAP and POP3 daemons should be activated
along with xinetd. For the very first time you do this, you may want to restart the xinetd
daemon:

# service xinetd restart

Configuring Sendmail

Sendmail comes with hundreds of options. It’s very configurable, but also very complex. For
starters, let’s look at the default Sendmail configuration that we installed from the stock
RPMs.

The main configuration file for Sendmail is /etc/sendmail.cf. This file is very cryptic and
difficult to debug. You normally do not need to modify this file directly. Instead, you modify the
slightly more readable /etc/mail/sendmail.mc file and generate the sendmail.cf file from it.

Rather than take you through the configuration options line by line, we simply modify the lines
that we need and explain those changes as we go along.

Starting with Red Hat 7.x, the default Sendmail configuration is to only send e-mail. The
ability to receive e-mail has been disabled. Keeping the receive capability off, by default,
prevents servers from being inadvertently activated on the Internet and used by external
parties for relaying spam.
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Since we are building a mail server, we must reconfigure Sendmail to receive e-mail. There is
only one line that we need to modify. The original line instructs Sendmail to only receive
e-mail originating from the server on which it runs:

DAEMON_OPTIONS(~Port=smtp,Addr=127.0.0.1, Name=MTA')

We need to comment out this line by placing dn1 in front of it. Now it should read:
dn1 DAEMON_OPTIONS (~Port=smtp,Addr=127.0.0.1, Name=MTA')

Edit the sendmail.mc file to reflect the changes above. Then, generate the new sendmail.cf
file. You may want to back up your sendmail.mc file first.

# cp /etc/mail/sendmail.mc /etc/mail/sendmail.mc.bak
# md /etc/mail/sendmail.mc > /etc/sendmail.cf

Now, restart Sendmail:

# service sendmail restart
This configuration should be enough for now for some of the basic work that we will do.

If you want to test sending mail to the server, follow the command sequence shown in
Example 6-6.

Example 6-6 Testing the mail server

[user@blade2 user]$ mail -v user@bladel.lspl.ibm.com

Subject: Hello, world!

My first e-mail message.

Cc:

user@bladel.Tspl.ibm.com... Connecting to bladel.lspl.ibm.com. via esmtp...

On the mail server, you can test if the e-mail was received as shown in Example 6-7.

Example 6-7 Checking if mail was received

[user@bladel user]$ mail

Mail version 8.1 6/6/93. Type ? for help.
"/var/spool/mail/user": 1 message 1 new

>N 1 user@blade2.lspl.ibm Mon Apr 28 14:53 16/683 "Hello, world!"
&1

Message 1:

From user@blade2.1spl.ibm.com Mon Apr 28 14:53:32 2003
Date: Mon, 28 Apr 2003 14:53:20 -0700

From: Dominique Cimafranca <user@blade2.1spl.ibm.com>
To: user@bladel.Tspl.ibm.com

Subject: Hello, world!

My first e-mail message.

& d

&q

Configuring IMAP and POP3

No configuration needs to be done for the IMAP and POP3 server. The IMAP server that
comes with Red Hat is ready for use.
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Test whether your IMAP and POPS server is working as shown in Example 6-8.

Example 6-8 Testing POP3 and IMAP

[user@bladel user]$ telnet 127.0.0.1 110

Trying 127.0.0.1...

Connected to 127.0.0.1.

Escape character is '~]'.

+0K POP3 localhost.localdomain v2001.78rh server ready

quit

+0K Sayonara

Connection closed by foreign host.

[user@bladel user]$ telnet 127.0.0.1 143

Trying 127.0.0.1...

Connected to 127.0.0.1.

Escape character is '~]'.

* OK [CAPABILITY IMAP4REV1 LOGIN-REFERRALS STARTTLS AUTH=LOGIN] Tocalhost.localdomain
IMAP4revl 2001.315rh at Mon, 28 Apr 2003 15:11:34 -0700 (PDT)

. logout

* BYE bladel.lspl.ibm.com IMAP4revl server terminating connection
. 0K LOGOUT completed

Connection closed by foreign host.

Configure your IMAP or POP3 client to connect to the server. This should be trivial, since
most modern e-mail clients already include wizards. Figure 6-1 shows the E-mail Server
Names panel of the Internet Connection wizard. This example illustrates how to set up an
e-mail client. You can access this window through the Microsoft Windows control panel,
Microsoft Internet Explorer, Outlook Express, or any other Windows application that uses the
wizard to configure Internet setting.
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Internet Connection Wizard L i |

E-mail Server Hames

by incoming mail gerver iz a IF'I:IF'E v| ZEIVEL

Incoming mail [POP3, [MAP or HTTP) server:

blade1 lzplibm.com

An SMTF zerver iz the server that iz uzed for your outgoing e-mail.

Outgoing mail [SMTF] server:

blade1 lzplibm.com

4 Back I MHest > I Cancel

Figure 6-1 Setting up an e-mail client

Adding user accounts
With the IMAP daemon that ships with Red Hat, each e-mail account requires a
corresponding UNIX account on the server.

To add a user to the e-mail server, you also need to create a UNIX account. The safe way to
do this is with a command like the one shown in the following example:
# adduser newuser —s /bin/false

We add the —s flag to specify a /bin/false shell for the mail user. This prevents the user from
logging into the server.

Pros and cons of the UW-IMAP approach
There are pros and cons of using the stock IMAP server that ships with Red Hat.

On the positive side, consider these points:

» It's very easy to install and set up.

» It works fairly well in an organization with only a small number of e-mail users.

» User accounts on the server are also e-mail accounts, so you can create e-mail users with
standard Linux tools.

On the down side, consider these points:

» It has very limited growth potential because it is limited to only one server. On a modern
Linux server, it can serve perhaps up to 500 users.

» In regard to management of users, essentially you're using UNIX tools for managing
users. This may not be adequate for a large number of users. Before you experience

Chapter 6. Doorways: Web serving and messaging 89



performance problems at 500 users, you will most likely encounter management problems
at 100 users.

» User accounts on the server are also e-mail accounts. This may raise some security
concerns as to what privileges are given to users.

» UW-IMAP uses the mbox format. That is, it places all incoming e-mail into a single file.
This is adequate for single server configurations, but not if you're placing the mail store
into a shared file system for high availability.

The bottom line is to use the Sendmail and IMAP packages that ship with Red Hat only for a
small organization, typically under a hundred users.

6.2.3 Replacing Sendmail with Postfix

We’ve shown you how to set up a small mail server quickly and with little hassle by using the
stock packages that ship with the Red Hat distribution. We’ve also discussed the drawbacks
of our previous approach.

Let’s now take an alternative path and replace Sendmail and UW-IMAP with other
components. We start with Postfix.

Getting Postfix
You can find the Postfix source on the Web at:

http://www.postfix.org
Pre-packaged RPMs are also available, courtesy of Simon J. Mudd, on the Web at:
http://postfix.wl0.org/

For our main installation, we use the pre-packaged RPM. postfix-2.0.9-1.rh73.rpm works with
Red Hat Advanced Server 2.1. Look for it in the Red Hat 7.3 branch of the Web site.

Removing Sendmail

Some files of Sendmail conflict with Postfix. Therefore, you have to remove Sendmail before
you install Postfix.

If you’ve been running your Sendmail in production, tell the server to stop receiving e-mail
and flush the queue. To do that, run the following commands:
# service sendmail stop

# sendmail —q30m

This tells Sendmail to stop listening to port 25 and flush the remaining messages every 30
minutes.

Now remove Sendmail:

# rpm —e sendmail

If you're working with versions of Red Hat other than Advanced Server, you may see a
message indicating that some packages such as fetchmail and mutt will break. If you're not
using these packages, you can also remove fetchmail and mutt.

Prior to removing Sendmail, remove these two packages.

# rpm —e fetchmail
# rpm —e —nodeps sendmail
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Installing Postfix
Installation of Postfix is straightforward. Enter the following statement:

# rpm —ivh postfix-2.0.9-1.rh73.rpm

The general layout of the location of the files is:

v

/etc/postfix: Configuration files
lusr/libexec/postfix: Postfix utilities
/var/spool/postfix: Mail processing directories
/usr/sbin: Main Postfix executables

vYyy

Configuring Postfix

The main Postfix configuration files are located in /etc/postfix/master.cf and
/etc/postfix/main.cf. There are a few hundred configuration options for Postfix. In most cases,
you only really need to configure at least three parameters in /etc/postfix/main.cf.

What domain to use for outbound mail

The myorigin parameter specifies the domain portion of any outgoing mail from the server.
The default is to use the value of the variable $myhostname, which defaults to the name of
the server as inmyorigin = $myhostname.

You may want to change that into $mydomain, which defaults to the parent domain of the
server name, as in myorigin = $mydomain. This option is more desirable.

What domains to receive mail for

The mydestination parameter specifies what domains this server will process locally, instead
of forwarding to another machine. The default receives mail for the server itself:

mydestination = $myhostname localhost.$mydomain
You should list all the possible names that will be used to refer to this server in any e-mail
message to avoid mail delivery loops, for example:

mydestination = $myhostname localhost.$mydomain $mydomain

A more complete example is shown here:

mydestination = $myhostname localhost.$mydomain mail.$mydomain www.$mydomain

What clients to relay mail for

By default, Postfix relays mail for clients in authorized networks. Authorized client networks
are defined by the mynetworks parameter. The default is to authorize all clients in the IP
subnet to which the local machine is attached.

If you are working in a small network, the default settings are sufficient. If you want to set it
explicitly, enter:

mynetworks = 192.168.100.0/28, 127.0.0.0/8

We don’t want our Postfix server being used by evil spammers, so we also add the following
line:

relay_domains = $mydestination

Starting Postfix
Postfix is set up to start automatically when you reboot. To start it the first time around, use
the following command:

# service postfix start
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Postfix and UW-IMAP

Postfix works with the UW-IMAP package with no modifications necessary to either
application. You can perform the same set of tests on this setup that you did for Sendmail.

User accounts that you create on the system are e-mail accounts.

6.2.4 Replacing UW-IMAP with Courier

Courier evolved out of several related projects pertaining to mail. Courier implements SMTP

extensions for mailing list management and spam filtering. Therefore, Courier can function as
an intermediate mail relay, relaying mail between an internal LAN and the Internet. Or it can

perform final delivery to mailboxes.

Courier uses maildirs as its native mail storage format, but it can also deliver mail to legacy
mailbox files. Courier's configuration is set by plain text files and Perl scripts. Most of Courier's
configuration can be adjusted from a Web browser, using Courier's Web-based administration
module.

Courier can provide mail services for regular operating system accounts. Courier can also
provide mail services for virtual mail accounts, managed by an LDAP, MySQL, or
PostgreSQL-based authentication database.

In the following example, we use the IMAP/POPS3 portion of Courier together with Postfix.

Getting Courier
Courier is not included as part of the stock packages from Red Hat. You have to download it
from the Web at:

http://www.courier-mta.org/download.php

Courier is not available as RPM, only as source. However, it was packaged in such a way that
you can compile RPMs directly from the source code. We show you how to do this later.

Removing UW-IMAP

If you installed the UW-IMAP server, remove it to avoid conflicts in the use of the IMAP and
POP3 ports. To do this, enter the following command:

# rpm —e imap-2001la

Dependencies
Courier requires the following packages:

expect

fam

fam-devel
postgresql-libs
postgresql-devel
mysq|l
mysql-devel
openssl-perl

vVVyVYyVYVYVYYVYYy

Make sure that you install these packages before you proceed.
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Compiling Courier
You cannot compile Courier as root. You must do it as an ordinary user. To begin, log on as an
ordinary user using the su command:

# su - user

Before you compile Courier, create a mirror image of the main RPM directory:

A

mkdir rpm

mkdir rpm/SOURCES

mkdir rpm/SPECS

mkdir rpm/BUILD

mkdir rpm/SRPMS

mkdir rpm/RPMS

mkdir rpm/RPMS/1386

echo “%_topdir /home/user/rpm” >> /home/user/.rpmmacros

N A N A o o

A

Then, build the RPMs:

% rpm —ta courier-0.42.tar.bz2

This creates the following files in the rom/RPMS/i386 directory:

» courier-0.41.0-1.i386.rpm: The base mail server

» courier-smtpauth-0.41.0-1.i386.rpm: For authenticated ESMTP in the ESMTP server
» courier-ldap-0.41.0-1.i386.rpm: Module for authentication against an LDAP directory

» courier-mysql-0.41.0-1.i386.rpm: Module for authentication against a MySQL database

» courier-pgsql-0.41.0-1.i386.rpm: Module for authentication against a PostgreSQL
database

» courier-fax-0.41.0-1.i386.rpm: Module for sending e-mails by fax

» courier-pop3d-0.41.0-1.i386.rpm: The POP3 server

» courier-imapd-0.41.0-1.i386.rpm: The IMAP server

» courier-webmail-0.41.0-1.i386.rpm: The Webmail server

» courier-webadmin-0.41.0-1.i386.rpm: Web-based administration tool

» courier-maildrop-0.41.0-1.i386.rpm: Maildrop filter, so you can tie Courier to spam filters
and antivirus programs

» courier-mim-0.41.0-1.i386.rpm: Mailing list manager

» courier-sendmail-wrapper-0.41.0-1.i386.rpm: Soft links to the Sendmail packages, only
for systems older than Red Hat 7.3.

» courier-maildrop-wrapper-0.41.0-1.i386.rpm: Soft links to the maildrop package, if it is
installed separately.

Installing Courier IMAP and POP3
Set up IMAP and POPS services for Courier. Enter the following command:

# rpm -ivh courier-0.42.0-1.1386.rpm
# rpm -ivh courier-imapd-0.42.0-1.71386.rpm
# rpm -ivh courier-pop3d-0.42.0-1.i386.rpm

Adding users and creating maildirs

Courier uses maildirs to store messages. Maildir uses stores messages in individual files
instead of placing them all in a single file.

Chapter 6. Doorways: Web serving and messaging 93



Maildirs versus mbox: Mbox is the traditional way to store mail on UNIX-based mail
servers. Individual messages are simply concatenated together and lumped in a single file.
A special marker is placed where one message ends and the next message begins. Only
one process can access the mbox file in read/write mode. Concurrent access requires a
locking mechanism. Anytime someone needs to update the mbox file, everyone else must
wait for the update to complete. This is adequate for small organizations, but as we
mentioned before, it does not scale very well.

Maildirs were originally implemented in the gmail mail server. Individual messages are
saved in separate files, one file per message. There is a defined method for naming each
file and a defined procedure for adding new messages to the maildir. No locking is
required. Multiple processes can use maildirs at the same time.

For more information on this, see the following Web sites:

http://www.courier-mta.org/mbox-vs-maildir/
http://www.washington.edu/imap/IMAP-FAQs/index.html

As with many things on the Internet, this is a controversial issue.

After you install Courier, every time you create a user, a maildir directory is also created.

For existing users, you must create maildirs manually, as shown here:

# maildirmake /home/user/Maildir
# chown -R user.user /home/user/Maildir

Configuring Postfix to send e-mail to maildirs

Since we are using a new format, we must tell Postfix to use maildir. Go to the
/etc/postfix/main.cf directory and add the line:

home_mailbox = Maildir/

Then, issue the command:

# postfix reload

From here on, you can perform the same tests that you performed earlier.

Webmail with Squirrelmail

Courier includes a Webmail package called Squirrelmail. After compiling the Courier RPMs,
one of the files you should see is courier-webmail-0.41.0-1.i386.rpm. Before you install this
package, install the Apache Web server on the system on which you want Webmail to run.
The Courier Webmail package installs itself into the default document tree of the Red Hat
Apache installation.

To access the Webmail interface, point your Web browser to:

http://yourservername/cgi-bin/webmail

This should bring up the Squirrelmail Web interface.

6.2.5 Virtual users and domains with Courier and Postfix

The method in the preceding section still suffers from the need to create UNIX system
accounts to have e-mail accounts. Some service providers want the ability to create virtual
e-mail accounts without any corresponding UNIX system accounts.
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The ideal way of doing this is to put all virtual account information into a relational database
(such as MySQL or PostgreSQL) or a directory (such as OpenLDAP). This approach gives
the e-mail system much more flexibility and scalability.

The steps shown in the following section encompass an intermediate step. We list virtual
users into a hashed database file, without creating system users on the server itself.

Configuring Courier for virtual users and domains

Create a user that will receive e-mail for the virtual users and domains. In this example, we
call this user courier:

# adduser courier

The plan is to put all incoming mail for the virtual users in the directory
/home/courier/Ispl.ibm.com/username, with username being a directory for each virtual user.

Virtual users are placed in a map file located in the directory /etc/courier/userdb. The map file
can be named anything. For our convention, we use the domain name. Example 6-9 shows
the contents inside the file.

Example 6-9 Contents of /etc/courier/userdb/Ispl.ibm.com

sacha@lspl.ibm.com
home=/home/courier/1spl.ibm.com/sacha|mail=/home/courier/1spl.ibm.com/sacha|uid=508|gid=508
| systempw=1GoSZm9INNnwE

darlene@lspl.ibm.com
home=/home/courier/1sp1.ibm.com/darlene|mail=/home/courier/1spl.ibm.com/darlene|uid=508|gid
=508 |systempw=xSQk0h/Y.6Rac

In our example, we have the information for two users, sacha@I|spl.ibm.com and
darlene @Ispl.ibm.com. To generate the entry a user, for example, sacha@Ispl.ibm.com,
enter:

# userdbpw | userdb 1spl.ibm.com/sacha@lspl.ibm.com set
home=/home/courier/Ispl.ibm.com/sacha mail=/home/courier/1spl.ibm.com/sacha uid=508 gid=508
systempw

For user sacha@Ispl.ibm.com, we set the following fields:

The home directory is set to /home/courier/1spl.ibm.com/sacha.

The maildir directory is also set to /home/courier/Tspl.ibm.com/sacha.
The uid has to be set to the uid of the user courier, which in our case is 508.
The gid also has to be set to the gid of the user courier, which is also 508.
The systempw field tells userdbpw to query for the password of this user.

vVvyyvyyvyy

For the next user, we run:

# userdbpw | userdb 1spl.ibm.com/darlene@lspl.ibm.com set
home=/home/courier/1spl.ibm.com/darlene mail=/home/courier/1spl.ibm.com/darlene uid=508
gid=508 systempw

Then, run makeuserdb to generate the hashed database file /etc/courier/userdb.dat:

# makeuserdb
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Create the maildir directory for each user. Instead of calling them maildir, we name them after
each user. They have to be owned by the actual system user courier:

# mkdir /home/courier/1spl.ibm.com

# maildirmake /home/courier/1spl.ibm.com/sacha

# maildirmake /home/courier/1spl.ibm.com/darlene

# chown —R courier.courier /home/courier/Tspl.ibm.com

We can now check if these accounts are active on POP3 as shown in Example 6-10.

Example 6-10 Checking if POP3 is active

[root@blade3 user]# telnet 127.0.0.1 110
Trying 127.0.0.1...

Connected to 127.0.0.1.

Escape character is '~]'.

+0K Hello there.

user sacha@lspl.ibm.com

+0K Password required.

pass smile

+0K logged in.

Notice that the user name for these virtual mail users is their complete e-mail address
(including domain name), not just the user name portion.

Configuring Postfix to deliver to virtual Courier mailboxes

As we configured Postfix to deliver e-mail messages to the maildir format that Courier uses,
we must tell Postfix to deliver these messages to the virtual mailboxes.

Add the following lines from Example 6-11 to /etc/postfix/main.cf.

Example 6-11 Defining virtual mailbox delivery for Postfix

virtual_transport = virtual

virtual_mailbox_base = /home/courier

virtual_mailbox_maps = hash:/etc/postfix/vmailbox
virtual_mailbox_domains = $myhostname Tocalhost.$mydomain $mydomain
virtual_uid_maps = static:508

virtual_gid_maps = static:508

The directive virtual_mailbox_maps tells Postfix to look in a hashed file called
/Jetc/postfix/vmailbox.db (created from the file /etc/postfix/vmailbox) to map e-mail addresses
to mailboxes on the system.

The contents of /etc/postfix/vmailbox are:

sacha@lspl.ibm.com 1spl.ibm.com/sacha/
darlene@lspl.ibm.com 1spl.ibm.com/darlene/

To create the hashed file /etc/postfix/vmailbox.db, run the following command:

# postmap /etc/postfix/vmailbox
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The directive virtual_mailbox_base tells Postfix what pathname to use as a prefix for every
entry in /etc/postfix/vmailbox. Since our prefix is /nome/courier, the message for
sacha@Ispl.ibm.com is sent to /home/courier/Ispl.ibm.com/sacha.

The directive virtual_mailbox_domains tells Postfix for which domains to receive virtual
e-mail.

The directives virtual_uid_maps and virtual_gid_maps tells Postfix what UIDs and GIDs to
use. Here, we tell Postfix to use 508, which points to the courier account we created. Make
sure there is no space between the words static: and 508.

After you make the changes to the Postfix configuration file and creating and hashing the
/etc/postfix/vmailbox file, restart Postfix:

# service postfix restart

To test the service, follow the sequence shown in Example 6-12.

Example 6-12 Testing the mail server

[root@blade3 postfix]# mail -v darlene@lspl.ibm.com

Subject: Hello, world!

Hello

Cc:

[root@blade3 postfix]# telnet 127.0.0.1 110

Trying 127.0.0.1...

Connected to 127.0.0.1.

Escape character is '~]'.

+0K Hello there.

user darlene@Ispl.ibm.com

+0K Password required.

pass smile

+0K logged in.

list

+0K POP3 clients that break here, they violate STD53.

1 432

retr 1

+0K 432 octets follow.

Return-Path: <root@blade3.1spl.ibm.com>

X-Original-To: darlene@lspl.ibm.com

Delivered-To: darlene@Ispl.ibm.com

Received: by blade3.lspl.ibm.com (Postfix, from userid 0)
id 197A46400D; Mon, 5 May 2003 17:02:38 -0700 (PDT)

To: darlene@lspl.ibm.com

Subject: Hello, world!

Message-Id: <20030506000238.197A46400D@bTade3.1sp1.ibm.com>

Date: Mon, 5 May 2003 17:02:38 -0700 (PDT)

From: root@blade3.1spl.ibm.com (root)

Hello

quit

+0K Bye-bye.

Connection closed by foreign host.

Pros and cons of this approach
With the steps we've taken, we dissaociated system accounts from e-mail accounts. The
system that we set up is usable, but not perfect. Why?
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» We’re still limited to a single server, because all our configuration files and maps are

carried in a single location. To get around this, we can share these files using NFS (since
they’re primarily read-only).

Configuration files and maps are all in text. We have to maintain separate files for Courier
and Postfix. To get around this, we can write user management scripts to edit both
configuration files simultaneously.

The work-arounds we mentioned are just that — work-around solutions. They are shortcuts
that don’t really address the fundamental problems of producing a reliable mail system.

A reliable mail system should have:

'S

Multiple mail servers in active standby or in a load-balancing configuration. If a mail server
fails, the other servers should be able to take over the load.

A shared file system, either through shared SCSI storage or through a network-shared file
system, either Samba or NFS. The shared file system itself must be robust.

A centralized directory that the mail server can refer to for account information and
authorization. As with the shared file system, the directory must also be robust.

Multiple mail relays and mail exchangers to queue the mail in case the network is
temporarily not reachable.

Figure 6-2 illustrates a more reliable mail system.

LDAP server

User account
information on the
LDAP directory

—

Mail relays and mail exchangers Mail server 1  Mail server 2
—_—
-
NFS mount

Mail storage on
the NFS server

Figure 6-2 A more reliable mail system

Earlier in this redbook, we show how to set up highly-available shared file services and
directory services. Now we focus on setting up mail servers that authenticate against an
LDAP directory.
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6.2.6 Virtual mail servers with Postfix, OpenLDAP, and Courier

The Center for Realtor Technology (CRT), the technology arm of the National Association of
Realtors (NAR) in the U.S., has put together an excellent HOW-TO document on setting up a
virtual mail server using Postfix, OpenLDAP, and Courier. The original document is posted on
the Web at:

http://www.crt.realtors.org/projects/email-redir/paper-html/implementation.html

Note: CRT-NAR supports the Java Mail Manager (JAMM) project. JAMM is a Web
application to manage virtual e-mail account information stored in an LDAP directory. It is
meant as an administration tool for sites using mail servers, such as Postfix and
Courier-IMAP, that store virtual user information in LDAP, such as OpenLDAP. You can find
JAMM on the Web at:

http://jamm.sourceforge.net

We reproduce this setup in our BladeCenter as explained in the following sections.

Design objectives
Figure 6-3 shows how the Incoming mail
components interact with o SI\%TP
each other. Postfix accepts

incoming mail from SMTP and — Postfix
delivers it to the maildir
mailboxes on the file system. T

Postfix delivers the mail itself
for virtual users and uses
procmail as the MDA for local Virtual
users. OpenLDAP Maildir
mailboxes

seen, provides remote access
to the maildir mailboxes via
the IMAP and POP protocols.

User account information is - ) Postfix
stored in an LDAP directory Mail retrieval
since LDAP provides a using

ol . IMAP/POP
mechanism for searching for
valid users, getting user Figure 6-3 How the components fit together
information, and
authenticating users. It is possible to avoid an LDAP directory. However, we've already seen
that it is difficult to maintain two sets of account information.

Courier, as we’ve already l

Configuring OpenLDAP

OpenLDAP setup is documented in detail in Chapter 4, “Plumbing: Network infrastructure” on
page 25. We only give the minimum amount of detail necessary for the configuration files.
Review the steps in the previous chapter if you are not sure about how to proceed with the
OpenLDAP configuration.

For simplicity, we assume a fresh LDAP installation. We are not configuring LDAP to
accommodate authentication for multiple applications.

Our LDAP tree appears as shown in Figure 6-4.
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dc=myhosting,dc=example

o=accounts

o=domain2.com o=domain3.com

ou=people ou=groups

cn=postmaster mailzuseri@ mail=user2@ mail=user3@
domaini.com domaini.com domaini.com

Figure 6-4 Our LDAP tree for virtual mail services

Changes to /etc/openldap/slapd.conf

You need to include Courier's schema file into the schemas recognized by your LDAP
directory. Courier includes its required schema in authlib/authldap.schema in the Courier
distribution. Copy authlib/authldap.schema to /etc/openldap/schema/courier.schema.
courier.schema depends on cosine.schema and nis.schema.

At a minimum, your /etc/openldap/slapd.conf should have the lines listed in Example 6-13.

Example 6-13 /etc/openldap/slapd.conf configuration

include /usr/local/etc/openldap/schema/cosine.schema
include /usr/local/etc/openldap/schema/nis.schema
include /usr/local/etc/openldap/schema/courier.schema
database 1dbm

directory /usr/local/var/openldap-1dbm

suffix "dc=myhosting,dc=example"

rootdn "cn=Manager,dc=myhosting,dc=example"

rootpw secret

index objectClass pres,eq

index mail,cn eq,sub

access to dn=".*,0=([",]+),0=hosting,dc=myhosting,dc=example"
attr=userPassword
by self write
by group/organizationalRole/roleOccupant=\
"cn=postmaster,o0=$1,0=hosting,dc=myhosting,dc=example" write
by anonymous auth
by * none
access to dn=".*,0=([",]+),0=hosting,dc=myhosting,dc=example"
by self write
by group/organizationalRole/roleOccupant=\
"cn=postmaster,0=$1,0=hosting,dc=myhosting,dc=example" write
by * read
access to *
by * read
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Set up the OpenLDAP server as shown in Example 6-13 and start it.

The base directory entries
The base directory entries are shown in Example 6-14.

Example 6-14 Base directory entries for our LDAP directory

dn: dc=myhosting, dc=example
objectClass: top

dn: cn=Manager, dc=myhosting, dc=example
objectClass: top

objectClass: organizationalRole

cn: Manager

dn: o=hosting, dc=myhosting, dc=example
objectClass: top

objectClass: organization

0: hosting

Place these entries in an LDIF file and add them to the OpenLDAP directory.

Adding domains

Under the design specification, we set up a mail server that supports multiple domains. Each
domain should have a postmaster and abuse entries at a minimum. These are the accounts
to which undelivered mail and abuse reports will be sent.

A tree for domaini.com has the entries as shown in Example 6-15.

Example 6-15 LDAP entries for a domain

dn: o=domainl.com, o=hosting, dc=myhosting, dc=example

objectClass: top

objectClass: organization

0: domainl.com

dn: cn=postmaster, o=domainl.com, o=hosting, dc=myhosting, dc=example
objectClass: top

objectClass: organizationalRole

objectClass: CourierMailAlias

cn: postmaster

mail: postmaster@domainl.com

maildrop: postmaster

dn: mail=abuse@domainl.com, o=domainl.com, o=hosting, dc=myhosting, dc=example
objectClass: top

objectClass: CourierMailAlias

mail: abuse@domainl.com

maildrop: abuse

Place these entries in an LDIF file and add them to the OpenLDAP directory.
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Adding users
Example 6-16 shows an example entry for a user.

Example 6-16 LDAP entry for a mail user

dn: mail=userl@domainl.com, o=domainl.com, o=hosting, dc=myhosting, dc=example
objectClass: top

objectClass: CourierMailAccount

mail: userl@domainl.com

homeDirectory: /home/vmail/domains

uidNumber: 101

gidNumber: 101

mailbox: domainl.com/userl

The mail ID of this user is user1 @ domaini.com.

The homeDirectory and mailbox point to the physical mailbox on the file system. The actual
mailbox of user1 @domaini.com is /home/vmail/domains/domaini.com/useri. This is placed
in a shared storage for failover.

The uidNumber and gidNumber are required but not used. They should be set to the uid and
gid of the vmail user (which we create later). This user is similar to the courier mail account
we created in our earlier example.

To give user1 @domain1.com the role of postmaster, modify the postmaster entry in the LDAP
directory and add user1 @domaini.com as a roleOccupant as shown in Example 6-17.

Example 6-17 Defining a role for a user

dn: cn=postmaster, o=domainl.com, o=hosting, dc=myhosting, dc=example
changetype: modify

add: roleOccupant

roleOccupant: mail=userl@domainl.com, o=domainl.com, o=hosting,
dc=myhosting, dc=example

The user1 @domain1.com does not yet have a password, so add a password using
1dappasswd.

Configuring Postfix
The Postfix RPM (from http://postfix.wl0.org/) includes LDAP support. Therefore, there is
no need to recompile Postfix. All the changes that we need to make are in /etc/postfix/main.cf.

Transport map

The transport table maps domains to message delivery transports or relay hosts. In the case
of our virtual domains, we want to map them to the virtual delivery agent that comes with
Postfix (as defined in /etc/postfix/master.cf). Example 6-18 shows a transport table.
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Example 6-18 A transport map

domainl.com virtual:
domain2.comvirtual:
domain3.comvirtual:

Write this table to the text file /etc/postfix/transport. Then, run the postmap program against
the file as shown here:

# postmap /etc/postfix/transport

Edit /etc/postfix/main.cf to tell Postfix that there is a transport table. Look for the
transport_maps field in the configuration file, and point it to the transport table. Modify the
mydestination field so that it uses the transport maps you just defined:

transport_maps=hash:/etc/postfix/transport
mydestination = $myhostname, Tocalhost.$mydomain, $mydomain, $transport_maps

Configuring Postfix to use LDAP sources (aliases)

Tell Postfix all about the LDAP server, and configure Postfix accordingly so that it queries the
right attributes from the LDAP server. Edit /etc/postfix/main.cf so that it has the lines shown in
Example 6-19.

Example 6-19 Modifications to /etc/postfix/main.cf

virtual_maps = ldap:alias

aliases_server_host = blade9.1spl.ibm.com, bladel0.Tspl.ibm.com
aliases_search_base = o=hosting,dc=myhosting,dc=example
aliases_query filter = (&(mail=%s)(objectClass=CourierMailAlias))
aliases_result_attribute = maildrop

aliases_bind = no

aliases_cache = yes

Postfix allows us to define multiple LDAP sources. It tries the LDAP servers listed until it finds
one that responds.

Configuring Postfix to use LDAP sources (accounts)

Finally, tell Postfix how to look up valid user accounts on the system. First define a real UNIX
account user that receives the mail into its home directory, in this case vmail (following our
settings in the LDAP server):

# useradd —u 101 —g 101 vmail
You need to do this on all the mail servers that you are setting up.

Then, define this account in the /etc/postfix/main.cf file. Tell Postfix to use this for checking
accounts. In the /etc/postfix/main.cf file, add the lines listed in Example 6-20.

Example 6-20 Configuring Postfix to check accounts from LDAP

virtual_mailbox_base=/home/vmail/domains
virtual_mailbox_maps=Tdap:accounts
virtual_minimum_uid=101
virtual_uid_maps=static:101
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virtual_gid_maps=static:101

accounts_server_host=bladell.lspl.ibm.com, bladel2.1spl.ibm.com
accounts_search_base=o=hosting,dc=myhosting,dc=example
accounts_quer