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Safety Notices

A danger notice indicates the presence of a hazard that has the potential of causing
death or serious personal injury. Danger notices appear on the following pages:

o |Xii

:
* 820
* (848
* [917

A caution notice indicates the presence of a hazard that has the potential of causing
moderate or minor personal injury. Caution notices appear on the following pages:

x

e o o o
[ IR TES
(o] | Ko2] f k@] | EY | [o¢]

.
©
N

2

For a translation of the safety notices contained in this book, see the System Unit
Safety Information, order number SA23-2652.

Electrical Safety

Observe the following safety instructions any time you are connecting or disconnecting
devices attached to the system.

DANGER

An electrical outlet that is not correctly wired could place hazardous voltage
on metal parts of the system or the devices that attach to the system. It is the
responsibility of the customer to ensure that the outlet is correctly wired and
grounded to prevent an electrical shock.

Use one hand, when possible, to connect or disconnect signal cables to
prevent a possible shock from touching two surfaces with different electrical
potentials.

During an electrical storm, do not connect cables for display stations, printers,
telephones, or station protectors for communications lines.
D06

Xi



Xii

CAUTION:

This product is equipped with a four-wire (three-phase and ground) power cable
for the user’s safety. Use this power cable with a properly grounded electrical
outlet to avoid electrical shock.

c27

DANGER

To prevent electrical shock hazard, disconnect all power cables from the
electrical outlet before relocating the system.
DO1

CAUTION:

This unit has more than one power supply cord. Follow procedures for removal
of power from the system when directed.

c28

CAUTION:
Energy hazard, remove power before servicing.
c22

CAUTION:
Energy hazard, remove all jewelry before servicing.
C29
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Laser Safety Information

CAUTION:

This product may contain a CD-ROM, DVD-ROM, or laser module on a PCI card,
which are class 1 laser products.

C30

Laser Compliance
All lasers are certified in the U.S. to conform to the requirements of DHHS 21 CFR
Subchapter J for class 1 laser products. Outside the U.S., they are certified to be in
compliance with the IEC 825 (first edition 1984) as a class 1 laser product. Consult the
label on each part for laser certification numbers and approval information.

CAUTION:

All IBM laser modules are designed so that there is never any human access to
laser radiation above a class 1 level during normal operation, user maintenance,
or prescribed service conditions. Data processing environments can contain
equipment transmitting on system links with laser modules that operate at
greater than class 1 power levels. For this reason, never look into the end of an
optical fiber cable or open receptacle. Only trained service personnel should
perform the inspection or repair of optical fiber cable assemblies and receptacles.
€25, C26
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Data Integrity and Verification

IBM computer systems contain mechanisms designed to reduce the possibility of
undetected data corruption or loss. This risk, however, cannot be eliminated. Users who
experience unplanned outages, system failures, power fluctuations or outages, or
component failures must verify the accuracy of operations performed and data saved or
transmitted by the system at or near the time of the outage or failure. In addition, users
must establish procedures to ensure that there is independent data verification before
relying on such data in sensitive or critical operations. Users should periodically check
the IBM support websites for updated information and fixes applicable to the system and
related software.

XV
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About This Book

This book provides maintenance information that is specific to the @server pSeries
690, adapters, and attached devices that do not have their own service information. It
also contains Maintenance Analysis Procedures (MAPS) that are not common to other
systems.

MAPs that are common to all systems are contained in the RS/6000 and @server
pSeries Diagnostic Information for Multiple Bus Systems.

This book is used by the service representative to repair system failures. This book
assumes that the service representative has had training on the system.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing
of this product.

Accessing Information

Documentation for the IBM (@server pSeries is available online. Visit the IBM @server
pSeries Information Center at
http://publib16.boulder.ibm.com/pseries/en_US/infocenter/base.

» To access the pSeries publications, click Hardware documentation

» To view information about the accessibility features of @server pSeries hardware
and the AIX operating system, click AIX and pSeries accessibility

Related Publications

The following publications are available:

* The System Unit Safety Information, order number SA23-2652, contains translations
of safety information used throughout this book.

* The IBM Hardware Management Console for pSeries Installation and Operations
Guide, order number SA38-0590, contains information on how to set up and cable
the hardware management console and verify system operation.

* The IBM Hardware Management Console for pSeries Maintenance Guide, order
number SA38-0603, contains MAPS, removal and replacement procedures, error
codes, and parts information that help trained service representatives diagnose and
repair the hardware management console.

* The @server pSeries 690 Installation Guide, order number SA38-0587, contains
information on how to set up and cable the system, install and remove options, and
verify system operation.

* The @server pSeries 690 User's Guide, order number SA38-0588, contains
information on how to use the system, use diagnostics, use service aids, and verify
system operations.
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The RS/6000 and @server pSeries Diagnostic Information for Multiple Bus Systems,
order number SA38-0509, contains common diagnostic procedures, error codes,
service request numbers, and failing function codes. This manual is intended for
trained service technicians.

The RS/6000 and @server pSeries Adapters, Devices, and Cable Information for
Multiple Bus Systems, order number SA38-0516, contains information about
adapters, external devices, and cabling. This manual is intended to supplement
information found in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

The PCI Adapter Placement Reference, order number SA38-0538, contains
information regarding slot restrictions for adapters that can be used in this system.

The Site and Hardware Planning Information, order number SA38-0508, contains
information to help you plan your installation.

The Electronic Service Agent For pSeries and RS/6000 User’s Guide, order number
LCD4-1060, contains information for use by the service representative to help set up
and use the Service Director package.

The AIX Installation Guide and Reference, order number SC23-4389, describes how
to install systems, and to use a network server to do functions such as installing the
operating system or diagnostics on systems connected to the network.

Trademarks

The following terms are trademarks of International Business Machines Corporation in
the United States, other countries, or both:

AIX

Electronic Service Agent
@server

IBM®

LANstreamer

pSeries

RS/6000

Other company, product, and service names may be trademarks or service marks of
others.
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Chapter 1. Reference Information

This chapter provides an overview of the @server pSeries 690, including a logical
description and a physical overview of the system. Additional details pertaining to the
server are also provided. They include the following:

* Memory overview and ordering rules

» General description of the operator panel
e Cabling rules

» System location rules and descriptions

» Powering on and powering off the system
* Power flow

» Data flow

@server pSeries 690 Overview

The @server pSeries 690 server is a multiprocessor, multibus system composed of the
following subsystems:

e 7040 Model 61R, a 24-inch wide and 42-EIA high rack unit that also contains the
following:

— An 8-EIA unit power subsystem, consisting of two redundant bulk power
assemblies that distribute bulk power at 350 V to each of the subsystems.

— An optional 2 EIA-unit internal battery feature (IBF), which is available in either a
redundant or non-redundant configuration.

e 7040 Model 681 Processor Subsystem, a 17 EIA-unit processor subsystem, which
contains the processors, L3 cache, memory, and service processor and a 1 EIA-unit
media subsystem containing a diskette drive, a CD-ROM, and an operator panel,
with space for up to three additional optional media devices.

e 7040 Model 61D /O Subsystem, 4 EIA-units, which can have up to 20 PCI adapters
and up to 16 DASD disk drives.
¢ A Hardware Management Console (HMC), which provides a standard user interface

for configuring and operating partitioned systems. One HMC can support multiple
partitions on multiple systems.



The basic system consists of the redundant bulk power subsystem, one processor
subsystem, a media subsystem, and one 1/O subsystem in the same rack, and one
HMC, as shown in the following illustration:

© o N o as
]
—

i IT

1 Hardware Management Console 5, 6* 7040 Model 61R primary Integrated Battery
Feature (IBF), optional for the primary power
subsystem.

Redundant IBF, also optional, and installs from

the rear.
2 7040 Model 61R Bulk Power 7 7040 Model 61D 1/O Subsystem
Subsystem
3 7040 Model 681 Processor 8 7040 Model 61D 1/O Subsystem (Optional)
Subsystem
4 7040 Model 681 Media 9 7040 Model 61D 1/O Subsystem (Optional)
Subsystem
* 7040 Model 61D 1/O Subsystem (Optional, If

features 5 and 6 are not installed)

You can expand the system by adding I/O subsystems for a total of eight in a minimum
of two racks. The preceding figure shows the single rack. Additional I/O drawers and
integrated battery features are installed in a second rack.

A number of cables connect the power, processor, and 1/0 subsystems. These cables
include the following:

» UPIC (Universal Power Interface Controller) cables
* RIO (Remote Input Output) cables

2  eServer pSeries 690 Service Guide



The ac power cords are connected to the bulk power subsystem, which distributes the
power throughout the system.

Each 1/0 subsystem contains two I/O backplanes. Each backplane is capable of
supporting the following:

* Up to 10 adapters each (20 per subsystem)

» Up to 8 disk drives (16 per subsystem) in two DASD 4-packs (4 per subsystem)
* One distributed converter assembly (DCA) (2 per subsystem)

e Two DASD fans (4 per subsystem)

On each I/O backplane, PCI bus slots 1 through 7 are 3.3 V dc connectors running at
66 MHz, supporting 64-bit PCI adapters. Slots 8 through 10 are 64-bit 5 V dc slots,
running at 33 MHz.

The media subsystem provides space for up to three media devices (diskette drive,
CD-ROM drive, and optional tape drive or DVD-RAM) in the front and two additional
optional devices in the back.

Hardware Management Console (HMC)

The Hardware Management Console (HMC) supports your system with features that
allow you to manage configuration and operation of partitions in a system, as well as
add and remove hardware without interrupting system operation.

In this book, a system that is managed by the HMC is referred to as the managed
system. The HMC uses its serial connection to the managed system to perform various
functions. The HMC’s main functions include the following:

« Creating and maintaining a multiple partition environment
» Detecting, reporting, and storing changes in hardware conditions

» Acting as a service focal point for service representatives to determine an
appropriate service strategy

Partitioning the system is similar to partitioning a hard drive. When you partition a hard
drive, you divide a single hard drive so that the operating system recognizes it as a
number of separate hard drives. The same holds true for the HMC's partitioning
capabilities, except the HMC allows you to divide the system’s processors, memory,
and 1/0. On each of these divisions, you can install an operating system and use each
partition as you would a separate physical machine. This division of system resources
is called a logical partition.

The objective of partitioning is to provide users with the capability to split a single
system into several independent systems, each capable of running applications in
multiple, independent environments simultaneously. For example, partitioning makes it
possible for a user to run a single application using different sets of data on separate
partitions, as if it were running independently on separate physical systems.
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Service representatives use Service Focal Point (SFP), an application that runs on the
HMC, to start and end their service calls. SFP provides service representatives with the
serviceable event, vital product data (VPD), and diagnostic information.

The HMC is a closed system. Additional applications cannot be installed on the HMC.
All the tasks needed to maintain the platform, the underlying operating system, and the
HMC application code are available by using the HMC’s management applications.

Partition Standby and Full System Partition Power-On Options

4

Booting your system in partition standby is markedly different from booting your system
in a traditional single-machine full system partition. In partition standby, the system sets
aside system memory for partition management.

Partition Standby Memory Issues

Unique issues are associated with assigning memory to each partition created in
partition standby. In partition standby, the HMC allocates a portion of each assigned
memory block to the system.

Each partition requires a minimum of 1 gigabyte (GB) of system memory. When you
start creating partitions, the system sets aside 256 megabytes (MB) of contiguous
memory for its own use, and allocates another 256 MB of contiguous memory for each
16 GB allocated.

Page Table Memory Usage: Partition page tables are additional memory required for
a partition to operate, and is in addition to the total logical memory size of a partition.
The partition table is outside of a partition’s accessible memory. The partition page table
must be constructed with contiguous real system memory segments. Use the following
table to help you keep track of the system’s page-table memory usage:

Partition Memo Partition Page Table
) Y Size (4 16-byte Partition Page Table Assigned Memory
Size (256 MB . )
. entries pe r 4 K real Alignment Segments (256 MB)
increments)
page)
1GB 16 MB 16 MB 1
1GB-2GB 32 MB 32 MB 1
2GB-3GB 64 MB 64 MB 1
4GB-7GB 128 MB 128 MB 1
8 GB - 15 GB 256 MB 256 MB 1
16 GB - 31 GB 512 MB 512 MB 2
32 GB - 63 GB 1GB 1GB 4
64 GB - 96 GB 2 GB 2 GB 8

In a full system partition, the operating system uses all of the installed memory; the
system does not set aside contiguous memory for its own use.
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Keep this in mind when you record the amount of memory used when you are
completing the planning worksheets in the IBM Hardware Management Console for
pSeries Installation and Operations Guide, order number SA38-0590.

Partition Requirements
To activate a partition, you need a minimum of the following:

* 1 GB of available system memory
* One available system processor
* One available network adapter (for error reporting)

If you attempt to activate a partition and the resources that you specified are not
available at that time, activation fails. It is important to keep track of your system’s
resources and your activation times to avoid failures.

Service Focal Point
The Service Focal Point application is used to help the service representative diagnose
and repair problems on partitioned systems.

Service representatives use the HMC as the starting point for all service issues. The
HMC groups various system management issues at one control point, allowing service
representatives to use the Service Focal Point application to determine an appropriate
service strategy.

Traditional service strategies become more complicated in a partitioned environment.
Each partition runs on its own, unaware that other partitions exist on the same system.
If one partition reports an error for a shared resource, such as a managed system
power supply, other active partitions report the same error. The Service Focal Point
application enables service representatives to avoid long lists of repetitive call-home
information by recognizing that these errors repeat, and the filtering them into one error
code.

Errors that require service are reported to the HMC as serviceable events. Because the
HMC stores these serviceable events for 90 days and then discards them, it is
important to have the partition and HMC date and time set correctly. For instance, if the
date on a partition’s software is set 90 days behind the HMC’s set time, the serviceable
events reported from this partition are immediately discarded. For more information
about setting the HMC's date and time, see the IBM Hardware Management Console
Operations Guide for pSeries, order number SA38-0590. To set the partition’s date and
time, see the documentation provided with the operating system that is running on that
partition.

Getting Started
When you are setting up Service Focal Point, keep the following in mind:

 If the time configured on a partition is 90 days older than time configured on the
HMC, serviceable events cannot be reported.

« Verify that the HMC host names are defined. For more information on using fully
qualified and short host names, see the IBM Hardware Management Console
Operations Guide for pSeries, order number SA38-0590.
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* If you need to add or change a partition name, see the IBM Hardware Management
Console Operations Guide for pSeries.

Testing Error Reporting
To ensure that Service Focal Point is configured properly, generate a test error by doing

the following:

1. In the partition, run diagnostics to test the managed system’s operator panel.

2. When the diagnostics window asks you if you see 0000 on the managed system’s
operator panel, select NO. This action generates an error.

3. In the SRN window, type Enter to proceed.
When the system asks you if you want the error sent to Service Focal Point, select
YES.

5. Type F3 to exit diagnostics.

Wait for one minute while the managed system sends the error to Service Focal
Point.

7. Check the Serviceable Event window to ensure that the error was sent to Service
Focal Point and that Service Focal Point reported the error. For more information
about working with serviceable events, see ['Working With Serviceable Events” on|
lpage ¢

Service Focal Point Settings
The Service Focal Point Settings task in the Contents area allows you to configure your

HMC's Service Focal Point application.

Note: The Advanced Operator, Operator, and Viewer roles have read-only access to
the following tasks.

Automatic Call-Home Feature:  You can configure the HMC to automatically call an
appropriate service center when it identifies a serviceable event.

To enable or disable the call-home feature, you must be a member of one of the
following roles:

» System Administrator
» Service Representative

To enable or disable the call-home feature for one or more systems, do the following:

Note: It is strongly recommended that you not disable the call-home feature. When you
disable the call-home feature, serviceable events are not automatically reported
to your service representative.

In the Navigation area, click the Service Applications icon.
In the Navigation area, double-click the Service Focal Point icon.
In the Contents area, click Service Focal Point Settings

The Service Focal Point Settings window opens. Select the CEC Call Home tab on
the top of the window.

P w DR

5. Click on the managed system you want to enable or disable.
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6. Click Enable to enable call-home for the selected system, or click Disable to
disable call-home for the selected system.

7. Click OK.

Setting Up Surveillance: ~ Service Focal Point surveillance generates serviceable
events when it detects communication problems between the HMC and its managed
systems.

You can configure how you want the HMC to survey the following:

* The number of disconnected minutes considered an outage

e The number of connected minutes you want the HMC to consider a recovery
* The number of minutes between outages considered a new incident

To set up surveillance, you must be a member of one of the following roles:
* System Administrator
» Service Representative

To set up surveillance, do the following:

1. In the Navigation area, click the Service Applications icon.

2. In the Navigation area, double-click the Service Focal Point icon.
3. In the Contents area, select Service Focal Point Settings
4

The Service Focal Point Settings window opens. Select the Surveillance Setup tab
on the top of the window.

5. In the first field, select the number of minutes you want the HMC to wait before
sending a disconnection error message.

6. In the second field, select the amount of connection time that the HMC is
considered to be recovered. This amount is expressed in minutes.

7. In the third field, select the number of minutes between outages that you want the
HMC to wait before sending a new incident report.

8. Select one or more managed systems from the table in the lower part of the window
and then click Enable or Disable . Surveillance is then either enabled or disabled for
the selected managed systems.

Enabling Surveillance Notifications: You can enable or disable surveillance-error
notification from this HMC to connected managed systems. Enabling this notification
causes errors to be passed to the Service Agent application for notification.

Note: You must further configure Service Agent to handle notifications sent by Service
Focal Point. For more information about Service Agent, refer to the Hardware
Management Console Installation and Operations Guide, order number
SA38-0590.

To set up surveillance, you must be a member of one of the following roles:
e System Administrator
» Service Representative
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To set up surveillance-error notification, do the following:

1. In the Navigation area, click the Service Applications icon.

2. In the Navigation area, double-click the Service Focal Point icon.
3. In the Contents area, select Service Focal Point Settings
4

The Service Focal Point Settings window opens. Select the Surveillance
Notification tab on the top of the window.

5. Select one or more managed systems from the list and then click Enable or
Disable . Surveillance natification is then either enabled or disabled for the selected
managed systems.

Working With Serviceable Events
You can view, add, or update serviceable event information, including error details.

Viewing Serviceable Events:  To view serviceable events, you must be a member of
one of the following roles:

* System Administrator
* Service Representative
* Advanced Operator

* Operator

* Viewer

To view a serviceable event, do the following:

1. In the Navigation area, click the Service Applications icon.

2. In the Navigation area, double-click the Service Focal Point icon.
3. In the Contents area, click Select Serviceable Event .
4

Designate the set of serviceable events you want to view. When you are finished,
click OK.

5. The Serviceable Event Overview window opens, and the entries displayed are
ordered by time stamp. Each line in the Serviceable Event Overview window
corresponds to one error within a serviceable event. On this window, designate the
set of serviceable events you want to view by specifying your search criteria (such
as event status or error class).

Note: Only events that match all of the criteria that you specify are shown.
When you are finished, click OK.

When you select a line in the Serviceable Event Overview window, all lines in the same
serviceable event are selected. To open the Serviceable Event Details window for the
selected event, select the event and click Event Details .

Viewing Serviceable Event Details: To view serviceable event details, do the
following:

1. Perform the steps in ['Viewing Serviceable Events’]

2. The Serviceable Event Details window opens, showing extended serviceable event
information, including the following:
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» Status

» Earliest original time stamp of any managed object

» AIX error log

» Should this error ever get called home?

» Error was called home

* Pointer to extended error-data collection on the HMC

The window’s lower table displays all of the errors associated with the selected
serviceable event. The information is shown in the following sequence:

* Failing device system name

» Failing device machine type/model/serial
* Error class

» Descriptive error text

Viewing Serviceable Event Error Details: To view serviceable event error details, do

the following:

1. Perform the steps in|*Viewing Serviceable Event Details” on page 8

2. Select an error in the lower table, and click Error Details .

Viewing Service Processor Error Details: To view service processor error details, do

the following:

1. Perform the steps in|*Viewing Serviceable Event Error Details’|

2. If the serviceable event error details you are viewing are for a service
processor-class error, the lower table on the resulting window contains service
processor errors. Select a service processor error from the lower table, and click
Service Processor Error Details  to see further details.

Saving and Managing Extended Error Data: To save extended error (EE) data, do

the following:

1. Perform the steps in|"Viewing Serviceable Event Details” on page 8|

2. Click Save EE Data. To save extended error data for only one error associated with
the serviceable event (rather than for the entire serviceable event), select the error
from the lower table and then click Error Details . In the next menu, click Manage
EE Data.

Viewing and Adding Serviceable Event Comments: To add comments to a

serviceable event, you must be a member of the Service Representative role.

To add comments to a serviceable event, do the following:

Note: You cannot edit or delete previous comments.

1.
2.

Perform the steps in|*Viewing Serviceable Event Details” on page 8}

Select the error to which you want to add comments to and click Comments... . If
you want to close the event and add comments, click Close Event from this
window. The Serviceable Event Comments window opens.
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3. Type your name and add comments as appropriate. You can also review previous
comments, but you cannot edit this information.

4. If you clicked Comments on the Serviceable Event Details window, clicking OK
commits your entry and returns you to the Serviceable Event Details window.

If you clicked Close Event on the Serviceable Event Details window, clicking OK
commits all changes and opens the Update FRU Information window. For more
information about updating field replaceable unit information, see fUpdating Field|
[Replaceable Unit (FRU) Information’}

Closing a Serviceable Event:  To close a serviceable event, do the following:

1. Perform the steps in ['Viewing Serviceable Event Details” on page 8|

2. Select the error to which you want to add comments and click Comments... .

3. Click Close Event from this window. The Serviceable Event Comments window
opens.

4. Click OK to commit your comments. The Update FRU Information window displays.
See ['Updating Field Replaceable Unit (FRU) Information’] for information on
completing this window. Click OK on the Update FRU Information window to close
the serviceable event.

Note: You must close a serviceable event after it has been serviced to ensure that
if a similar error is reported later, it is called home. If an old problem remains
open, the new similar problem is reported as a duplicate. Duplicate errors are
neither reported nor called home to a service center. Close a serviceable
event when the partition that reports the error is active. Closing the event
causes the new status of the serviceable event to be properly sent to the
partition.

Updating Field Replaceable Unit (FRU) Information: This task allows you to update
the FRU information you changed or modified as a result of this serviceable event.
From this panel, you can also activate and deactivate LEDs and search for other
serviceable events that contain the same FRU entries.

To update FRU information, do the following:

1. Perform the steps in ['Viewing Serviceable Event Details” on page 8|

2. Click FRU Information... . The Update FRU Information window opens.

The lower table shows any parts that you have replaced or added during your
current update session but that have not been committed to the serviceable event.
The changes from the lower table are committed by clicking OK or Apply .

From this window, you can also activate and deactivate LEDs and search for other
Serviceable Events that contain the same FRU entries.

Replacing an Existing FRU:  To replace a part already listed for this serviceable
event, do the following:

1. Perform the steps in ['Updating Field Replaceable Unit (FRU) Information’}
2. In the upper table, double-click the part you want to replace.
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3. If the FRU has a new part number, type it in the New FRU Part Number field.

4. Click Replace FRU. The Update FRU Information window displays the FRU
replacement information in the lower table. Click OK or Apply to commit the
changes to the serviceable event.

Adding a New FRU: You can add a part to the serviceable event that was not listed
in the upper table of the Update FRU Information window. To add a new FRU for this
serviceable event, do the following:

1. Perform the steps in[‘Updating Field Replaceable Unit (FRU) Information” or{

2. Click Add New FRU to List .
Type the FRU's location code and its part number in the appropriate fields.

4. Click Add to List . The Update FRU Information window opens and displays the
newly added FRU in the lower table.

5. Click OK or Apply to commit these changes to the serviceable event.

Note: After you click OK or Apply , you cannot change this information. If you
clicked the Close Event button in the Serviceable Event Details window,
then clicking OK also completes the close dialog and changes the status of
the serviceable event to Closed.

Viewing Serviceable Event Partition Information: You can view partition information
associated with this serviceable event. This information includes each affected
partition’s state and resource use.

1. Perform the steps in|*Viewing Serviceable Event Details” on page 8
2. Click Partition Info... .

Hardware Service Functions

Activating and Deactivating FRU Identity LEDS: This task allows you to activate or
deactivate a managed system’s system attention LED or any FRU identity LED. FRU
identity LEDs are helpful in determining which FRUs need servicing.

To activate or deactivate a managed system’s System Attention LED, do the following:
1. In the Navigation area, click the Service Applications icon.
2. In the Navigation area, double-click the Service Focal Point icon.

3. In the Contents area, select Hardware Service Functions . The LED Management
window opens.

4. In the LED Management window, select one or more managed systems from the
table.

5. Select either Activate LED or Deactivate LED . The associated System Attention
LED is then either turned on or off.

To activate or deactivate a FRU associated with a particular managed system, do the
following:

1. In the Navigation area, click the Service Applications icon.
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2. In the Navigation area, double-click the Service Focal Point icon.

In the Contents area, click Hardware Service Functions . The LED Management
window opens.

In the LED Management window, select one managed system from the table.

5. Click the List FRUs... button. The list of FRU slot indices and their respective
current LED states display.

6. Select one or more FRU slot indexes.
Click either the Activate LED or the Deactivate LED button.

The associated FRU Identity LEDs are now either enabled (blinking) or off.

Processor on Demand

The Processor On Demand (POD) feature of some IBM servers allows the server to be
manufactured with additional processor capacity built in, ready to be activated when you
need it. If your system is ordered with the processor on demand feature, you can
activate the feature and pay for the increased processing power as your needs grow.

The processor on demand feature enables you to start small, and then increase your
processing capacity without disrupting any of your current operations.

The processor on demand feature offers the capability to non-disruptively activate two
or more processors on a server that was ordered and installed with inactive processor
on demand features. The processor on demand feature adds capacity in increments of
two processors, up to the maximum number of standby processors. The processor on
demand feature adds significant value if you want to upgrade without disruption, handle
business peaks, or add new workloads. The processor on demand feature adds
permanent capacity growth with no requirement to reboot the server.

For information about how to activate processor on demand features on your server,
refer to [‘Activating Process for Processor on Demand” on page 14} or refer to the IBM
Hardware Management Console for pSeries Installation and Operations Guide, order
number SA38-0590, that was delivered with your hardware management console.

Processor on Demand Features
If your system was ordered with processor on demand features, your managed system
has a set of processors that are "active” and a set of standby processors that are "not
active.” In the event that an active processor fails, the inactive processors are then
available to be used by the system until the failing processor is replaced.

Processor on Demand Activation Features
Standby processors (two or more) can be permanently activated by ordering a quantity
of permanent processor on demand activation features. This order is filled when your
service provider receives your request, generates an activation code, and delivers it to
you. Activation codes can be delivered to you through postal mail and they are posted
on the Web.
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Capacity Planning
If you are doing capacity planning for models offering processor on demand, plan
ahead for any potentially disruptive actions that might inhibit your using fully the
capacity of the activated processors. Some actions you may want to take prior to
activating any processor on demand features are as follows:

» Perform any I/O updates, such as adding adapters necessary to increase system
capacity

* Perform memory upgrades
* Prepare logical partitions

By planning ahead, you can accommodate the growth of existing workloads, as well as
handle new workloads without requiring a server outage. Other components of a server,
such as memory and /O, affect performance and overall throughput of workloads. By
planning ahead and taking into account the complete server configuration, you can help
ensure that you get the full benefit of processor on demand activations.

Note: If you have questions about capacity-planning topics not covered here, contact
your sales representative for assistance.

Processor on Demand Ordering
Permanent processor-on-demand capacity can be activated in either of the following

scenarios. The description of each of the following scenarios highlights if and when it is
necessary to send vital product data (VPD) to IBM.

* New system order (new footprint):  An order can contain a number of processor on
demand activation features. The manufacturing facility fills orders directly at the plant
of manufacture, before the server is delivered to the customer.

» Ordering activation features for an installed server: After you have determined
that you want to permanently activate some or all of your standby processors,
contact your business partner or sales representative to place an order.

When the order record and the VPD are both available to the manufacturing facility, a
processor on demand activation code unique to your server is generated. The
activation code is mailed to you and posted at a public Web site for quick access:

http://www.ibm.com/servers/eserver/pseries/cuod/index.html

As part of the order process, VPD collected from the installed server is combined
with information from the actual order records for processor on demand activation
features. This combined information is used to generate a processor on demand
activation code specifically for your server, enabling the activation of the desired
number of standby processors. Allow some time for the order processing and posting
of the processor on demand activation code to take place. Then use the code to
activate the processor on demand features directly on your server.

Processor on demand activation features will not be fulfilled until you submit the VPD
through the Electronic Service Agent or manually to the following Web site:

http://www.ibm.com/servers/eserver/pseries/cuod/index.html
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When you enter a processor on demand activation code, standby processors will
immediately become activated for use. After their status changes from Standby to
Active, the processors can be dynamically moved to the partition where they are

needed.

Electronic Service Agent and Processor on Demand

When Electronic Service Agent is used to electronically report VPD on a regular basis,
you can eliminate potential delays in the order process for processor on demand
activation features (no manual reporting of VPD is necessary prior to the fulfilment of a
feature upgrade order). To best utilize Electronic Service Agent and to be prepared to
activate processor on demand features conveniently, make sure that Electronic Service
Agent and related communications requirements are up and running. If this is done
before the processor on demand activation features are ordered, the VPD for the
system will already be up to date, and the manual process of updating the VPD is not
needed.

After Electronic Service Agent is installed, follow the procedures under
[Process for Processor on Demand’|to enable the system to collect and transfer the
required VPD for processor on demand.

If a processor on demand activation feature is ordered and then canceled, an action by
the service representative is required to cancel the order. After the activation code is
posted on the Web or mailed, the order for processor on demand activation features is
considered fulfilled, and the downstream billing process is started.

Dynamic Processor Sparing

In environments with Capacity Upgrade on Demand (CUoD), dynamic processor
sparing allows inactive processors to act as dynamic spares. An inactive processor is
activated if a failing processor reaches a predetermined error threshold, thus helping to
maintain performance and improve system availability. Starting with AIX 5.2, this
capability is offered on pSeries servers with CUoD to help minimize the impact to server
performance caused by a failed processor. This will happen dynamically and
automatically when using dynamic logical partitioning (DLPAR) and the failing processor
is detected prior to failure. If not detected prior to failure or not using DLPAR, a reboot
of the system activates an alternate processor from the inactive spares. The user can
then re-establish required performance levels without waiting for parts to arrive on-site.
Dynamic processor sparing does not require the purchase of an activation code; it
requires only that the system have inactive CUoD processors available.

Software Licenses and Processor on Demand
Activating a processor may change the terms and conditions for applications that you
use on your server. Consult the application documentation to determine if the license
terms and conditions requirements change based on hardware configuration.

Activating Process for Processor on Demand
The processor on demand process begins when you determine a potential need for
more processing capability in the future and want to have the hardware installed on the
server now. If processor on demand features are ordered for your server, they are
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included in the server when it is delivered. When additional processors become a
necessity, use the following steps to activate them:

1.
2.

Determine the number of standby processors you want to activate.

Contact your sales representative or business partner to place an order for
particular processor on demand activation features.

The sales representative places an order to the system coordinator or feature
coordinator for the specific number of processor on demand activation features. The
order specifies the number of additional processors you have requested to add.

To process the order, you must send the system Vital Product Data (VPD) to IBM in
either of the following ways:

» Electronic process (Electronic Service Agent)
* Web-based VPD entry:

For details on how to submit the VPD either through the Electronic Service Agent or
using the Web system, go to the following Web site and view the Planning Guide for
Capacity Upgrade on Demand.

http://www.ibm.com/servers/eserver/pseries/cuod/index.html

After the activation code is received (from either the Web or the mailed copy), enter
the activation code using the HMC. Detailed procedures are available in the
Planning Guide for Capacity Upgrade on Demand.

After you have finished the activation process, you can assign the activated
processors to a partition. If you are using dynamic partitioning (DLPAR), you need
not reboot the system to use the processors. If you are not using DLPAR, you must
reboot the managed system before the newly activated processors can be used.

Before adding processors to a partition that is running Linux, you must stop Linux
partitions and then restart them after you have assigned the processors.

Begin using the new processor capacity. If you encountered any problems using the
preceding process, see the following Web site:

http://www.ibm.com/servers/eserver/pseries/cuod/index.html
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Powering the System On and Off

This section provides procedures for powering on and powering off the system.

Powering the System On

The system can be powered on after all of the following steps have been completed:
» All I/O drawer cables are connected

* UPIC cables are connected

* All PCI cables to supported subsystems are connected

* The hardware management console (HMC) is connected

* Power is connected to the system and the UEPO switch is set to On

After the required cables are installed, and the power cables are connected, the HMC
graphical user interface provides a power-on function to turn on the power to the
system. The power button on the media subsystem operator-panel can be pushed to
initialize the system, but the preferred method is to use the HMC. Progress indicators,
also referred to as checkpoints, are visible on the media subsystem operator panel
display as the system power is turned on. The power LED on the media subsystem
stops blinking and stays on, indicating the system power is on.

The processor subsystem and I/O subsystems are powered on through the system
power control network (SPCN). When power is applied, the power LEDs on the media
subsystem go from blinking to on continuously, and the power LEDs on the processor
subsystem and I/O subsystem(s) come on and stay on. This indicates that power levels
are satisfactory in the subsystems.

Powering the System Off

16

Note: This procedure turns the system off, but does not remove power from some
parts of the system. For more information about how to power off and remove
power from the system, go to [‘Powering Off and Powering On the System” on|
lpage 821] and |‘System Power-On Methods” on page 781}

The HMC user interface provides a power-off function to turn off the power to the
system.

Also, if the system is operating in a Full System Partition under AlX, typing the
shutdown command causes the system to shut down and power off. The -F option
shuts down the system without notifying system users. Check with the system
administrator before using this command. If you cannot use this method, you can power
off the system by pressing the power button on the media subsystem operator panel.

Attention:  Using the operator-panel power button to power off the system can cause
unpredictable results in the data files, and the next IPL will take longer to complete.
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@server pSeries 690 Data Flow

The following figure shows the data flow for the system.
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Power-On Self-Test

After power is turned on and before the operating system is loaded, the partition does a
power-on self-test (POST). This test performs checks to ensure that the hardware is
functioning correctly before the operating system is loaded. During the POST, a POST
screen displays, and POST indicators display on the virtual terminal. The next section
describes the POST indicators and functions that can be accessed during the POST.

POST Indicators

POST indicators indicate tests that are being performed as the partition is preparing to
load the operating system. The POST indicators are words that display on the virtual
terminal. Each time that the firmware starts another step in the POST, a POST indicator
word displays on the console. The POST screen displays the following words:

Memory Memory test

Keyboard Initialize the keyboard and mouse. The time period for pressing a key
to access the System Management Services, or to initiate a service
mode boot is now open. See ['POST Keys'| for more information.

Network Self-test on network adapters
SCSI Adapters are being initialized
Speaker Sounds an audible tone at the end of POST

POST Keys

1 Key

5 Key

The POST keys, if pressed after the keyboard POST indicator displays and before the
last POST indicator (speaker) displays, cause the system to start services or boot
modes used for configuring the system and diagnosing problems. The system will beep
to remind you to press the POST key (if desired) at the appropriate time. The keys are
described as follows:

The numeric 1 key, when pressed during POST, starts the System Management
Services (SMS) interface.

The numeric 5 key, when pressed during POST, initiates a partition boot in service
mode using the default service mode boot list.

This mode attempts to boot from the first device of each type found in the list. It does
not search for other bootable devices of that type if the first device is not bootable.
Instead, it continues to the next device type in the list. The firmware supports up to five
entries in the boot list.

The default boot sequence is:
1. Diskette
2. CD-ROM
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6 Key

8 Key

3. Hard file

Tape drive (if installed)
Network

a. Token ring

b. Ethernet

ok

The numeric 6 key works like the numeric 5 key, except that firmware uses the
customized service mode boot list, which can be set in the AIX service aids.

To enter the open firmware command line, press the numeric 8 key after the word
keyboard displays and before the last word (speaker) displays during startup. After you
press the 8 key, the remaining POST indicators display until initialization completes.

This option is used only by service personnel to collect additional debug information.

To exit from the open firmware command prompt, type reset-all or power off the system
and reboot.

@server pSeries 690 System Locations

The @server pSeries 690 system consists of a minimum of four subsystems in one
rack as follows:

* Processor subsystem
* Media subsystem

e One I/O subsystem

* Power subsystem

These components are connected by cables that transmit data and control signals. I/O

subsystems can be added if further expansion of the system is required (up to seven
additional I/O subsystems, using two racks).
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In each of the following figures, the minimum system configuration is shown on the left.
The minimum system configuration with the integrated battery feature (IBF) is shown on
the right in each of the figures.
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1 Rack Media Subsystem

2 Bulk Power Assembly Optional Integrated Battery Feature
3 UEPO Switch First 1/0O subsystem

4 Memory Books
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1 BPA Fan (U1.35-P1-F1) 4 Processor Subsystem Fan 1, (U1.18-F1)

2 BPA Fan (U1.35-P2-F1) 5 Processor Subsystem Fan 3, (U1.18-F3)

3 Processor Subsystem Fan 2, 6 Processor Subsystem Fan 4, (U1.18-F4)
(U1.18-F2)

Note: The I/0O subsystem fan assemblies are inside the 1/0 subsystems, positioned
from left to right behind the DASD 4-packs in order of fan assembly 1, fan
assembly 2, fan assembly 3, and fan assembly 4.
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UEPO Switch

The UEPO (Unit Emergency Power Off) switch is accessible through the external cover.
The switch contains a room emergency power off (EPO) interlock connector and bypass
switch, a dual element rack service amber LED (one element driven per bulk power
controller, a service complete button (white) and start service button (green), an off
button and four thermistors for BPC ambient temperature sensing. The UEPO switch is
shown in the following figure.
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969626262026262:
908020803080900"
868685595
868585595

O -
] °[M] I
.
ry
03060853
i —
H

[o0]
1of
]
) fol

6
6
UEPO Front Panel 7 JO02 Connector
UEPO Side Panel 8 Power Switch
UEPO Rear Panel 9 System Fault LED

JOO0 Connector Front BPA (Back) 10 Start Service Button (Green)
JO1 Connector Rear BPA (Back) 11 Service Complete Button (White)

o o~ W N P

Room EPO Bypass Interlock

The UEPO switch disables 350 V bulk power conversion and isolates all battery power
to the battery compartments, without having to disconnect the heavy power cords under
the customer’s raised floor.

At the system level, the UEPO switch is connected to each of the two BPCs through
two interface connectors. The switch can be concurrently replaced by forcing the BPCs
into UEPO bypass mode, using the small slide switches on the face of the BPCs. The
switch is mounted in the side pocket area of the rack and remains stationary when the
front cover of the system is opened. The service buttons are used by service personnel
to repair the power subsystem. If the system is off when the service complete button is
pressed, the system will power on. A sliding plastic cover over the red switch prevents it
from being accidentally activated in the customer environment.
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7040 Model 681 Processor Subsystem Locations
This section provides a front view and a rear view of the processor subsystem with

descriptions and locations for each part of the processor subsystem. Detailed location

information for processor subsystem I/O books is also included.

7040 Model 681 Processor Subsystem Front View

Note: For slot assignments, see[‘Memory to Processor Relationships” on page 57}
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3 Inner Memory Book 7 Fan Filter
4 Fan
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7040 Model 681 Processor Subsystem Rear View
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1 Slot 1 (Reserved) 8
2 DCA Book 1 9
3 DCA Book 2 10
4 Capacitor Book 1
5 DCA Book 3 12
6 DCA Book 4 13
7 DCA Book 4
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Capacitor Book

DCA Book 6 (reserved)

1/0 book - Slot 0

1/0 Book 3 - Slot 3

1/0 Book 2 - Slot 2 (Inner Connectors)
1/0 Book 2 - Slot 2 (Outer Connectors)



I/0 Book Connector Locations

| ./

277

9

10

11
12
13
14
15

17

16

15
14

13—
12

1M1—T%
©

1 0\\@
©

-
/

Primary /O Book, Slot 0
(U1.18-P1-H2)

Secondary 1/0 Book, Slot 2
(U1.18-P1-H3)

Third 1/0 Book, Slot 3
(U1.18-P1-H4)

1/0 Port 0 (A0)
(U1.18-P1-H2/Q1)

1/0 Port 0 (A1)
(U1.18-P1-H2/Q2)

Operator Panel
(U1.18-P1-H2/Q7)

BPC Y-cable* connector
U1.18-P1-H2/Q8 or
U1.18-P1-H2/Q9

I/0O Port 1 (BO)
(U1.18-P1-H2/Q3)

1/0 Port 1 (B1)
(U1.18-P1-H2/Q4)

Diskette Drive
(U1.18-P1-H2/Q10)

HMC 1 (U1.18-P1-H2/S3)
HMC 2 (U1.18-P1-H2/S4)
Serial Port 1 (U1.18-P1-H2/S1)
Serial Port 2 (U1.18-P1-H2/S2)
SPCN 0 (Manufacturing use
only) (U1.18-P1-H2/Q5)
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21

22

23

24

25

26

27
28
29
30
31

26
Debug (Manufacturing use only)
I/O Port 3 (D1) (U1.18-P1-H3/Q5)
I/O Port 3 (DO) (U1.18-P1-H3/Q6)
I/0 Port 2 (C1) (U1.18-P1-H3/Q7)
/0 Port 2 (CO) (U1.18-P1-H3/Q8)
I/O Port 4 (AO) (U1.18-P1-H3/Q4)

/0 Port 4 (A1) (U1.18-P1-H3/Q3)

Indicator LEDs
I/0 Port 5 (B0) (U1.18-P1-H3/Q2)
Camming Latches

/0 Port 5 (B1) (U1.18-P1-H3/Q1)
/O Port 6 (D1) (U1.18-P1-H4/Q5)
/O Port 6 (DO) (U1.18-P1-H4/Q6)
/O Port 7 (C1) (U1.18-P1-H4/Q7)
/0 Port 7 (CO) (U1.18-P1-H4/Q8)
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16 SPCN 1 (Manufacturing use
only) (U1.18-P1-H2/Q6)

* The Y-cable that attaches to this connector, terminates at BPC-A connector
U1.35-P1-X4/Q10 and BPC-B connector U1.35-P2-X4/Q10.

Media Subsystem Locations

The following figures show locations for devices installed in the media subsystem, and
the SCSI IDs for the media devices.

Note: The SCSI IDs shown for media indicate how installed devices are set when
shipped from the factory.

Media Subsystem Front View

1 2 3 ‘t

l ! _ ! _ |
e #\ scs| IGE scsl © °
@ 0° - — — Sﬁ N

1

Diskette Drive

3

Optional Media Drive (4 mm Tape, CD-ROM,

or DVD-RAM), SCSI Address 06

2 CD-ROM Drive, SCSI Address 05 4 Operator Panel

Media Subsystem Rear View

Note: DVD-RAM and 4 mm tape drives can be located in the rear of the media
subsystem only if the room is maintained at a nominal room temperature of 24C

(75.2F).
1 2
\ \
o : ;
ol 11 scsl | [ | Scsl \
ohJ 0O [mmm o e — @ no o e —
1 Optional Media (4 mm Tape, 5 Front SCSI Power Connection
CD-ROM, or DVD-RAM), SCSI
Address 05
2 Optional Media (4 mm Tape, 6 Front SCSI Connection
CD-ROM, or DVD-RAM), SCSI
Address 06
3 Rear SCSI Power Connection 7 Diskette Drive Connection
4 Rear SCSI Connection 8 Operator Panel Connection
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Media Subsystem Operator Panel
1 2 3

O o

6 @@ ]

5
4
1 Power on/off button 4 Reset button
2 Power on/off LED 5 Service processor reset button (Service use
only)
3 Operator panel display 6 Disturbance or system attention LED

Note: You must activate the service processor reset button very carefully. Using an
insulated paper clip is recommended. Unbend the clip so that it has a straight
section about two inches long. Insert the clip straight into the hole, keeping the
clip perpendicular to the plastic bezel. When you engage the test reset switch,
you should feel the detent of the switch. After you press the switch, the service
processor resets and then shuts down the system.

Disturbance or System Attention LED
The system attention LED lights on solid when an event occurs that either needs
customer intervention or IBM service. The system attention LED is turned on when an
entry is made in the service processor error log. The error entry is transmitted to the
following:

» System-level error logs
» AlX error log

* As an entry in the service action event log in the Service Focal Point application. For
example, the loss of surveillance from the HMC to a logical partition.

HMC Attached System Error Interrogation
On systems attached to an HMC, when the system attention LED turns on, you should
refer to the Service Action Event Log in the Service Focal Point application on the HMC
and check the open service events using the procedure described in Working with
Serviceable Events in the IBM Hardware Management Console for pSeries Installation
and Operations Guide.

Note: For information on Service Focal Point settings, refer to Setting Up Surveillance

and Enabling Surveillance Notifications in the IBM Hardware Management
Console for pSeries Installation and Operations Guide.
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Events requiring customer intervention are marked as Call Home Candidate? NO. For
all of these events, examine the description in the serviceable event error details. If
actions are listed in the description, perform those actions. If the error indicates a loss
of surveillance between the HMC and a partition, check the status of the partition, the
network, and the cabling between the HMC and the partition. If the surveillance eror
persists, call service support.

If the problem (other than surveillance) persists after performing any actions described
above, begin processing any service action events with error codes. Go to |“MAP 1321:|
[Quick Entry MAP for Systems with Service Focal Point” on page 181}

Whether a user intervention error or an IBM serviceable error is detected, the system
attention light can be reset by following the procedures in ['Resetting the System
The preferred method to reset the attention indicator is by following the
HMC Attached Systems procedures. Either the HMC Attached Systems procedures or
the alternate procedures will reset the attention indicator.

Resetting the System Attention LED
The system attention LED can be turned off by using either of the HMC-Attached
Systems or alternate methods.

Resetting the System Attention LED on HMC-Attached Systems
To reset the system attention LED on HMC-attached systems, do the following:

1. On the HMC interface, click Service Applications
2. Double-click Service Focal Point .

3. In the Contents area of the screen, select Hardware Service Functions . The LED
Management window opens.

4. In the LED Management window, select one or more managed systems from the
table.

5. Select Deactivate LED . The associated system attention LED is turned off.

For more information about the virtual operator panel on the HMC, see the IBM
Hardware Management Console for pSeries Installation and Operations Guide.

Alternate Method of Resetting the System Attention LED Using the
AIX Command Line
As a user with root authority, enter diag on the AIX command line, and do the following:

1. Select Task Selection .
2. On the Task Selection Menu, select Identify and Attention Indicators

3. When the list of LEDs displays, use the cursor to highlight Set System Attention
Indicator to Normal

4. Press Enter, and then press F7 to commit. This action turns off the LED

Alternate Method of Resetting the System Attention LED Using the
Service Processor

If the system is powered off, access the service processor menus. From the service
processor main menu, do the following:
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1. Select the System Information Menu
2. Select LED Control Menu .
3. Select Clear System Attention Indicator . This action turns off the LED.
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7040 Model 61D 1/O Subsystem Locations

This section shows the locations for the I/O subsystem. A front view and a rear view
with descriptions and locations for each part of the 1/0 subsystem are shown.

7040 Model 61D 1/0O Subsystem Front View

7 89 10

1 DASD 4-Pack 9 Drawer Fault/Identify LED (Amber)

2 DASD Disk Drive 10 Power Good Out LED (Green)

3 Disk Activity LED (Green) 11 Fan Fault LED (Amber)
Ul.x-F1

4 Disk Drive Fault/ldentify LED 12 Fan Fault LED (Amber)

(Amber) U1l.x-F3

5 BPD 1 (Front) Cable In 13 Fan Fault LED (Amber)
Ul.x-F2

6 BPD 2 (Rear) Cable In 14 Fan Fault LED (Amber)
Ul.x-F4

7 Power Good In LED (Green) 15 1/0O Subsystem Left DCA
Ul.x-V1i

8 DCA Fault LED (Amber) 16 1/0 Subsystem Right DCA
Ul.x-V2

Note: The fan fault LEDs shown in the preceding illustration indicate if an internal fan
has a fault. The fan assemblies inside are positioned from left to right behind the
DASD 4-packs in order of fan assembly 1, fan assembly 2, fan assembly 3, and
fan assembly 4.
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7040 Model 61D I/O Subsystem Rear View

1

=

——
—

3
El2E

e —

2 3
7 8
0
9 10 11
1 I/O port connector 1 (U1.x-P1/Q2) 7
2 1/O port connector 0 (U1.x-P1/Q1) 8
3 Media subsystem power 9
connector (U1.x-P1-V1/Q3)

4 I/O port connector 1 (U1.x-P2/Q2) 10
5 1/0O port connector 0 (U1.x-P2/Q1) 11
6 Media subsystem power 12

connector (U1.x-P2-V1/Q3)

I/O Subsystem DASD Locations

I/0 Card Power On LED (Green)
I/O Adapter Fault/Identify LED (Amber/Bottom)
Auxiliary Power Good (Green)

I/O Subsystem Backplane Fault (Amber)
I/O Subsystem Backplane Power On (Green)
I/O LED (Currently Unused)

The following figures show the DASD drive positions in an I/O subsystem.

Note: The SCSI IDs are set when the drive is installed into the DASD 4-pack.
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7040 Model 61D I/O Subsystem DASD Locations
12

LALL L

L

13

15

|

(@]

[©oc0©

(@]
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Note:

Ux.y-P2/72-A8
Ux.y-P2/22-A9
Ux.y-P2/Z2-Aa
Ux.y-P2/Z2-Ab
Ux.y-P2/71-A8
Ux.y-P2/Z1-A9
Ux.y-P2/Z1-Aa
Ux.y-P2/Z1-Ab

In the preceding table, x is equal to the rack number and y is equal to the 1/0

11
12
13
14
15
16

Ux.y-P1/22-A8
Ux.y-P1/22-A9
Ux.y-P1/Z2-Aa
Ux.y-P1/22-Ab
Ux.y-P1/21-A8
Ux.y-P1/21-A9
Ux.y-P1/Z1-Aa
Ux.y-P1/Z1-Ab

PRGOS

subsystem position in the rack. The SCSI ID for each drive is set when the drive
is installed. Each 1/0O subsystem can have up to four DASD four packs installed.

The SCSI IDs for the drives in each four pack are 8, 9, a, and b, from left to

right.
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I/0 Subsystem PCI PHB and PCI Slot Locations

Left Side Right Side
Planar 1 Planar 2

—f
—

[ J=F

F‘,
(‘.

PHB 1 PHB 2 PHB 3 PHB 1 PHB 2 PHB 3
Loc. Codes Loc. Codes  Loc. Codes Loc. Codes Loc. Codes  Loc. Codes
Ux.y-P1-I1 Ux.y-P1-15 Ux.y-P1-18 Ux.y-P2-11 Ux.y-P2-15 Ux.y-P2-18
Ux.y-P1-12 Ux.y-P1-16 Ux.y-P1-19 Ux.y-P2-12 Ux.y-P2-16 Ux.y-P2-19
Ux.y-P1-I3 Ux.y-P1-17 Ux.y-P1-110 Ux.y-P2-13 Ux.y-P2-17 Ux.y-P2-110
Ux.y-P1-14 Ux.y-P2-14

Ux.y-P1-Z1 Ux.y-P1-Z2 Ux.y-P2-Z1 Ux.y-P2-Z2
(integrated (integrated (integrated (integrated
SCSI) SCSI) SCSI) SCSI)
64-bit 3.3V 64-bit 3.3V 64-bit 5V 64-bit 3.3V 64-bit 3.3V 64-bit 5V
33/66 MHz 33/66 MHz 33MHz 33/66MHz 33/66 MHz 33MHz

Ux.y - HMC location code

reference wherein x = rack

location and y = drawer position.

PHBs 2 and 3 on both planars contain integrated SCSI adapters
(slots P1-Z1, P1-Z2, P2-Z1, P2-22).

1/0 Subsystem Rear View with Numbered Slots
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RIO BuS| | To SCSI 4-Packs RIO B“S| | To SCSI 4-Packs
RIO-PCI RIO-PCI
Bridge Bridge
il iy o | -
PCI- PCI PCI- PCI J PCI- PCI J PCI- PCI PCI- PCI PCI- PCI
Bridge Bridge Bridge Bridge Bridge Bridge
S1 S3
Ultra3| sgs| |Ultra3/|sgs Ultra3| sgs| [Ultra3/|sgs
ScCsi SCsSI SCSI SCsi
Planar P1 Planar P2
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I/0 and Media Subsystem Connections

110
Subsystem

1/0 Planar

Rear

10 slots

10 slots

AU

[

Media Subsystem

e

N

@—|—:/

Media Subsystem Front

I/O Subsystem Internal SCSI Distribution

il e

RIO Bus

4 DASD4 DASD
Bays |Bays

RIO-PCI
Bridge

PCI- PCI
Bridge

PCI- PCI
Bridge

PCI- PCI
Bridge

=l

Ultra3
Internal SC%@ Ultra3
Controllers E‘

Il

[] PCI Slot - 64 bit 66/33mhz 3.3V
I Pci Slot - 64 bit 33mhz 5.0V

S

E DASD
4 pack

Pl / RP
E > DASD
D=

Rear

E = DASD
4 pack

N — /{RP
i !
=

P=PCI-PCI bridge
RP=RIO-PCI bridge

IS=Internal SCSI Ultra 3
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I/O Subsystem Power Distribution

BPA
@ IS i Fan 4
@ Power Supply
Pl \ e
Rear
@ IS Fan 3
P2 | RP DCA 1
@ Power Supply
Pl
P=PCI-PCI Bridge
RP=RIO-PCI Bridge
I1S=Internal SCSI Ultra 3 Midplane L
BPA
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Power Subsystem Locations

BPD (2)
‘ |/0-5AH I/O-SBH |/o-eAH I/O-SB‘ ‘ |[O-7AH |zo-7BH I/O»SAH I/O-BBHI/O-QAHI/O»QB ‘ o
P00 PO1 P02 P03 P04 P05 P06 PO7 P08 P09
BPD (1)

‘I/O-1AH I/O-1BH I/O-2AH I/O—ZBH I/O»GAHV

ofssH I[O»4AH I[O—4BHDCA»4‘ DCA—S‘ °

P00 PO1 P02 P03 P04 P05 P06 P07 P08 P09
=y UEPO BPC
UBS/ \EPO/ E/Jo MDA - 1 ‘MDA-Z‘ MDA - 3 ‘MDA-4‘ DCA - 1 ‘DCA-ZHDCA-S‘
PoO\| \PO1 P02 P19 Poa || Po4 P05 P06 P07 P08 P09 P10 C\
BPC-BPC 8/
SYSTEM 9
@ ® |
6 ° 4
==m
¢ E
7 ——— ” 5
\“ © © o
a| a
] 0]
ol = < [Ty o] 5

Note: BPD (2) connectors J04 and JO5 (I/0O-7A/P04 and 1/0-7B/P05 in the preceding
figure) are for 1/O subsystem 4 when the IBF is installed.

N

BPD Power Good LED 6
Bulk Power Distributor (BPD) 7
Bulk Power Controller (BPC) 8
Bulk Power Fan (BPF) 9

Bulk Power Regulators (BPR)

ac Power In Connector

Connectors to IBF

UEPO Power (PWR) LED

UEPO Power Complete (CMPLT) LED
BPC Power Good LED
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Power Distribution Cabling

Power to the 1/0 subsystems, DCAs, Fans, and IBFs is connected from the bulk power
distribution connectors to each subsystem through cables. The cable connectors are
labeled on each end. The following describes the cables that connect from the BPC
BPDs, and BPRs to the DCAs, fans, power supplies, I/O subsystems, and integrated
battery features.

1 2
3 4
Front Rear
I e
35| | == === /é 6
34— | | [[ofg=—== =:: KN me@%g 8
s | ( \ 9 2 10
o= o 12
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21 gl - N
20 il N r 18
197 |- O
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Key From To Description Label Color
1 Bulk Power BPE A Bulk power enclosure
Side on the A side of the
system
2 Bulk Power BPE B Bulk power enclosure
Side on the B side of the
system
3 A35-BPC-J03 A35-P1FAN (BPF-A) | A35-BPC-P03 to Bulk | Red with white stripe
Power Fan P1-F1
4 B35-BPC-J03 B35-P2FAN (BPF-B) | B35-BPC-P03 to Bulk Red
Power Fan P2-F1
5 B35-BPC-J08 DCA-1 J01 B35-BPC-P08 to Red
DCA-1-P01
6 A35-BPC-J08 DCA-1 J0O A35-BPC-P08 to Red with white stripe
DCA-1-P00
7 B35-BPC-J09 DCA-2 J01 B35-BPC-P09 to Red
DCA-2-PO1
8 A35-BPC-J09 DCA-2 J0O A35-BPC-P09 to Red with white stripe
DCA-2-P00
9 B35-BPC-J10 DCA-3 J01 B35-BPC-P10 to Red
DCA-3-P0O1
10 A35-BPC-J10 DCA-3 J00 A35-BPC-P10 to Red with white stripe
DCA-3-P00
11 B35-BPD-J08 DCA-4 Jo1 B35-BPD1-P08 to Red
DCA-4-P01
12 A35-BPD-J08 DCA-4 J00 A35-BPD1-P08 to | Red with white stripe
DCA-4-P00
13 B35-BPD-J09 DCA-5 J01 B35-BPD1-P09 to Red
DCA-5-P01
14 A35-BPD-J09 DCA-5 J0O A35-BPD1-P09 to | Red with white stripe
DCA-5-P00
15, B17-Media-J02 1/0O Subsystem 1/0B9-P01 to Media
17 1B-J01 P02
16, B17-Media-JOO /0O Subsystem 1/0B9-P00 to Media
18 1B-J00 P00
19, B35-BPDx-Jxx 1/0 Subsystem B35-BPDx-P0Ox to 1/0
20, | Seel'l/O Subsystem| | See['l/O Subsystem| Subsystem #x
21, | [Power Distribution| | |Power Distribution|
22 | [Cabling” on page 41| |[Cabling” on page 41|
for 1/0O subsystem for 1/0 subsystem
power cabling. power cabling.
23 B35-BPC-J05 A09-MDA2-J02 A35-BPC-PO05 to Red
(AMD2-P01) J02
24 A35-BPC-J05 A09-MDA2-J01 B35-BPC-P05 to Red with white stripe

(AMD2-P00) J01
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Key From To Description Label Color
25 B35-BPC-J04 A09-MDA1-J02 A35-BPC-P04 to Red
(AMD1-P01) J02
26 A35-BPC-J04 A09-MDA1-J01 A35-BPC-P04 to Red with white stripe
(AMD1-P00) JO1
27 A35-BPC-J06 A18-MDA3-J01 A35-BPC-P06 to Red with white stripe
(AMD3-P00) JO1
28 B35-BPC-J06 A18-MDA3-J02 B35-BPC-P06 to Red
(AMD3-P01) J02
29 B35-BPC-J0O7 A18-MDA4-J02 B35-BPC-P07 to Red
(AMDA4-P00) J02
30 A35-BPC-J07 A18-MDA4-J01 B35-BPC-P07 to Red with white stripe
(AMD4-P01) JO1
31 B35-BPC-J02 UEPO Switch JO1 B35-BPC-P02 to Red
UEPO JO1
32 A35-BPC-J02 UEPO Switch JOO A35-BPC-P02 to Red with white stripe
UEPO JOO
33 A35-BPR-J00 A13-IBF1-J01 A35-BPR-P00 to
A13-IBF1-PO0
B35-BPR-J00 B13-IBF1-J01 B35-BPR-P00 to
B13-IBF1-P00
34 A35-BPR-J00 A13-IBF2-J01 A35-BPR-P00 to
A13-IBF2-P00
B35-BPR-J00 B13-IBF2-J01 B35-BPR-P0O0 to
B13-IBF2-P00
35 A35-BPR-JO0 A17-1BF3-J01 A35-BPR-P00 to
(Secondary Frame) A-IBF3-P00
(Secondary Frame)
B35-BPR-JO0 B17-IBF3-J01 B35-BPR-P00 to
(Secondary Frame) B-IBF3-P00
(Secondary Frame)
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I/O Subsystem Power Distribution Cabling

Power to the 1/0 subsystems is connected from the bulk power distribution connectors
to each subsystem through cables. The cable connectors are labeled on each end. The
following table describes the cables that connect from the BPDs to the 1/O Subsystem

DCAs (power supplies).

From To Description Label Color
(A=Primary)
(Z=Secondary)
A35B-BPD1A-P00 A09B-DCA1-PO1 BPD1A to I/O Purple With Stripes
Subsystem #1
A35P-BPD1B-P00 A09B-DCA1-P00 BPD1B to I/O Purple
Subsystem #1
A35B-BPD1A-P0O1 A09B-DCA2-P0O1 BPD1A to I/O Purple With Stripes
Subsystem #1
A35P-BPD1B-P01 A09B-DCA2-P00 BPD1B to I/O Purple
Subsystem #1
A35B-BPD1A-P02 A05B-DCA1-PO1 BPD1A to I/O Yellow With Stripes
Subsystem #2
A35P-BPD1B-P02 A05B-DCA1-P00 BPD1B to I/O Yellow
Subsystem #2
A35B-BPD1A-P03 A05B-DCA2-PO1 BPD1A to I/O Yellow With Stripes
Subsystem #2
A35P-BPD1B-P03 A05B-DCA2-P00 BPD1B to I/O Yellow
Subsystem #2
A35B-BPD1A-P04 A01B-DCA1-PO1 BPD1A to I/O Green With Stripes
Subsystem #3
A35P-BPD1B-P04 A01B-DCA1-P00 BPD1B to I/O Green
Subsystem #3
A35B-BPD1A-P05 A01B-DCA2-PO1 BPD1A to I/O Green With Stripes
Subsystem #3
A35P-BPD1B-P05 A01B-DCA2-P00 BPD1B to I/O Green
Subsystem #3
A35B-BPD1A-P06 A13B-DCA1-PO1 BPD1A to I/O Blue With Stripes
Subsystem #4 (no IBF)
A35P-BPD1B-P06 A13B-DCA1-P00 BPD1B to I/O Blue
Subsystem #4 (no IBF)
A35B-BPD1A-P07 A13B-DCA2-P0O1 BPD1A to I/O Blue With Stripes
Subsystem #4 (no IBF)
A35P-BPD1B-P07 A13B-DCA2-P00 BPD1B to I/O Blue
Subsystem #4 (no IBF)
A35B-BPD2A-P04 Z09B-DCA1-PO1 BPD1A to I/O Yellow With Stripes
Subsystem #4 (with
IBF)
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From To Description Label Color
(A=Primary)
(Z=Secondary)
A35P-BPD2B-P04 Z09B-DCA1-P00 BPD1B to I/O Yellow
Subsystem #4 (with
IBF)
A35B-BPD2A-P05 Z09B-DCA2-PO1 BPD1A to I/O Yellow With Stripes
Subsystem #4 (with
IBF)
A35P-BPD2B-P05 Z09B-DCA2-P00 BPD1B to /O Yellow
Subsystem #4 (with
IBF)
A35B-BPD2A-P00 Z01B-DCA1-PO1 BPD2A to I/O Red With Stripes
Subsystem #5
A35P-BPD2B-P00 Z01B-DCA1-P00 BPD2B to I/O Red
Subsystem #5
A35B-BPD2A-P0O1 Z01B-DCA2-PO1 BPD2A to 1/0 Red With Stripes
Subsystem #5
A35P-BPD2B-P01 Z01B-DCA2-P00 BPD2B to /O Red
Subsystem #5
A35B-BPD2A-P02 Z05B-DCA1-PO1 BPD2A to I/O Purple With Stripes
Subsystem #6
A35P-BPD2B-P02 Z05B-DCA1-P00 BPD2B to I/0 Purple
Subsystem #6
A35B-BPD2A-P03 Z05B-DCA2-P0O1 BPD2A to 1/0 Purple With Stripes
Subsystem #6
A35P-BPD2B-P03 Z05B-DCA2-P00 BPD2B to /O Purple
Subsystem #6
A35B-BPD2A-P06 Z13B-DCA1-PO1 BPD2A to 1/0 Yellow With Stripes
Subsystem #7
A35P-BPD2B-P06 Z13B-DCA1-P00 BPD2B to I/O Yellow
Subsystem #7
A35B-BPD2A-P07 Z13B-DCA2-PO1 BPD2A to I/0 Yellow With Stripes
Subsystem #7
A35P-BPD2B-P07 Z13B-DCA2-P00 BPD2B to I/O Yellow
Subsystem #7
A35B-BPD2A-P08 Z19B-DCA1-PO1 BPD2A to I/O Blue With Stripes
Subsystem #8
A35P-BPD2B-P08 Z19B-DCA1-P00 BPD2B to /O Blue
Subsystem #8
A35B-BPD2A-P09 Z19B-DCA2-PO1 BPD2A to I/O Blue With Stripes
Subsystem #8
A35P-BPD2B-P09 Z19B-DCA2-P00 BPD2B to I/0 Blue

Subsystem #8
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Integrated Battery Feature Locations

T —F

1 Connector to BPR
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Subsystem Positioning and Cabling

This section describes subsystem positioning and cabling for the @server pSeries 690.

Operator Panel Cable and Diskette Drive Cable to the Media Subsystem (Rear
View)

1 Primary I/O Book 3 Diskette Drive Data Cable
2 Cable Connecting the Operator Panel 4 Media Subsystem
to the Media Subsystem
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I/O Subsystem Positions, Fully Populated Primary and Secondary Rack (Rear

View Without IBF)

C1 c2
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I b 1] b1l
C1 Primary Rack 3 Third I/O Subsystem
Cc2 Secondary Rack 4 Fourth 1/0O Subsystem
C3 Blank Space 5 Fifth I/O Subsystem
C4 Blank Space 6 Sixth 1/0 Subsystem
1 First 1/0 Subsystem 7 Seventh 1/0 Subsystem
2 Second I/0 Subsystem 8 Eighth 1/0 Subsystem
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I/0 Subsystem Positions, Fully Populated Primary and Secondary Rack (Rear

View with IBFs)
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C1 Primary Rack

c2 Primary I/O Book (Book 0)
C3 Secondary Rack

1 First I/0O Subsystem

2 Second I/O Subsystem

3 Third I/O Subsystem

4 Fourth 1/0 Subsystem
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Four IBFs (primary rack), Position 4
Fifth 1/0O Subsystem

Sixth I/O Subsystem

Seventh 1/0O Subsystem

Two IBFs (secondary rack)

Eighth I/O Subsystem



Placement of Subsystem 4 in a Two-Rack Configuration (Rear View with IBF)

C1 c2

[ole]
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QL] _igl [

-]
EIA9 ] ol |9

EIA 5 I
EIA 1 _
1] I
C1 Primary Rack 3 Third 1/0 Subsystem
Cc2 Secondary Rack 4 Fourth 1/0O Subsystem
1 First 1/0 Subsystem 4B Four IBFs

2 Second I/0 Subsystem

Note: The physical location shown for I/O Subsystem 4 is populated only when IBFs are present
and four or more 1/0 subsystems are installed.
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I/0 Subsystems (1 Through 4 Without IBFs) RIO Cabling to I/O Books
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Primary Rack

Primary I/0O Book
Third 1/0 Subsystem
Second I/0 Subsystem

5 First I/O Subsystem
6 Fourth 1/0O Subsystem
7 Secondary /0O Book



I/0 Subsystems (5 and 6) RIO Cabling to the Secondary 1/0O Book
Shown Without IBFs
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C1 Primary Rack 5 Fifth 1/0O Subsystem

C2 Secondary Rack 6 Sixth /0 Subsystem

C3 Secondary 1/0 Book

Note: RIO cabling to /0 Subsystems 5 and 6 is the same for configurations with or without the
IBFs.
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I/0 Subsystems (7 and 8) RIO Cabling to the Third I/O Book
Shown with IBFs
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C1 Primary Rack 4 Fourth 1/0 Subsystem
c2 Secondary Rack 4B Two IBFs (maximum), Position 4
C3 Third 1/0 Book (Book 3) 5 Fifth 1/0O Subsystem
1 First 1/0O Subsystem 6 Sixth /O Subsystem
2 Second I/O Subsystem 7 Seventh 1/0O Subsystem
3 Third I/O Subsystem 8 Eighth I/O Subsystem
Note: RIO cabling to 1/0 subsystems 7 and 8 is the same for configurations with or without the

IBFs.

50 eServer pSeries 690 Service Guide



I/0 Subsystems (1 through 3 with IBFs) RIO Cabling to I/O Books
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1 Primary Rack A0 Connection to I/O Book (Book 0)
2 Primary /0 Book Al Connection to I/0 Book (Book 0)
3 Third I/O Subsystem BO Connection to I/O Book (Book 0)
4 Second I/0O Subsystem B1 Connection to I/0O Book (Book 0)
5 First /0O Subsystem (60] Connection to I/0O Book (Book 2)
6 Secondary /0O Book C1 Connection to I/0 Book (Book 2)

Chapter 1. Reference Information

51



RIO Cable to I/0O Subsystem (4 through 6) with IBFs Installed

C1
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4B

Secondary Rack

Primary Rack

Secondary /0O Book in I/O Slot 3
Secondary /0 Book in Slot 2
First 1/0 Subsystem

Second I/0O Subsystem

Third 1/0 Subsystem

Fourth 1/O Subsystem

Integrated Battery Feature (IBF)
Fifth I/O Subsystem
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Sixth I/O Subsystem

Seventh /O Subsystem

Eighth I/O Subsystem
Connection to I/O Book (Book 2)
Connection to 1/0 Book (Book 2)
Connection to I/O Book (Book 2)
Connection to I/O Book (Book 2)
Connection to 1/0O Book (Book 2)
Connection to 1/0 Book (Book 2)



I/0 Subsystems (7 and 8) RIO Cabling to the Third I/O Book

Shown with IBFs
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Position 4
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Fifth 1/0 Subsystem

Sixth 1/0 Subsystem

Seventh 1/0 Subsystem

Eighth 1/0 Subsystem
Connection to I/O Book (Book 3)
Connection to I/O Book (Book 3)
Connection to 1/0 Book (Book 3)
Connection to 1/0 Book (Book 3)
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Power and SCSI Cables to the Media Subsystem
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1 Primary Rack 5 SCSI Cable for Media Subsystem
Rear Drives
2 Primary /O Book 6 SCSI Cable for Media Subsystem
Front Drives
3 Power Cable for Media Subsystem 7 Power Cable for Media Subsystem
Front Drives Rear Drives
4 Rear of Media Subsystem
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IBM Hardware Management Console for pSeries (HMC) to the Primary 1/0O Book
To connect your HMC to the @server pSeries 690, connect the serial cable into serial
port 1 located on the back of the HMC. Connect the other end of the serial cable into
the HMC1 connector located on the primary I/O book in the managed system. The
following illustration shows the location of the serial ports on the back of the HMC and
the HMC connectors located on the processor subsystem.
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1 Primary Rack 4 Primary HMC Connected to HMC #1 in
Primary I/O Book (HMC #1 may be
labeled HSC #1)

2 Primary /0O Book 5 Optional Second HMC Connected to
HMC #2 in Primary 1/0O Book (HMC #2
may be labeled HSC #2)

3 Power Plug to External Power Source

(wall plug)
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Optional 8-port or 128 Port Async Adapters

Up to two optional async adapters can be installed in the HMC. The adapters have
breakout boxes that allow connection to serial cables that connect to the managed
system’s HMC 1 serial ports. For information about installing these adapters in the
HMC, see the @server pSeries 690 Installation Guide, form number SA38-0587.
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System Memory

All of the main memory for the @server pSeries 690 consists of pluggable memory
books in reserved slots with two memory controllers per book. The memory books are
available in various sizes. Memory modules are not removable from the memory books.
A minimum of 8 GB of memory must be installed for the system to operate.

Eight slots, located on the front of the processor subsystem, are available for system
memory books. These slots are shown in 7040 Model 681 Processor Subsystem Front
[View” on page 23|

Memory to Processor Relationships
The following illustration shows the relationship between the memory riser cards, L3
cache, and the MCM modules:
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Memory Requirements
When the system is ordered, the installed memory is positioned according to the
following guidelines:

* The pSeries 690 has eight memory slots. Four memory slots use inward-facing
memory cards and four utilize outward-facing memory cards. The inward-facing
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memory slots are used by the first and second processor module positions, while the
outward-facing memory slots support the third and fourth 8-way processor module
positions.

A pSeries 690 system with only one processor MCM position populated has access
to only two inward-facing memory slots.

Minimum system memory is 8 GB. Maximum system memory is 256 GB.

Memory is available in 4 GB, 8 GB, 16 GB, and 32 GB inward-facing and

outward-facing increments.

The following memory configuration considerations are recommended to ensure the

optimum performance is obtained for the system:

— Memory should be installed in identical pairs.

— All available memory locations should be populated with memory cards.

— Memory sizes should be balanced as closely as possible across all populated
MCM locations.

The number of active memory positions on a system is related to the number of
populated MCM locations. Two memory positions are activated for each MCM
installed.

— The first MCM installed activates the first and second inward-facing memory
positions.

— The second MCM installed activates the third and fourth inward-facing memory
positions.

— The third MCM installed activates the first and second outward-facing memory
positions.

— The fourth MCM installed activates the third and fourth outward-facing memory
positions.

It is recommended that all systems have access to a 4-mm or 8-mm tape drive for
submission of system dump information, if required. This function can be
accomplished through locally attached or network attached devices as appropriate.
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I/O Subsystem Features

1/0 subsystems have two redundant power supplies. One of these power supplies is
capable of providing the necessary voltages and currents, independent of the other
power supply. The left and right power-supply output voltages are connected and
monitored by the power distribution board contained in the 1/0O subsystem.

The left and right power supplies are hot-pluggable and may be changed one at a time
while the system is operational. Each power supply provides 5V dc, 3.3V dc, 12V dc,
and 5V dc standby.

I/O to Processor Relationships

The following illustration shows the relationship between the 1/O books, L3 cache, and
the MCM modules:

MCM
Module 0
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Module 2

I/O Subsystem Power Supply (DCA) LED Status
Use the following table to determine the condition of the I/O subsystem power supply
(DCA) based on the status of the power supply LEDs.
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Status of LED

Operator Panel LED

R

ight Power Supply
LED

Left Power Supply
LED

Off

No power connected

No power connected
or system power
connected, not turned
on, power supply
detects no faults

No power connected
or system power
connected, not turned
on, power supply
detects no faults

On, fast blinking
green, on for one
second, off for one
second

System power
connected, power on
initiated

System power
connected, not turned
on, power supply
detected fault

System power
connected, not turned
on, power supply
detected fault

On, slow blinking
green, on for two
seconds, off for two
seconds

System power
connected, not turned
on

System power
connected, not turned
on, power supply
detected system power
control network fault

System power
connected, not turned
on, power supply
detected system power
control network fault

On, steady green

System power
connected and turned

on

System power
connected and turned
on

System power
connected and turned
on
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Logical and Physical Locations

The @server pSeries 690 system uses physical location codes in conjunction with AIX
location codes to provide mapping of the failing field replaceable units (FRUs). The
location codes are produced by the system'’s firmware and the AIX operating system.

Physical Location Codes

Physical location codes provide a mapping of logical functions in a platform (or
expansion sites for logical functions, such as connectors or ports) to their specific
locations within the physical structure of the platform.

Location Code Format

The format for the location code is a string of alphanumeric characters separated by a

dash (-), slash (/), pound sign (#) or period (.) character. The base location is all of the

information preceding the slash (/) or pound sign (#). The base location identifies a

device that is connected to or plugged into the parent. Extended location information

follows the slash (/). Extended location information identifies a device that is part of the
parent, a connector, or a cable. Cable information follows the pound sign (#). Cable
information identifies a cable that is connected to parent. The following are examples:

* P1-C1 identifies a processor card C1 (MCM) plugged into planar (backplane) P1.

* P1-M1 identifies a memory card (book) M1 plugged into planar (backplane) P1.

* P1-H2/S1 identifies serial port 1 controller on planar (backplane) P1, the connector
for serial port 1, the cable attached to serial port 1 would be represented by a # sign
after the S1.

» P1-12/E3 identifies a Ethernet controller 3 on the card in slot 2 (12) on planar
(backplane) P1, the connector for Ethernet controller 3, or the cable attached to
Ethernet controller 3.

* P1-12#E3 identifies the cable attached to Ethernet controller 3 on the card in slot 2
(I2) on planar (backplane) P1.

The period (.) identifies sublocations (SCSI addresses, cables). The following are

examples:

* P1-C1.1 identifies processor 1 on processor card (MCM) plugged into planar
(backplane) P1.

» P2-Z1-A3.1 identifies a SCSI device with SCSI address of LUN 1 at SCSI ID 3
attached to SCSI bus 1 from planar (backplane) 2.

* P1-12#E3.2 identifies the second in a series of cables attached to Ethernet controller
3 on the card in slot 2 (12) on planar (backplane) P1.

Depending on the AlX and firmware levels, AIX diagnostics may include the extended
location information when identifying a planar (backplane) or card. The extended
location information or cable information is always included when identifying a cable or
connector. Location codes with extended location information that are displayed without
a description identifying the devices always identify the cable attached to the port.
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Multiple FRU Callout Instructions

If an eight-digit error code appears in the operator panel display or in|{Chapter 5, “Erro

[Code to FRU Index”, on page 413, a location code for a failing part may also be
specified. If the location code includes a blank space followed by a lowercase x
followed by a number, this is an error code with multiple FRU callouts. This error can
typically happen with memory books or processors, and may involve mixed types of
parts. In this case, check the system’s configuration for FRU part numbers to determine
the appropriate set of FRUs.

You can determine the FRU part numbers of the electronic assemblies in the entire
system by using the service processor menus. From the General User menu, select
Read VPD Image from Last System Boot |, then enter 90 to display detailed Vital
Product Data (VPD).

You can determine the FRU part numbers of the electronic assemblies in a partition by
using the Iscfg -vp | pg command on the AIX command line to display the detailed
VPD of all assemblies. Notice that the FRU part number information for processors and
memory books may be at the bottom of the command output.

FRU ldentify LEDs

62

This system is configured with an arrangement of LEDs that help identify various
components of the system. These include, but are not limited to:

* Rack identify LED
* Processor subsystem drawer identify LED
* /O drawer identify LED
* RIO port identify LED
+ FRU identify LED
— Power subsystem FRUs
— Processor subsystem FRUs
— /O subsystem FRUs
» /O adapter identify LED
+ DASD identify LED

The identify LEDs are arranged hierarchically with the FRU identify LED at the bottom
of the hierarchy, followed by the corresponding processor subsystem or I/O drawer
identify LED, and the corresponding rack-identify LED to locate the failing FRU more
easily.

Any identify LED in the system may be flashed (when the processor subsystem is in the
failed state and power is on) by using the service processor LED Control Menu
contained in the System Information Menu of the Privileged User Menus. For
information about using the LED Control Menu, see page .
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Any identify LED in the system can also be flashed by using the Identify and Attention
Indicators task in diagnostics. The procedure to use the Identify and Attention Indicators
task in diagnostics is outlined in RS/6000 and @server pSeries Diagnostic Information
for Multiple Bus Systems.

If the service processor menus and AlX diagnostics are not available, the FRU identify
LEDs can be flashed by one of the following procedures:

« If the system is configured as a full partition, the system may be booted to the open
firmware prompt and the command FRU-LED-MENU entered. A menu displays that
allows you to enable the desired FRU identify LED. See ['System Power Control|
[Menu” on page 758|for instructions on setting up the boot mode to enable the boot to
the open firmware prompt.

 If the system is logically partitioned, the HMC must be attached. You can use the
HMC to enable any FRU identify LED to be flashed. See the IBM Hardware
Management Console for pSeries Installation and Operations Guide for instructions
on activating and deactivating a FRU identify LED.
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AlIX Location Codes

The basic formats of the AlIX location codes are as follows:

* For non-SCSI devices/drives:
AB-CD-EF-GH

* For SCSI devices/drives:
AB-CD-EF-G,H

Non-SCSI Devices

64

For planars (backplanes), cards, and non-SCSI devices, the location code is defined as
follows:

AB-CD-EF-GH

|
‘ Device/FRU/Port ID
Connector ID
devfunc Number, Adapter Number or Physical Location
Bus Type or PCI Parent Bus
* The AB value identifies a bus type or PCI parent bus as assigned by the firmware.

* The CD value identifies adapter number, adapter's devfunc number, or physical
location. The devfunc number is defined as the PCI device number times 8, plus the
function number.

* The EF value identifies a connector.
* The GH value identifies a port, address, device, or FRU.

Adapters and cards are identified only with AB-CD.

The possible values for CD depend on the adapter/card. For pluggable PCI
adapters/cards, CD is the device’s devfunc number (PCI device number times 8, plus
the function number). The C and D are characters in the range of 0-9, and A-F (hex
numbers). The location codes therefore uniquely identify multiple adapters on individual
PCI cards.

EF is the connector ID, used to identify the adapter’s connector to which a resource is
attached.

GH is used to identify a port, device, or FRU. For example:

* For asynchronous devices, GH defines the port on the fanout box. The values are 00
to 15.

* For a diskette drive, H identifies either diskette drive 1 or 2. G is always 0.
» For all other devices, GH is equal to 00.

For integrated adapter, EF-GH is the same as the definition for a pluggable adapter. For
example, the location code for a diskette drive is 01-D1-00-00. A second diskette drive
is 01-D1-00-01.
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SCSI Devices

For SCSI devices, the location code is defined as follows:
AB-CD-EF-G,H

Logical Unit address of the SCSI Device
Control Unit Address of the SCSI Device
Connector ID
devfunc Number, Adapter Number or Physical Location
Bus Type or PCI Parent Bus

Where:

* AB-CD-EF are the same as non-SCSI devices.

» G defines the control unit address of the device. Values of 0 to 15 are valid.
* H defines the logical unit address of the device. Values of 0 to 255 are valid.

A bus location code is also generated as '00-XXXXXXXX', where XXXXXXXX is
equivalent to the node’s unit address.

Examples of physical location codes and AIX location codes are:
PCI adapter in first I/O subsystem, slot 1 (primary rack):
— Physical location code U1.9-P1-11
— AIX location code 2V-08
PCI adapter in fifth I/O subsystem, slot 1 (secondary rack):
— Location Code U2.1-P1-I1
— AIX location Code 8V-08
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AlIX and Physical Location Code Reference Tables
The following illustrations show the location codes that are used to identify the major
functional units in the @server pSeries 690 primary and secondary racks. The
following figure shows the primary rack locations.

U1.35-P1-X1 Unused U1.35-P2-X1 Unused
U1.35-P1-X2 U1.35-P2-X2
U1.35-P1-X3 c U1.35-P2-X3 -
U1.35-P1-X4 o U1.35-P2-X4 é
U‘ [l
U1.35-P1-V1 5 U1.35-P2-v1 9
U1.35-P1-v2 o U1.35-P2-V2 A
U1.35-P1-V3 U1.35-P2-v3
C C C C C
=S =S 2 |2 o N N
| cc |2 |3 g @ @ ® | @
23 22 |2 o T 3 T T
=5 It 5 = 35S |55 55 &
® ® 3
cc X X e
== C L C | C C
clc| 33 S < = SEREEIR =
O IR < O R © o) ® ®
I i I
5|5 S & & 5 E
U1.18-X1 U1.18-X2
U1.18-F1 U1.18-F2
u1.17 U1.17
U1.15-P1-V2 or U1.13 U1.15-P2-V4 or U1.13
U1.13-P1-V1 or U1.13 U1.13-P2-V3 or U1.13
uU1.9 uU1.9
Uu1i.5 u1i.s
U1.1 U1
FRONT REAR
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The following figure shows the secondary rack locations.

u2.19 u2.19
U2.17-P1-V5 U2.17-P2-V6
U2.13 u2.13
u2.9 u2.9
u2.5 u2.5
u2.1 u2.1
FRONT REAR
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The following illustration shows the location codes that are used to identify the MCM
modules and L3 modules (located behind fans 3--U1.18-P1-F3 and 4--U1.18-P1-F4).

21
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a b~ wN PR

© 00 N O
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11

4

5 6 7

o)
]
)
o——<0
ol
]
(o]

17 16

L3, Location: U1.18-P1-C5

L3, Location: U1.18-P1-C6

L3, Location: U1.18-P1-C10
MCM 0, Location: U1.18-P1-C1
Clock Card, Location:
U1.18-P1-X5

L3, Location: U1.18-P1-C7

L3, Location: U1.18-P1-C8

L3, Location: U1.18-P1-C12
L3, Location: U1.18-P1-C11
MCM 1, Location: U1.18-P1-C3
L3, Location: U1.18-P1-C15
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14
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17
18
19
20
21

L3, Location: U1.18-P1-C16
L3, Location: U1.18-P1-C20
L3, Location: U1.18-P1-C19
MCM 2, Location: U1.18-P1-C4
L3, Location: U1.18-P1-C18

L3, Location: U1.18-P1-C17
L3, Location: U1.18-P1-C13
L3, Location: U1.18-P1-C14
MCM 3, Location: U1.18-P1-C2
L3, Location: U1.18-P1-C9



The following tables contain location codes that are used to identify functional units in

the @server pSeries 690 systems. Each table shows the locations for a physical part

of the system.

Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
System Rack (MT/M Serial#) Ul
Bulk Power Subsystem 1 Locations
Bulk Power U1.35
Enclosure A (front)
BPE Backplane A U1.35-P1
AC to BPE (A) Line |U1.35-P1/Q1

Cord Connector

AC to BPE (A) Line
Cord

U1.35-P1/Q1#

Bulk Power Reg 1

U1.35-P1-V1

BPR 1 Connector

U1.35-P1-V1/Q1

BPR 1 Cable to IBF
1A

U1.35-P1-V1/Q1#

Bulk Power U1.35-P1-X1
Distribution 3

(Unused)

SPARE U1.35-P1-X1/Q1
SPARE Cable U1.35-P1-X1/Q1#
SPARE U1.35-P1-X1/Q2
SPARE Cable U1.35-P1-X1/Q2#
SPARE U1.35-P1-X1/Q3
SPARE Cable U1.35-P1-X1/Q3#
SPARE U1.35-P1-X1/Q4
SPARE Cable U1.35-P1-X1/Q4#
SPARE U1.35-P1-X1/Q5
SPARE Cable U1.35-P1-X1/Q5#
SPARE U1.35-P1-X1/Q6
SPARE Cable U1.35-P1-X1/Q6#
SPARE U1.35-P1-X1/Q7
SPARE Cable U1.35-P1-X1/Q7#
SPARE U1.35-P1-X1/Q8
SPARE Cable U1.35-P1-X1/Q8#
SPARE U1.35-P1-X1/Q9
SPARE Cable U1.35-P1-X1/Q9#
SPARE U1.35-P1-X1/Q10
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
SPARE Cable U1.35-P1-X1/Q10#

Bulk Power Reg 2
(BPR)

U1.35-P1-v2

BPR 2 (BPR)
Connector

U1.35-P1-V2/Q1

BPR 2 Cable to IBF
2A

U1.35-P1-V2/Q1#

Bulk Power
Distribution 1

U1.35-P1-X3

/0O Subsystem -1A
Connector 0

/0 Subsystem 1
(DCA 1)

U1.35-P1-X3/Q1

/0 Subsystem -1A
Cable

U1.35-P1-X3/Q1#

/0 Subsystem -1B
Connector 1

1/0 Subsystem 1
(DCA 2)

U1.35-P1-X3/Q2

/0 Subsystem -1B
Cable

U1.35-P1-X3/Q2#

1/0 Subsystem -2A
Connector 2

/0 Subsystem 2
(DCA 1)

U1.35-P1-X3/Q3

1/0 Subsystem -2A
Cable

U1.35-P1-X3/Q3#

/0 Subsystem -2B
Connector 3

1/0 Subsystem 2
(DCA 2)

U1.35-P1-X3/Q4

/0 Subsystem -2B
Cable

U1.35-P1-X3/Q4#

/0O Subsystem -3A
Connector 4

/0 Subsystem 3
(DCA 1)

U1.35-P1-X3/Q5

/0O Subsystem -3A
Cable

U1.35-P1-X3/Q5#

1/0 Subsystem -3B
Connector 5

1/0 Subsystem 3
(DCA 2)

U1.35-P1-X3/Q6
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem -3B
Cable

U1.35-P1-X3/Q6#

/0O Subsystem -4A
Connector 6

1/0 Subsystem 4
(DCA 1)

U1.35-P1-X3/Q7#

/0 Subsystem -4A
Cable

U1.35-P1-X3/Q7#

1/0O Subsystem -4B
Connector 7

1/0 Subsystem 4
(DCA 2)

U1.35-P1-X3/Q8

1/0O Subsystem -4B
Cable

U1.35-P1-X3/Q8#

DCA-4 Connector

U1.35-P1-X3/Q9

DCA-4 Cable U1.35-P1-X3/Q9#
DCA-5 Connector U1.35-P1-X3/Q10
DCA-5 Cable U1.35-P1-X3/Q10#
Bulk Power U1.35-P1-X2

Distribution 2

/0 Subsystem -5A
Connector 0

1/0 Subsystem 5
(DCA 1)

U1.35-P1-X2/Q1

1/0 Subsystem -5A
Cable

U1.35-P1-X2/Q1#

1/0 Subsystem -5B
Connector 1

1/0 Subsystem 5
(DCA 2)

U1.35-P1-X2/Q2

1/0O Subsystem -5B
Cable

U1.35-P1-X2/Q2#

1/0O Subsystem -6A
Connector 2

1/0 Subsystem 6
(DCA 1)

U1.35-P1-X2/Q3

1/0 Subsystem -6A
Cable

U1.35-P1-X2/Q3#

1/0O Subsystem -6B
Connector 3

/0 Subsystem 6
(DCA 2)

U1.35-P1-X2/Q4

/0O Subsystem -6B
Cable

U1.35-P1-X2/Q4#
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem -7A
Connector 4

/0 Subsystem 7
(DCA 1)

U1.35-P1-X2/Q5

1/0 Subsystem -7A
Cable

U1.35-P1-X2/Q5#

/0 Subsystem -7B
Connector 5

1/0 Subsystem 7
(DCA 2)

U1.35-P1-X2/Q6

/0 Subsystem -7B
Cable

U1.35-P1-X2/Q6#

SPARE (Future
Subsystem 8)

U1.35-P1-X2/Q7

SPARE cable

U1.35-P1-X2/Q7#

SPARE 5 (Future
Subsystem 8)

U1.35-P1-X2/Q8

SPARE cable U1.35-P1-X2/Q8#
SPARE connector U1.35-P1-X2/Q9
SPARE cable U1.35-P1-X2/Q9%#
DCA-6 Connector U1.35-P1-X2/Q10
DCA-6 Cable U1.35-P1-X2/Q10#
Bulk Power U1.35-P1-V3
Regulator 3

BPR 3 Connector

U1.35-P1-V3/Q1

BPR 3 Cable to IBF
3A

U1.35-P1-V3/Q1#

Bulk Power Fan
(BPF)

U1.35-P1-F1

BPF TO BPC
Connector

U1.35-P1-F1/Q1

BPF TO BPC Cable

U1.35-P1-F1/Q1#

Bulk Power U1.35-P1-X4
Controller A

BPC A - MDA-1 U1.35-P1-X4/Q1
Connector

BPC A - MDA-1 U1.35-P1-X4/Q1#
Cable

BPC A - MDA-2 U1.35-P1-X4/Q2
Connector

BPC A - MDA-2 U1.35-P1-X4/Q2#
Cable
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

BPC A - MDA-3 U1.35-P1-X4/Q3
Connector
BPC A - MDA-3 U1.35-P1-X4/Q3#
Cable
BPC A - MDA-4 U1.35-P1-X4/Q4
Connector
BPC A - MDA-4 U1.35-P1-X4/Q4#
Cable
BPC A - DCA-1 U1.35-P1-X4/Q5
Connector
BPC A - DCA-1 U1.35-P1-X4/Q5#
Cable
BPC A - DCA-2 U1.35-P1-X4/Q6
Connector
BPC A - DCA-2 U1.35-P1-X4/Q6#
Cable
BPC A - DCA-3 U1.35-P1-X4/Q7
Connector
BPC A - DCA-3 U1.35-P1-X4/Q7#
Cable
BPC ATO BPC B U1.35-P1-X4/Q8
Connector

BPC ATO BPC B
Cable

U1.35-P1-X4/Q8#

BPC A To Primary
1/0 Book Connector
U1.18-P1-H2/Q8

U1.35-P1-X4/Q10

BPC A "Y" Cable To
Primary /O Book
Connector
U1.18-P1-H2/Q8

U1.35-P1-X4/Q10#

BPC ATO BPF A
Connector

U1.35-P1-X4/Q11

BPC ATO BPF A
Cable

U1.35-P1-X4/Q11#

UEPO Switch U1-v1
(attached to frame)

UEPO Connector U1l-v1/Q1
Joo

UEPO Cable to BPC | U1-V1/Q1#
A

UEPO Connector U1l-v1/Q2

Jo1
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
UEPO Cable to BPC | U1-V1/Q2#
B
Bulk Power U1.35
Enclosure B (back)
BPE Backplane B U1.35-P2
AC TO BPE (A) Line | U1.35-P2/Q1

Cord Connector

AC TO BPE (A) Line
Cord

U1.35-P2/Q1#

Bulk Power
Regulator (BPR) 1

U1.35-P2-v1

BPR 1 Connector

U1.35-P2-V1/Q1

BPR 1 cable to IBF
1A

U1.35-P2-V1/Q1#

Bulk Power
Distribution 2

U1.35-P2-X2

1/0 Subsystem -5A
Connector 0

1/0 Subsystem 5
(DCA 1)

U1.35-P2-X2/Q1

/0 Subsystem -5A
Cable

U1.35-P2-X2/Q1#

1/0 Subsystem -5B
Connector 1

1/0 Subsystem 5
(DCA 2)

U1.35-P2-X2/Q2

1/0 Subsystem -5B
Cable

U1.35-P2-X2/Q2#

/0 Subsystem -6A
Connector 2

1/0 Subsystem 6
(DCA 1)

U1.35-P2-X2/Q3

/0O Subsystem -6A
Cable

U1.35-P2-X2/Q3#

/0O Subsystem -6B
Connector 3

/0 Subsystem 6
(DCA 2)

U1.35-P2-X2/Q4

1/0 Subsystem -6B
Cable

U1.35-P2-X2/Q4#

/0 Subsystem -7A
Connector 4

1/0 Subsystem 7
(DCA 1)

U1.35-P2-X2/Q5
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem -7A
cable

U1.35-P2-X2/Q5#

1/0 Subsystem -7B
Connector 5

1/0 Subsystem 7
(DCA 2)

U1.35-P2-X2/Q6

1/0 Subsystem -7B
cable

U1.35-P2-X2/Q6#

SPARE (Future

U1.35-P2-X2/Q7

Drawer 8)

SPARE cable U1.35-P2-X2/Q7#
SPARE 5 (Future U1.35-P2-X2/Q8
Drawer 8)

SPARE cable U1.35-P2-X2/Q8#
SPARE U1.35-P2-X2/Q9
SPARE cable U1.35-P2-X2/Q9#
DCA-6 Connector / | U1.35-P2-X2/Q10
F UTURE USE

DCA-6 Cable / U1.35-P2-X2/Q10#
FUTURE USE

Bulk Power U1.35-P2-V2
Regulator 2

BPR 2 Connector

U1.35-P2-V2/Q1

BPR 2 Cable to IBF
2A

U1.35-P2-V2/Q1#

Bulk Power
Distribution 1

U1.35-P2-X3

/0O Subsystem -1A
Connector 0

1/0 Subsystem 1
(DCA 1)

U1.35-P2-X3/Q1

/0O Subsystem -1A
Cable

U1.35-P2-X3/Q1#

/0O Subsystem -1B
Connector 1

/0 Subsystem 1
(DCA 2)

U1.35-P2-X3/Q2

/0 Subsystem -1B
Cable

U1.35-P2-X3/Q2#

1/0 Subsystem -2A
Connector 2

/0 Subsystem 2
(DCA 1)

U1.35-P2-X3/Q3
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem -2A
Cable

U1.35-P2-X3/Q3#

/0 Subsystem -2B
Connector 3

1/0 Subsystem 2
(DCA 2)

U1.35-P2-X3/Q4

1/0 Subsystem -2B
Cable

U1.35-P2-X3/Q4#

/0 Subsystem -3A
Connector 4

/0O Subsystem 3
(DCA 1)

U1.35-P2-X3/Q5

/0 Subsystem -3A
Cable

U1.35-P2-X3/Q5#

1/0 Subsystem -3B
Connector 5

1/0 Subsystem 3
(DCA 2)

U1.35-P2-X3/Q6

1/0 Subsystem -3B
Cable

U1.35-P2-X3/Q6#

/0 Subsystem -4A
Connector 6

1/0 Subsystem 4
(DCA 1)

U1.35-P2-X3/Q7

1/0 Subsystem -4A
Cable

U1.35-P2-X3/Q7#

1/0 Subsystem -4B
Connector 7

1/0 Subsystem 4
(DCA 2)

U1.35-P2-X3/Q8

1/0 Subsystem -4B
Cable

U1.35-P2-X3/Q8#

DCA-4 Connector

U1.35-P2-X3/Q9

DCA-4 Cable U1.35-P2-X3/Q9#
DCA-5 Connector U1.35-P2-X3/Q10
DCA-5 Cable U1.35-P2-X3/Q10#
Bulk Power U1.35-P2-V3
Regulator 3

BPR 2 Connector

U1.35-P2-V3/Q1

BPR 2 Cable to IBF
3A

U1.35-P2-V3/Q1#
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Bulk Power U1.35-P2-X1
Distribution
(Unused)
SPARE U1.35-P2-X1/Q1
SPARE cable U1.35-P2-X1/Q1#
SPARE U1.35-P2-X1/Q2
SPARE cable U1.35-P2-X1/Q2#
SPARE U1.35-P2-X1/Q3
SPARE cable U1.35-P2-X1/Q3#
SPARE U1.35-P2-X1/Q4
SPARE cable U1.35-P2-X1/Q4#
SPARE U1.35-P2-X1/Q5
SPARE cable U1.35-P2-X1/Q5#
SPARE U1.35-P2-X1/Q6
SPARE cable U1.35-P2-X1/Q6#
SPARE U1.35-P2-X1/Q7
SPARE cable U1.35-P2-X1/Q7#
SPARE U1.35-P2-X1/Q8
SPARE cable U1.35-P2-X1/Q8#
SPARE U1.35-P2-X1/Q9
SPARE cable U1.35-P2-X1/Q9#
SPARE U1.35-P2-X1/Q10
SPARE cable U1.35-P2-X1/Q10#

Bulk Power Fan

U1.35-P2-F1

BPF TO BPC
Connector

U1.35-P2-F1/Q1

BPF TO BPC Cable

U1.35-P2-F1/Q1#

Bulk Power U1.35-P2-X4
Controller B

BPC B - MDA-1 U1.35-P2-X4/Q1
Connector

BPC B - MDA-1 U1.35-P2-X4/Q1#
Cable

BPC B - MDA-2 U1.35-P2-X4/Q2
Connector

BPC B - MDA-2 U1.35-P2-X4/Q2#
Cable

BPC B - MDA-3 U1.35-P2-X4/Q3
Connector
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

BPC B - MDA-3 U1.35-P2-X4/Q3#
Cable
BPC B - MDA-4 U1.35-P2-X4/Q4
Connector
BPC B - MDA-4 U1.35-P2-X4/QA4#
Cable
BPC B - DCA-1 U1.35-P2-X4/Q5
Connector
BPC B - DCA-1 U1.35-P2-X4/Q5#
Cable
BPC B - DCA-2 U1.35-P2-X4/Q6
Connector
BPC B - DCA-2 U1.35-P2-X4/Q6#
Cable
BPC B - DCA-3 U1.35-P2-X4/Q7
Connector
BPC B - DCA-3 U1.35-P2-X4/Q7#
Cable
BPC TO BPC U1.35-P2-X4/Q8
Connector
BPC TO BPC Cable | U1.35-P2-X4/Q8#
BPC TO EPOC U1.35-P2-X4/Q9
Connector
BPC TO EPOC U1.35-P2-X4/Q9%#
Cable

BPC TO Primary 1/10
Book Connector
U1.18-P1-H2/Q8

U1.35-P2-X4/Q10

BPC B "Y" Cable To
Primary 1/0O Book
Connector
U1.18-P1-H2/Q8

U1.35-P2-X4/Q10#

BPC TO BPF
Connector

U1.35-P2-X4/Q11

BPC TO BPF Cable

U1.35-P2-X4/Q11#

UEPO TO BPC A U1-v1/Q1
Connector
UEPO TO BPC A U1-V1/Q1l#

Cable
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Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code

Processor Subsystem Locations

Processor (MT/M Serial #)
Subsystem U1.18
System Board U1.18-P1
(backplane)
Memory Book - Slot | U1.18-P1-M2 00-00
0
Memory Book - Slot | U1.18-P1-M3 00-00
1
Memory Book - Slot | U1.18-P1-M6 00-00
3
Memory Book - Slot | U1.18-P1-M7 00-00
2
Memory Book - Slot | U1.18-P1-M1 00-00
7
Memory Book - Slot | U1.18-P1-M4 00-00
4
Memory Book - Slot | U1.18-P1-M5 00-00
6
Memory Book - Slot | U1.18-P1-M8 00-00
5
Primary 1/O book - U1.18-P1-H2
Slot 0
System VPD Module | U1.18-P1-H2-N1
(Backup)
Diskette Drive U1.18-P1-H2/D1 |01-D1
Controller
Serial Port 1 U1.18-P1-H2/S1 | 01-S1
Connector
Serial Port 1 Cable |U1.18-P1-H2/S1#
Serial Port 2 U1.18-P1-H2/S2 | 01-S2
Connector
Serial Port 2 Cable | U1.18-P1-H2/S2#
HMC Serial Port 1 U1.18-P1-H2/S3 | 01-S3
Connector
HMC Serial Port 1 U1.18-P1-H2/S3#
Cable
HMC Serial Port 2 U1.18-P1-H2/S4 | 01-S4
Connector
HMC Serial Port 2 U1.18-P1-H2/S4#
Cable
Debug Port Only U1.18-P1-H2/R1 |01-R1
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

Operator Panel
Connector

U1.18-P1-H2/Q7

Diskette Drive
Connector

U1.18-P1-H2/Q10

Diskette Drive Cable

U1.18-P1-
H2/Q10#

BPC A&B Connector

U1.18-P1-H2/Q8

BPC A Connector U1.18-P1-H2/Q8
BPC A Cable U1.18-P1-H2/Q8#
BPC B Connector U1.18-P1-H2/Q9
BPC B Cable U1.18-P1-H2/Q9%#
SPCN Port 0 U1.18-P1-H2/Q5
Connector

SPCN Port 0 Cable | U1.18-P1-H2/Q5#
SPCN Port 1 U1.18-P1-H2/Q6
Connector

SPCN Port 1 Cable |U1.18-P1-H2/Q6#
JTAG U1.18-P1-H2
NVRAM U1.18-P1-H2

System Firmware

U1.18-P1-H2/Y1

Primary 1/O book-0
Port 0 Connector 0
(1-2) (A0),

U1.18-P1-H2/Q1

Primary /0O book-0
Port 0 (1-2) Cable 1,

see f‘I/O Subsystem§|

\Without IBFs) RIO|
Cabling to I/O|
Books” on page 48
for cable
connections.

U1.18-P1-H2/Q1#

Primary /0O book-0
Port 0 Connector 1
(1-3) (A1)

U1.18-P1-H2/Q2
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

Primary /O book-0
Port 0 Connector 1
(1-3) Cable 2, see

for cable

connections.

U1.18-P1-H2/Q2#

Primary /O book-1
Port 1 Connector 2
(2-0) (BO)

U1.18-P1-H2/Q3

Primary /O book-1
Port 1 Connector 2
(2-0) Cable 3, see

/O Subsystems (1

Through 4 Without|

IBFs) RIO Cabling to|

[VO Books” o
for cable

connections.

U1.18-P1-H2/Q3#

Primary /0O book-1
Port 1 Connector 3
(2-1) (B1),

U1.18-P1-H2/Q4

Primary /O book-1
Port 1 Connector 3
(2-1) Cable 4 see

/0 Subsystems (1

Through 4 Without]

IBFs) RIO Cabling to|

U1.18-P1-H2/Q4#

[VO Books” o

page 48| for cable

connections.

ISA Bridge U1.18-P1-H2
Real Time Clock U1.18-P1-H2

(RTC)

Battery (TOD)

U1.18-P1-H2-V1

Error logging VPD U1.18-P1-H2.3
Card (MCM -0)
Error logging VPD U1.18-P1-H2.5
Card (MCM -1)
Error logging VPD U1.18-P1-H2.4
Card (MCM -2)
Error logging VPD U1.18-P1-H2.6

Card (MCM -3)
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Error logging VPD U1.18-P1-H2.1
Card (L3)
COD Security VPD | U1.18-P1-H2.2
Card
1/0 Book 2, Slot 2 U1.18-P1-H3

1/0 Book 2, Port 11
Connector 3 (1-1)
(B1)

U1.18-P1-H3/Q1

1/0 Book 2, Port 11
Connector 3 (1-1)

Cable 1, see -
Subsystems (5 and
6) RIO Cabling to

cable connections.

for

U1.18-P1-H3/Q1#

1/0 Book 2, Port 11
Connector 2 (1-0)
(BO)

U1.18-P1-H3/Q2

1/0 Book 2, Port 11
Connector 2 (1-0)

he Secondary 1/0
Book” on page 49

cable connections.

U1.18-P1-H3/Q2#

1/0 Book 2, Port 10
Connector 1 (2-1)
(A1)

U1.18-P1-H3/Q3

1/0 Book 2, Port 10
Connector 1 (2-1)
Cable 3, see [1/0]
|Subsystems (5 and|

the Secondary I/O
Book” on page 49

cable connections.

U1.18-P1-H3/Q3#

1/0 Book 2, Port 10
Connector 0 (2-0)

(AO)

U1.18-P1-H3/Q4
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Book 2, Port 10
Connector 0 (2-0)
Cable 4, see[

Book” on page 49
cable connections.

)

=3

U1.18-P1-H3/Q4#

1/0 Book 2, Port 5
Connector 3 (1-1)
(D1)

U1.18-P1-H3/Q5

1/0 Book 2, Port 5
Connector 3 (1-1)
Cable 5, see
Subsystems (
Through 4 Without
IBFs) RIO Cabling to|
[VO Books” o

page 48| for cable

connections.

U1.18-P1-H3/Q5#

1/0 Book 2, Port 5
Connector 2 (1-0)
(DO)

U1.18-P1-H3/Q6

1/0 Book 2, Port 5
Connector 2 (1-0
Cable 6, see
Subsystems
Through 4 Without
IBFs) RIO Cabling to|
/O Books” o

page 48| for cable

connections.

U1.18-P1-H3/Q6#

1/0 Book 2, Port 4
Connector 1 (2-1)
(C1)

U1.18-P1-H3/Q7

1/0 Book 2, Port 4
Connector 1 (2-1
Cable 7, see
Subsystems
Through 4 Without
IBFs) RIO Cabling to|
VO Books” o

for cable

connections.

U1.18-P1-H3/Q7#

1/0 Book 2, Port 4
Connector 0 (2-0)
(CO)

U1.18-P1-H3/Q8
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

1/0 Book 2, Port 4
Connector 1 (2-0)
Cable 8, see
Subsystems

for cable
connections.

U1.18-P1-H3/Q8#

1/0 Book 3- Slot 3

U1.18-P1-H4

1/0 Book 3, Port 12
Connector 2 (1-0)
(CO)

U1.18-P1-H4/Q1

1/0 Book 3, Port 12
Connector 2 (1-0
Cable 2, see
|Subsystems (7 and|
18) RIO Cabling to|
Ithe Third 1/O Book’|

|on page 50| for

cable connections.

U1.18-P1-H4/Q1#

1/0 Book 3, Port 12
Connector 3 (1-1)
(C1)

U1.18-P1-H4/Q2

1/0 Book 3, Port 12
Connector 3 (1-1
Cable 1, seei%i
|Subsystems (7 and|
18) RIO Cabling tof
Ithe Third 1/O Book’|

|on page 50|for

cable connections.

U1.18-P1-H4/Q2#

1/0 Book 3, Port 13
Connector 0 (2-0)
(DO)

U1.18-P1-H4/Q3

1/0 Book 3, Port 13
Connector 0 (2-0)
Cable 4, see

cable connections.

U1.18-P1-H4/Q3#

1/0 Book 3, Port 13
Connector 1 (2-1)
(D1)

U1.18-P1-H4/Q4
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Book 3, Port 13
Connector 1 (2-1)

Cable 3, see -
Subsystems (7 and

cable connections.

U1.18-P1-H4/Q4#

1/0 Book 3, Port 6
Connector 3 (1-1)
(A0)

U1.18-P1-H4/Q5

1/0 Book 3, Port 6
Connector 3 (1-1)
Cable 5

U1.18-P1-H4/Q5#

1/0 Book 3, Port 6
Connector 2 (1-0)
(A1)

U1.18-P1-H4/Q6

1/0 Book 3, Port 6
Connector 2 (1-0)
Cable 6

U1.18-P1-H4/Q6#

1/0 Book 3, Port 7
Connector 1 (2-1)
(BO)

U1.18-P1-H4/Q7

1/0 Book 3, Port 7
Connector 1 (2-1)
Cable 7

U1.18-P1-H4/Q7#

1/0 Book 3, Port 7
Connector 0 (2-0)
(B1)

U1.18-P1-H4/Q8

1/0 Book 3, Port 7
Connector 1 (2-0)
Cable 8

U1.18-P1-H4/Q8#

DCA 1-RH

U1.18-P1-V1

- 5 Connector

DCA 1- BPAA - BPC

U1.18-P1-V1/Q1

-5 Cable

DCA 1- BPAA - BPC

U1.18-P1-V1/Q1#

- 5 Connector

DCA 1- BPAB - BPC

U1.18-P1-V1/Q2

-5 Cable

DCA 1- BPAB - BPC

U1.18-P1-V1/Q2#

DCA 2-RH

U1.18-P1-V2

- 6 Connector

DCA 2- BPAA - BPC

U1.18-P1-V2/Q1
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

DCA 2- BPAA - BPC
-6 Cable

U1.18-P1-V2/Q1#

DCA 2- BPA B - BPC
- 6 Connector

U1.18-P1-V2/Q2

DCA 2- BPAB - BPC
-6 Cable

U1.18-P1-V2/Q2#

DCA 3-RH

U1.18-P1-v4

DCA 3- BPAA - BPC
- 7 Connector

U1.18-P1-V4/Q1

DCA 3- BPAA - BPC
- 7 Cable

U1.18-P1-V4/Q1#

DCA 3- BPAB - BPC
- 7 Connector

U1.18-P1-V4/Q2

DCA 3- BPAB - BPC

U1.18-P1-V4/Q2#

BPD2 - 10 Cable

- 7 Cable

DCA 4-RH U1.18-P1-V5
DCA 4- BPAA - U1.18-P1-V5/Q1
BPD1 - 9 Connector

DCA 4- BPAA - U1.18-P1-V5/Q1#
BPD1 - 9 Cable

DCA 4- BPAB - U1.18-P1-V5/Q2
BPD1 - 9 Connector

DCA 4- BPAB - U1.18-P1-V5/Q2#
BPD1 - 9 Cable

DCA 5-RH Ul1.18-P1-V6
DCA 5- BPAA - U1.18-P1-V6/Q1
BPD1 - 10

Connector

DCA 5- BPAA - U1.18-P1-V6/Q1#
BPD1 - 10 Cable

DCA 5- BPAB - U1.18-P1-V6/Q2
BPD1 - 10

Connector

DCA 5- BPAB - U1.18-P1-V6/Q2#
BPD1 - 10 Cable

DCA 6-RH Ul1.18-P1-V8
DCA 6- BPAA - U1.18-P1-V8/Q1
BPD2 - 10

Connector

DCA 6- BPAA - U1.18-P1-v8/Q1#
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Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code
DCA 6- BPAB - U1.18-P1-V8/Q2
BPD2 - 10
Connector
DCA 6- BPAB - U1.18-P1-V8/Q2#
BPD2 - 10 Cable
RH CAP Card U1.18-P1-V3
RH CAP Card U1.18-P1-V7
Hourglass Card U1.18-P1-X5
Assembly
MCM Module 0 4 & |U1.18-P1-C1
8 way
Processor 0 (W/ L1 |U1.18-P1-C1 00-00
& L2 Cache)
Processor 1 (W/ L1 |U1.18-P1-C1 00-01
& L2 Cache)
Processor 2 (W/ L1 |U1.18-P1-C1 00-02
& L2 Cache)
Processor 3 (W/ L1 |U1.18-P1-C1 00-03
& L2 Cache)
Processor 4 (W/ L1 |U1.18-P1-C1 00-04
& L2 Cache)
Processor 5 (W/ L1 |U1.18-P1-C1 00-05
& L2 Cache)
Processor 6 (W/ L1 |U1.18-P1-C1 00-06
& L2 Cache)
Processor 7 (W/ L1 |U1.18-P1-C1 00-07
& L2 Cache)
MCM Module 3 U1.18-P1-C2
Processor 24 (W/ L1 |U1.18-P1-C2 00-24
& L2 Cache)
Processor 25 (W/ L1 |U1.18-P1-C2 00-25
& L2 Cache)
Processor 26 (W/ L1 |U1.18-P1-C2 00-26
& L2 Cache)
Processor 27 (W/ L1 | U1.18-P1-C2 00-27
& L2 Cache)
Processor 28 (W/ L1 | U1.18-P1-C2 00-28
& L2 Cache)
Processor 29 (W/ L1 | U1.18-P1-C2 00-29
& L2 Cache)
Processor 30 (W/ L1 | U1.18-P1-C2 00-30
& L2 Cache)
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Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code
Processor 31 (W/ L1 | U1.18-P1-C2 00-31
& L2 Cache)
MCM Module 1 U1.18-P1-C3
Processor 08 (W/ L1 |U1.18-P1-C3 00-08
& L2 Cache)
Processor 09 (W/ L1 |U1.18-P1-C3 00-09
& L2 Cache)
Processor 10 (W/ L1 |U1.18-P1-C3 00-10
& L2 Cache)
Processor 11 (W/ L1 | U1.18-P1-C3 00-11
& L2 Cache
Processor 12 (W/ L1 | U1.18-P1-C3 00-12
& L2 Cache
Processor 13 (W/ L1 |U1.18-P1-C3 00-13
& L2 Cache
Processor 14 (W/ L1 | U1.18-P1-C3 00-14
& L2 Cache
Processor 15 (W/ L1 |U1.18-P1-C3 00-15
& L2 Cache
MCM Module 2 U1.18-P1-C4
Processor 16 (W/ L1 |U1.18-P1-C4 00-16
& L2 Cache
Processor 17 (W/ L1 |U1.18-P1-C4 00-17
& L2 Cache
Processor 18 (W/ L1 | U1.18-P1-C4 00-18
& L2 Cache
Processor 19 (W/ L1 | U1.18-P1-C4 00-19
& L2 Cache
Processor 20 (W/ L1 |U1.18-P1-C4 00-20
& L2 Cache
Processor 21 (W/ L1 |U1.18-P1-C4 00-21
& L2 Cache)
Processor 22 (W/ L1 |U1.18-P1-C4 00-22
& L2 Cache)
Processor 21 (W/ L1 | U1.18-P1-C4 00-23
& L2 Cache)
L3 Module (Proc 3D) | U1.18-P1-C5 00-00
L3 Module (Proc 0A) | U1.18-P1-C6 00-00
L3 Module (Proc 0B) |U1.18-P1-C7 00-00
L3 Module (Proc 1C) | U1.18-P1-C8 00-00
L3 Module (Proc 3B) | U1.18-P1-C9 00-00
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Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code
L3 Module (Proc 0C) | U1.18-P1-C10 00-00
L3 Module (Proc 0D) | U1.18-P1-C11 00-00
L3 Module (Proc 1A) | U1.18-P1-C12 00-00
L3 Module (Proc 3A) | U1.18-P1-C13 00-00
L3 Module (Proc 2D) | U1.18-P1-C14 00-00
L3 Module (Proc 2C) | U1.18-P1-C15 00-00
L3 Module (Proc 1B) | U1.18-P1-C16 00-00
L3 Module (Proc 3C) | U1.18-P1-C17 00-00
L3 Module (Proc 2B) | U1.18-P1-C18 00-00
L3 Module (Proc 2A) | U1.18-P1-C19 00-00
L3 Module (Proc 1D) | U1.18-P1-C20 00-00
Passthru Card U1.18-P1-C3 00-00
Module 1
Passthru Card U1.18-P1-C2 00-00
Module 3
Fan Controller U1.18-X1
Assembly 1
Fan Controller 1 TO |U1.18-X1/Q1
BPC A Connector
Fan Controller 1 TO | U1.18-X1/Q1#
BPC A Cable

Fan Controller 1 TO
BPC B Connector

U1.18-X1/Q2

Fan Controller 1 TO
BPC B Cable

U1.18-X1/Q2#

Fan Controller
Assembly 2

U1.18-X2

Fan Controller 2 TO
BPC A Connector

U1.18-X2/Q1

Fan Controller 2 TO
BPC A Connector

U1.18-X2/Q1#

Fan Controller 2 TO
BPC B Connector

U1.18-X2/Q2#

Fan Controller 2 TO
BPC B Connector

U1.18-X2/Q2#

Fan Controller U1.18-X3
Assembly 3

Fan Controller 3 TO |U1.18-X3/Q1
BPC A Connector
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Fan Controller 3 TO | U1.18-X3/Q1#
BPC A Cable
Fan Controller 3 TO |U1.18-X3/Q2
BPC B Connector
Fan Controller 3 TO |U1.18-X3/Q2#
BPC B Cable
Fan Controller U1.18-X4
Assembly 4
Fan Controller 4 TO |U1.18-X4/Q1
BPC A Connector
Fan Controller 4 TO | U1.18-X4/Q1#
BPC A Cable
Fan Controller 4 TO |U1.18-X4/Q2
BPC B Connector
Fan Controller 4 TO | U1.18-X4/Q2#
BPC B Cable
Fan Assembly 1 U1.18-F1
Fan Assembly 2 U1.18-F2
Fan Assembly 3 U1.18-F3
Fan Assembly 4 U1.18-F4
Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Media Subsystem Locations
Media Drawer U1.17
chassis
Media Drawer - U1.17-L1
Operator Panel,
Operator Panel U1.17-L1/Q1

Connector

Operator Panel
Cable

U1.17-L1/Q1#

System VPD Module [U1.17-L1-N1
Media Drawer - Ul1.17-D1
Diskette

Diskette Drive U1.17-D1/Q2

Connector

Diskette Drive Cable

U1.17-D1/Q2#

Media Drawer -
DVD-RAM/CD-ROM

U1.x-Px-Ix/Z1-Al
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Media Drawer - Tape | Ul.x-Px-Ix/Z1-A0
Drive
Media Drawer U1.17-A1/Q3
connector
Media Drawer cable |U1.17-A1/Q3#
Media Drawer Power | U1.17-A1/Q4
Connector
Media Drawer Power | U1.17-A1/Q4#
Cable
Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Integrated Battery Feature Locations (If Installed)
IBF (Battery) 1A to U1.13-P1-v1 If Installed
BPA A
IBF 1A Connector U1.13-P1-V1/Q1 |If Installed
IBF 1A Cable to BPA | U1.13-P1-V1/Q1# | If Installed
A-BPR 1
IBF (Battery) 2A to U1.15-P1-v2 If Installed
BPA A
IBF 2A Connector U1.15-P1-V2/Q1 |If Installed
IBF 2A Cable to BPA | U1.15-P1-V2/Q1# | If Installed
A-BPR 2
IBF (Battery) 1B to U1.13-P2-V3 If Installed
BPA B
IBF 1B Connector U1.13-P2-V3/Q1l | If Installed
IBF 1B Cable to BPA | U1.13-P2-V3/Q1# | If Installed
B -BPR 1
IBF (Battery) 2B to U1.15-P2-V4 If Installed
BPA B
IBF 2B Connector U1.15-P2-V4/Q1 | If Installed
IBF 2B Cable to BPA | U1.15-P2-V4/Q1# | If Installed
B -BPR 2
IBF (Battery) 3A to U2.17-P1-V5 If Installed
BPA A
IBF 3A Connector U2.17-P1-V5/Q1 | If Installed
IBF 3A Cable to BPA | U2.17-P1-V5/Q1# | If Installed
A-BPR3
IBF (Battery) 3B to U2.17-P2-V6 If Installed

BPA B
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
IBF 3B Connector U2.17-P2-V6/Q1 | If Installed
IBF 3B Cable to BPA | U2.17-P2-V6/Q1# | If Installed
B -BPR 3
Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code

I/O Subsystem 1 Location

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
uUl.9

/0O Subsystem Left | U1.9-P1

10 backplane

assembly

1/0 Subsystem Left |U1.9-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI Ul1.9-P1 2U-58, 2U-5A,

Controller 2U-5C, 2U-5E

PCI Slot 1 Content U1.9-P1-11 2V-08 to 2V-0F
or 2W-xx or
2X-XX

PCI Slot 2 Content U1.9-P1-12 2Y-08 to 2Y-0F
or 2Z-xx or
2a-Xx

PCI Slot 3 Content U1.9-P1-13 2b-08 to 2b-0F
or 2c-xx or
2d-xx

PCI Slot 4 Content U1.9-P1-14 2e-08 to 2e-0F
or 2f-xx or 2g-xx

EADS 2 - PCI Ul1.9-P1 2j-58, 2j-5A,

Controller 2j-5E

PCI Slot 5 Content U1.9-P1-15 2k-08 to 2k-0F
or 2m-xx or
2n-xx

PCI Slot 6 Content U1.9-P1-16 2p-08 to 2p-0F
or 2g-xx or 2r-xx

PCI Slot 7 Content U1.9-P1-17 2v-08 to 2v-0OF
or 2w-Xxx or
2X-XX

EADS 3 - PCI Ul1.9-P1 30-58, 30-5A,

Controller 30-5E
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 8 Content U1.9-P1-18 31-08 to 31-0F
or 32-xx or
32-xx

PCI Slot 9 Content U1.9-P1-19 34-08 to 34-0F
or 35-xx or
36-xx

PCI Slot 10 Content | U1.9-P1-110 3A-08 to 3A-0F
or 3B-xx or
3C-xx

1/0 Riser Card Ul1.9-P1

1/0 Port Connector U1.9-P1/Q1

1/0 Port Cable From | U1.9-P1/Q1#

GX1A-port 1

1/0 Port Connector U1.9-P1/Q2

1/0 Port Cable to U1.9-P1/Q2#

port 0 on next Riser

card U1.9-P2.1/Q1

1/0 Subsystem U1.9-P2

Right IO backplane

assembly

1/0 Subsystem Right | U1.9-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U1.9-P2 3E-58, 3E-5A,

Controller 3E-5C, 3E-5E

PCI Slot 1 Content U1.9-P2-11 3F-08 to 3F-0F
or 3G-xx or
3H-xx

PCI Slot 2 Content U1.9-P2-12 3J-08 to 3J-0F
or 3K-xx or
3L-xx

PCI Slot 3 Content U1.9-P2-13 3M-08 to 3M-0F
or 3N-xx or
3P-xx

PCI Slot 4 Content U1.9-P2-14 3Q-08 to 3Q-0F
or 3R-xx or
3S-xx

EADS 2 - PCI U1.9-P2 3U-58, 3U-5A,

Controller 3U-5E

PCI Slot 5 Content U1.9-P2-15 3V-08 to 3V-0F
or 3W-xx or
3X-XX
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 6 Content U1.9-P2-16 3Y-08 to 3Y-0F
or 3Z-xx or
3a-xx

PCI Slot 7 Content U1.9-P2-17 3e-08 to 3e-0F
or 3f-xx or 3a-xx

EADS 3 - PCI U1.9-P2 3j-58, 3j-5A,

Controller 3j-5E

PCI Slot 8 Content U1.9-P2-18 3k-08 to 3k-0F
or 3m-xx or
3n-xx

PCI Slot 9 Content U1.9-P2-19 3p-08 to 3p-0F
or 3g-xx or 3r-xx

PCI Slot 10 Content | U1.9-P2-110 3v-08 to 3v-0F
or 3w-xx or
3X-XX

1/0 Riser Card U1.9-P2

1/0 Port Connector | U1.9-P2/Q1

1/0 Port Cable From | U1.9-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U1.9-P2/Q2

1/0 Port Cable to U1.9-P2/Q2#

GX1A-port 2

1/0 Subsystem DCA | U1.9-V1

1

DCA 1 to (BPA B) U1.9-vV1/Q1

BPD1- 1A Connector

P00

DCA 1 to (BPA B) U1.9-V1/Q1#

BPD1- 1A Cable

DCA 1 to (BPAA) U1.9-vV1/Q2

BPD1- 1A Connector

P00

DCA 1 to (BPAA) U1.9-V1/Q2#

BPD1- 1A Cable

Thermal Sensor Ul1.9-v1

1/0 Subsystem DCA | U1.9-V2

2

DCA 2 to (BPA B) U1.9-v2/Q1

BPD1- 1B Connector

P01

DCA 2 to (BPA B) U1.9-V2/Q1#

BPD1- 1B Cable
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DCA 2 to (BPAA) U1.9-v2/Q2
BPD1- 1B Connector
PO1
DCA 2 to (BPAA) U1.9-V2/Q2#
BPD1- 1B Cable
Thermal Sensor U1.9-v2
1/0 Subsystem SCSI | U1.9-P1/71 2s-08
controller 1 on P1
1/0 Subsystem SCSI | U1.9-P1/Z2 37-08
controller 2 on P1
1/0 Subsystem SCSI | U1.9-P2/Z1 3b-08
controller 1 on P2
1/0 Subsystem SCSI | U1.9-P2/Z2 3s-08
controller 2 on P2
DASD 4 Pack Cage |U1.9-P3
and card (1)
DASD 4 Pack Cage |U1.9-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk | U1.9-P2/Z22-A8 3s-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk | U1.9-P2/Z22-A9 3s-08-00-9,0
at ID 9 connected to
controller 2 on P2
SCSI DASD 3 hdisk | U1.9-P2/Z2-Aa 3s-08-00-10,0
at ID A connected to
controller 2 on P2
SCSI DASD 4 hdisk | U1.9-P2/Z2-Ab 3s-08-00-11,0
at ID A connected to
controller 2 on P2
SCSI Enclosure U1.9-P2/Z72-Bf 3s-08-00-15,0
Services SES
connected to
controller 2 on P2
DASD 4 Pack Cage |U1.9-P4
and card (2)
DASD 4 Pack Cage |U1.9-P4-N1
and card (2) VPD
SCSI DASD 1 hdisk | U1.9-P2/Z1-A8 3b-08-00-8,0
at ID 8 connected to
controller 1 on P2
SCSI DASD 2 hdisk | U1.9-P2/Z21-A9 3b-08-00-9,0

at ID 9 connected to
controller 1 on P2
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U1.9-P2/Z1-Aa

3b-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U1.9-P2/Z1-Ab

3b-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U1.9-P2/Z1-Af

3b-08-00-15,0

DASD 4 Pack Cage
and card (3)

U1.9-P5

DASD 4 Pack Cage
and card (3) VPD

U1.9-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U1.9-P1/Z2-A8

37-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U1.9-P1/22-A9

37-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

U1.9-P1/Z2-Aa

37-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P1

U1.9-P1/Z2-Ab

37-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P1

U1.9-P1/Z2-Af

37-08-00-15,0

DASD 4 Pack Cage
and card (4)

U1.9-P6

DASD 4 Pack Cage
and card (4) VPD

U1.9-P6-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P1

U1.9-P1/71-A8

2s-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P1

U1.9-P1/71-A9

2s-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P1

U1.9-P1/Z1-Aa

2s-08-00-10,0

eServer pSeries 690 Service Guide




Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code
SCSI DASD 4 hdisk |U1.9-P1/Z1-Ab 2s-08-00-11,0
at ID B connected to
controller 1 on P1
SCSI Enclosure U1.9-P1/Z71-Af 2s-08-00-15,0
Services SES
connected to
controller 1 on P1
/0 Subsystem Fan | U1.9-F1
(MSA)
/0 Subsystem Fan | U1.9-F2
(MSA)
/0O Subsystem Fan | U1.9-F3
(MSA)
/0O Subsystem Fan | U1.9-F4
(MSA)
Media Drawer Power | U1.9-P1-V1/Q3
Connector
Media Drawer Power | U1.9-P1-V1/Q3#
Cable
Media Drawer Power | U1.9-P2-V2/Q3
Connector
Media Drawer Power | U1.9-P2-V2/Q3#
Cable

Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code

1/0 Subsystem 2 Locations

1/0 Subsystem 1 (MT/M Serial #)
Chassis & Midplane |U1.5
Card
/0O Subsystem Left | U1.5-P1
10 backplane
assembly
/0O Subsystem Left | U1.5-P1-N1
10 backplane
assembly VPD
EADS 1 - PCI Ul.5-P1 40-58, 40-5A,
Controller 40-5C, 40-5E
PCI Slot 1 Content Ul.5-P1-11 41-08 to 41-0F

or 42-xx or

43-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 2 Content Ul.5-P1-12 44-08 to 44-0F
or 45-xx or
47-xXX

PCI Slot 3 Content U1.5-P1-13 47-08 to 47-0F
or 48-xx or
49-xx

PCI Slot 4 Content U1.5-P1-14 4A-08 to 4A-0F
or 4B-xx or
4C-xx

EADS 2 - PCI Ul.5-P1 4E-58, 4E-5A,

Controller 4E-5E

PCI Slot 5 Content U1.5-P1-15 4F-08 to 4F-0F
or 4G-xx or
4H-xx

PCI Slot 6 Content Ul.5-P1-16 4J-08 to 4J-0F
or 4K-xx or
4L-xx

PCI Slot 7 Content U1.5-P1-17 4Q-08 to 4Q-0F
or 4R-xx or
4S-xX

EADS 3 - PCI Ul.5-P1 4U-58, 4U-5A,

Controller 4U-5E

PCI Slot 8 Content U1.5-P1-18 4V-08 to 4V-0F
or 4W-xx or
4X-XX

PCI Slot 9 Content Ul.5-P1-19 4Y-08 to 4Y-OF
or 4Z-xx or
4a-xx

PCI Slot 10 Content | U1.5-P1-110 4e-08 to 4e-0F
or 4f-xx or 4g-xx

1/0 Riser Card Ul.5-P1

1/0 Port Connector | U1.5-P1/Q1

1/0 Port Cable From | U1.5-P1/Q1#

GX1A-port 1

1/0 Port Connector | U1.5-P1/Q2

1/0 Port Cable to U1.5-P1/Q2#

port O on next Riser

card U1.5-P2.1/Q1

1/0O Subsystem U1.5-P2

Right 10 backplane

assembly

1/0 Subsystem Right | U1.5-P2-N1

10 backplane
assembly VPD
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

EADS 1 - PCI Ul.5-P2 4j-58, 4j-5A,

Controller 4j-5C, 4j-5E

PCI Slot 1 Content U1.5-P2-11 4k-08 to 4k-OF
or 4m-xx or
4n-xx

PCI Slot 2 Content U1.5-P2-12 4p-08 to 4p-OF
or 4g-xx or 4r-xx

PCI Slot 3 Content U1.5-P2-13 4s-08 to 4s-0F
or 4t-xx or 4t-xx

PCI Slot 4 Content Ul1.5-P2-14 4v-08 to 4v-0F
or 4t-xx or 4u-xx

EADS 2 - PCI U1.5-P2 50-58, 50-5A,

Controller 50-5E

PCI Slot 5 Content Ul.5-P2-15 51-08 to 51-0F
or 52-xx or
53-xx

PCI Slot 6 Content U1.5-P2-16 54-08 to 54-0F
or 55-xx or
56-xx

PCI Slot 7 Content Ul.5-P2-17 5A-08 to 5A-0F
or 5B-xx or
5C-xx

EADS 3 - PCI U1.5-P2 5E-58, 5E-5A,

Controller S5E-5E

PCI Slot 8 Content Ul1.5-P2-18 5F-08 to 5F-0F
or 5G-xx or
5H-xx

PCI Slot 9 Content U1.5-P2-19 5J-08 to 5J-0F
or 5K-xx or
5L-xx

PCI Slot 10 Content | U1.5-P2-110 5Q-08 to 5Q-0F
or 5R-xx or
5S-xx

1/0 Riser Card Ul.5-P2.1

I/0 Port Connector | U1.5-P2.1/Q1

1/0 Port Cable From
Riser port 1 P1.1/Q1

U1.5-P2.1/Q1#

1/0 Port Connector

U1.5-P2.1/Q2

1/0 Port Cable to
GX1A-port 2

U1.5-P2.1/Q2#

1/0 Subsystem DCA
1

Ul1.5-vl
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DCA 1 to (BPAB) U1.5-vV1/Q1
BPD1- 1A Connector
P02
DCA 1 to (BPAB) U1.5-V1/Q1#
BPD1- 1A Cable
DCA 1 to (BPAA) U1.5-vV1/Q2
BPD1- 1A Connector
P02
DCA 1 to (BPAA) U1.5-V1/Q2#
BPD1- 1A Cable
Thermal Sensor Ul.5-v1
/0 Subsystem DCA | U1.5-V2
2
DCA 2 to (BPA B) U1.5-vV2/Q1
BPD1- 1B Connector
P03
DCA 2 to (BPA B) U1.5-V2/Q1#
BPD1- 1B Cable
DCA 2 to (BPAA) U1.5-v2/Q2
BPD1- 1B Connector
P03
DCA 2 to (BPAA) U1.5-V2/Q2#
BPD1- 1B Cable
Thermal Sensor Ul.5-v2
1/0 Subsystem SCSI | U1.5-P1/Z1 4M-08
controller 1 on P1
1/0 Subsystem SCSI | U1.5-P1/Z2 4b-08
controller 2 on P1
1/0 Subsystem SCSI | U1.5-P2/Z1 57-08
controller 1 on P2
1/0 Subsystem SCSI | U1.5-P2/Z2 5M-08
controller 2 on P2
DASD 4 Pack Cage |U1.5-P3
and card (1)
DASD 4 Pack Cage |U1.5-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk |U1.5-P2/Z2-A8 5M-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk |U1.5-P2/22-A9 5M-08-00-9,0

at ID 9 connected to
controller 2 on P2
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P2

U1.5-P2/Z2-Aa

5M-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P2

U1.5-P2/Z2-Ab

5M-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U1.5-P2/Z2-Af

5M-08-00-15,0

DASD 4 Pack Cage
and card (2)

Ul.5-P4

DASD 4 Pack Cage
and card (2) VPD

U1.5-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U1.5-P2/Z1-A8

57-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U1.5-P2/71-A9

57-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

Ul1.5-P2/Z1-Aa

57-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U1.5-P2/Z1-Ab

57-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U1.5-P2/Z1-Af

57-08-00-15,0

DASD 4 Pack Cage
and card (3)

U1.5-P5

DASD 4 Pack Cage
and card (3) VPD

U1.5-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U1.5-P1/Z2-A8

4b-80-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U1.5-P1/22-A9

4b-80-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

Ul1.5-P1/Z2-Aa

4b-80-00-10,0
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FRU Name Code Location Connection Connection
Code

SCSI DASD 4 hdisk |U1.5-P1/Z2-Ab 4b-80-00-11,0
at ID B connected to
controller 1 on P2

SCSI Enclosure U1.5-P1/Z2-Af 4b-80-00-15,0
Services SES
connected to
controller 2 on P1

DASD 4 Pack Cage |U1.5-P6
and card (4)

DASD 4 Pack Cage |U1.5-P6-N1
and card (4) VPD

SCSI DASD 1 hdisk |U1.5-P1/Z1-A8 4M-08-00-8,0
at ID8 connected to
controller 1 on P1

SCSI DASD 2 hdisk |U1.5-P1/21-A9 4M-08-00-9,0
at ID9 connected to
controller 1 on P1

SCSI DASD 3 hdisk | U1.5-P1/Z1-Aa 4M-08-00-10,0
at ID A connected to
controller 1 on P1

SCSI DASD 4 hdisk |U1.5-P1/Z1-Ab 4M-08-00-11,0
at ID B connected to
controller 1 on P1

SCSI Enclosure U1.5-P1/Z1-Af 4M-08-00-15,0
Services SES
connected to
controller 1 on P1

/0 Subsystem Fan | U1.5-F1

(MSA)

/0 Subsystem Fan | U1.5-F2

(MSA)

1/0 Subsystem Fan | U1.5-F3

(MSA)

/0 Subsystem Fan | Ul.5-F4

(MSA)

Media Drawer Power | U1.5-P1-X1/Q3
Connector

Media Drawer Power | U1.5-P1-X1/Q3#
Cable

Media Drawer Power | U1.5-P2-X2/Q3
Connector

Media Drawer Power | U1.5-P2-X2/Q3#
Cable
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Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem 3 Location

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
ul.il

/0O Subsystem Left |U1.1-P1

10 backplane

assembly

1/0 Subsystem Left |U1.1-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI Ul.1-P1 5U-58, 5U-5A,

Controller 5U-5C, 5U-5E

PCI Slot 1 Content Ul.1-P1-11 5V-08 to 5V-0F
or 5SW-xx or
5X-xx

PCI Slot 2 Content U1.1-P1-12 5Y-08 to 5Y-0F
or 5Z-xx or
5a-xx

PCI Slot 3 Content U1.1-P1-13 5b-08 to 5b-0F
or 5¢c-xx or
5d-xx

PCI Slot 4 Content Ul.1-P1-14 5e-08 to 5e-0F
or 5f-xx or 5g-xx

EADS 2 - PCI Ul.1-P1 5j-58, 5j-5A,

Controller 5j-5E

PCI Slot 5 Content U1.1-P1-15 5k-08 to 5k-0F
or 5m-xx or
5n-xx

PCI Slot 6 Content U1l.1-P1-16 5p-08 to 5p-0F
or 5g-xx or 5r-xx

PCI Slot 7 Content Ul.1-P1-17 5v-08 to 5v-0F
or 5w-xx or
5w-Xxx

EADS 3 - PCI Ul.1-P1 60-58, 60-5A,

Controller 60-5E

PCI Slot 8 Content Ul.1-P1-18 61-08 to 61-0F
or 62-xx or
63-Xx

PCI Slot 9 Content U1.1-P1-19 64-08 to 64-0F
or 65-xx or
66-xx

PCI Slot 10 Content |U1.1-P1-110 6A-08 to 6A-0F
or 6B-xx or
6C-xx
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FRU Name Code Location Connection Connection
Code

1/0 Riser Card Ul.1-P1

1/0 Port Connector Ul.1-P1/Q1

1/0 Port Cable From |U1.1-P1/Q1#

GX1A-port 1

1/0 Port Connector Ul.1-P1/Q2

1/0 Port Cable to Ul.1-P1/Q2#

port O on next Riser

card U1.1-P2.1/Q1

1/0 Subsystem Ul1.1-P2

Right 10 backplane

assembly

1/0 Subsystem Right | U1.1-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U1.1-P2 6E-58, 6E-5A,

Controller 6E-5C, 6E-5E

PCI Slot 1 Content U1.1-P2-11 6F-08 to 6F-0F
or 6G-xx or
6H-xx

PCI Slot 2 Content U1.1-P2-12 6J-08 to 6J-0F
or 6K-xx or
6L-xx

PCI Slot 3 Content U1.1-P2-13 6M-08 to 6M-0F
or 6N-xx or
6P-xx

PCI Slot 4 Content U1l.1-P2-14 6Q-08 to 6Q-0F
or 6R-xx or
6S-xX

EADS 2 - PCI Ul1.1-P2 6U-58, 6U-5A,

Controller 6U-5E

PCI Slot 5 Content U1.1-P2-15 6V-08 to 6V1-0F
or 6W-xx or
6F-Xx

PCI Slot 6 Content U1.1-P2-16 6Y-08 to 6Y-0F
or 6Z-xx or
6a-xx

PCI Slot 7 Content Ul.1-P2-17 6e-08 to 6Y-0F
or 6f-xx or 6g-xx

EADS 3 - PCI U1.1-P2 6j-58, 6j-5A,

Controller 6j-5E

PCI Slot 8 Content U1.1-P2-18 6k-08 to 6Y-0F
or 6m-xx or
6n-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 9 Content | U1.1-P2-19 6p-08 to 6p-0F
or 6g-xx or 6r-xx

PCI Slot 10 Content | U1.1-P2-110 6v-08 to 6v-0F
or 6w-xx or
B6X-XX

1/0 Riser Card Ul.1-P2

1/0 Port Connector Ul.1-P2/Q1

1/0 Port Cable From | U1.1-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U1.1-P2/Q2

1/0 Port Cable to U1.1-P2/Q2#

GX1A-port 2

/0O Subsystem DCA | U1.1-V1

1

DCA 1 to (BPAB) U1.1-v1/Q1

BPD1- 1A Connector

P04

DCA 1 to (BPA B) U1.1-V1/Q1#

BPD1- 1A Cable

DCA 1 to (BPAA) U1.1-v1/Q2

BPD1- 1A Connector

P04

DCA 1 to (BPAA) U1.1-V1/Q2#

BPD1- 1A Cable

Thermal Sensor Ul.1-v1

1/0 Subsystem DCA | U1.1-V2

2

DCA 2 to (BPA B) U1.1-v2/Q1

BPD1- 1B Connector

P05

DCA 2 to (BPA B) U1.1-V2/Q1#

BPD1- 1B Cable

DCA 2 to (BPAA) U1.1-v2/Q2

BPD1- 1B Connector

P05

DCA 2 to (BPAA) U1.1-V2/Q2#

BPD1- 1B Cable

Thermal Sensor Ul.1-v2

1/0 Subsystem SCSI | U1.1-P1/71 5s-08

controller 1 on P1

1/0 Subsystem SCSI | U1.1-P1/Z2 67-08

controller 2 on P1
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem SCSI
controller 1 on P2

Ul.1-P2/71

6b-08

1/0 Subsystem SCSI
controller 2 on P2

Ul.1-P2/22

6s-08

DASD 4 Pack Cage
and card (1)

U1.1-P3

DASD 4 Pack Cage
and card (1) VPD

U1.1-P3-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P2

U1.1-P2/Z2-A8

6s-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P2

U1.1-P2/22-A9

6s-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P2

Ul.1-P2/Z2-Aa

6s-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P2

U1.1-P2/Z2-Ab

6s-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U1.1-P2/Z22-Bf

6s-08-00-15,0

DASD 4 Pack Cage
and card (2)

Ul.1-P4

DASD 4 Pack Cage
and card (2) VPD

U1l.1-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U1.1-P2/Z1-A8

6b-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U1.1-P2/Z1-A9

6b-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U1.1-P2/Z1-Aa

6b-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U1.1-P2/Z1-Ab

6b-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U1.1-P2/Z1-Af

6b-08-00-15,0
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

DASD 4 Pack Cage
and card (3)

U1l.1-P5

DASD 4 Pack Cage
and card (3) VPD

U1.1-P5/71-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U1.1-P1/22-A8

67-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U1.1-P1/22-A9

67-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

Ul.1-P1/Z2-Aa

67-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P1

U1.1-P1/22-Ab

67-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P1

U1.1-P1/Z2-Af

67-08-00-15,0

DASD 4 Pack Cage
and card (4)

Ul1.1-P6

DASD 4 Pack Cage
and card (4) VPD

U1.1-P6/Z2-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P1

U1.1-P1/Z1-A8

5s-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P1

U1.1-P1/Z1-A9

5s-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P1

Ul.1-P1/Z1-Aa

5s-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P1

U1.1-P1/Z1-Ab

5s-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P1

Ul1l.1-P1/Z1-Af

5s-08-00-15,0

/0 Subsystem Fan | U1.1-F1
(MSA)
1/0 Subsystem Fan | U1.1-F2

(MSA)
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
/0 Subsystem Fan |[U1.1-F3
(MSA)
/0 Subsystem Fan |Ul.1-F4
(MSA)
Media Drawer Power | U1.1-P1-X1/Q3
Connector
Media Drawer Power | U1.1-P1-X1/Q3#
Cable
Media Drawer Power | U1.1-P2-X2/Q3
Connector
Media Drawer Power | U1.1-P2-X2/Q3#
Cable
Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code

Note: If the Integrated Battery Feature (IBF) is installed, 1/0 subsystem 4 is in

1/0O Subsystem 4 Locations (If No IBF Installed)

I/O subsystem 7

position. See page .

1/0 Subsystem 1 (MT/M Serial #)

Chassis & Midplane |U1.13

Card

/0O Subsystem Left |U1.13-P1

10 backplane

assembly

/0 Subsystem Left | U1.13-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U1.13-P1 70-58, 70-5A,

Controller 70-5C, 70-5E

PCI Slot 1 Content Ul.13-P1-11 71-08 to 71-0F
or 72-xx or
73-Xx

PCI Slot 2 Content U1.13-P1-12 74-08 to 74-0F
or 75-xx or
76-Xx

PCI Slot 3 Content U1.13-P1-13 77-08 to 77-0F
or 78-xx or
79-xx

PCI Slot 4 Content U1.13-P1-14 7A-08 to 7F-0F
or 7B-xx or
7C-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

EADS 2 - PCI Ul1.13-P1 7E-58, 7TE-5A,

Controller 7E-5E

PCI Slot 5 Content U1.13-P1-I5 7F-08 to 7F-0F
or 7G-xx or
TH-xx

PCI Slot 6 Content U1.13-P1-16 7J-08 to 7J-0F
or 7K-xx or
TL-XX

PCI Slot 7 Content U1.13-P1-17 7Q-08 to 7Q-0F
or 7R-xx or
7S-xXx

EADS 3 - PCI Ul1.13-P1 7U-58, 7TU-5A,

Controller 7U-5E

PCI Slot 8 Content U1.13-P1-I18 7V-08 to 7V-0F
or 7W-xx or
TX-XX

PCI Slot 9 Content U1.13-P1-19 7Y-08 to 7Y-0F
or 7Z-xx or
Ta-xXx

PCI Slot 10 Content |U1.13-P1-110 7e-08 to 7e-0F
or 7f-xx or 7g-xx

1/0 Riser Card Ul1.13-P1

1/0 Port Connector | U1.13-P1/Q1

1/0 Port Cable From
GX1A-port 1

U1.13-P1/Q1#

1/0 Port Connector

U1.13-P1/Q2

I/0 Port Cable to
port 0 on next Riser
card U1.13-P2.1/Q1

U1.13-P1/Q2#

1/0O Subsystem U1.13-P2

Right IO backplane

assembly

1/0 Subsystem Right | U1.13-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U1.13-P2 7j-58, 7j-5A,

Controller 7j-5C, 7j-5E

PCI Slot 1 U1.13-P2-I11 7k-08 to 7k-OF
or 7m-xx or
7n-xx

PCI Slot 2 U1.13-P2-12 7p-08 to 7p-0F

or 7g-Xx or 7r-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 3 U1.13-P2-13 7s-08 to 7s-0F
or 7t-Xx or 7u-xx

PCI Slot 4 U1.13-P2-14 7v-08 to 7v-OF
or 7w-xx or
TX-XX

EADS 2 - PCI Ul1.13-P2 80-58, 80-5A,

Controller 80-5E

PCI Slot 5 U1.13-P2-15 81-08 to 81-0F
or 82-xx or
83-xx

PCI Slot 6 Ul1.13-P2-16 84-08 to 84-0F
or 85-xx or
86-xx

PCI Slot 7 U1.13-P2-17 8A-08 to 8A-0OF
or 8B-xx or
8C-xx

EADS 3 - PCI Ul1.13-P2 8E-58, 8E-5A,

Controller 8E-5E

PCI Slot 8 U1.13-P2-18 8F-08 to 8F-0F
or 8G-xx or
8H-xx

PCI Slot 9 U1.13-P2-19 8J-08 to 8J-0F
or 8K-xx or
8L-xx

PCI Slot 10 U1.13-P2-110 8Q-08 to 8Q-0F
or 8R-xx or
8S-xx

1/0 Riser Card Ul.13-P2

1/0 Port Connector U1.13-P2/Q1

1/0 Port Cable From
Riser port 1 P1.1/Q1

U1.13-P2/Q1#

1/0 Port Connector

U1.13-P2/Q2

1/0 Port Cable to
GX1A-port 2

U1.13-P2/Q2#

/0 Subsystem DCA |U1.13-V1
1
DCA 1 to (BPA B) U1.13-V1/Q1

BPD1- 1A Connector
P06

DCA 1 to (BPA B)
BPD1- 1A Cable

U1.13-V1/Q1#
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DCA 1 to (BPAA) U1.13-V1/Q2
BPD1- 1A Connector
P06
DCA 1 to (BPAA) U1.13-V1/Q2#
BPD1- 1A Cable
Thermal Sensor Ul1.13-v1
/0 Subsystem DCA | U1.13-V2
2
DCA 2 to (BPA B) U1.13-v2/Q1
BPD1- 1B Connector
P07
DCA 2 to (BPA B) U1.13-V2/Q1#
BPD1- 1B Cable
DCA 2 to (BPAA) U1.13-v2/Q2
BPD1- 1B Connector
P07
DCA 2 to (BPAA) U1.13-V2/Q2#
BPD1- 1B Cable
Thermal Sensor U1l.13-v2
1/0 Subsystem SCSI | U1.13-P1/Z1 7M-08
controller 1 on P1
/0O Subsystem SCSI | U1.13-P1/Z2 7b-08
controller 2 on P1
1/0 Subsystem SCSI | U1.13-P2/Z1 87-08
controller 1 on P2
1/0 Subsystem SCSI | U1.13-P2/22 8M-08
controller 2 on P2
DASD 4 Pack Cage |U1.13-P3
and card (1)
DASD 4 Pack Cage |U1.13-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk | U1.13-P2/Z22-A8 | 8M-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk | U1.13-P2/Z2-A9 | 8M-08-00-9,0
at ID 9 connected to
controller 2 on P2
SCSI DASD 3 hdisk |U1.13-P2/Z2-Aa | 8M-08-00-10,0
at ID A connected to
controller 2 on P2
SCSI DASD 4 hdisk | U1.13-P2/Z2-Ab | 8M-08-00-11,0

at ID B connected to
controller 2 on P2
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U1.13-P2/Z2-Af

8M-08-00-15,0

DASD 4 Pack Cage
and card (2)

U1.13-P4

DASD 4 Pack Cage
and card (2) VPD

U1.13-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U1.13-P2/Z1-A8

87-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U1.13-P2/Z1-A9

87-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U1.13-P2/Z1-Aa

87-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U1.13-P2/Z1-Ab

87-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U1.13-P2/Z1-Af

87-08-00-15,0

DASD 4 Pack Cage
and card (3)

U1.13-P5

DASD 4 Pack Cage
and card (3) VPD

U1.13-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U1.13-P1/Z2-A8

7b-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U1.13-P1/Z2-A9

7b-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

U1.13-P1/Z2-Aa

7b-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P1

U1.13-P1/Z2-Ab

7b-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P1

U1.13-P1/Z2-Af

7b-08-00-15,0
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DASD 4 Pack Cage |U1.13-P6
and card (4)
DASD 4 Pack Cage |U1.13-P6-N1
and card (4) VPD
SCSI DASD 1 hdisk | U1.13-P1/Z1-A8 | 7M-08-00-8,0
at ID 8 connected to
controller 1 on P1
SCSI DASD 2 hdisk | U1.13-P1/Z1-A9 | 7M-08-00-9,0
at ID 9 connected to
controller 1 on P1
SCSI DASD 3 hdisk |U1.13-P1/Z1-Aa | 7M-08-00-10,0
at ID A connected to
controller 1 on P1
SCSI DASD 4 hdisk |U1.13-P1/Z1-Ab | 7M-08-00-11,0
at ID B connected to
controller 1 on P1
SCSI Enclosure U1.13-P1/Z1-Af 7M-08-00-15,0

Services SES
connected to
controller 1 on P1

/0 Subsystem Fan | U1.13-F1
(MSA)
/0 Subsystem Fan | U1.13-F2
(MSA)
/0 Subsystem Fan | U1.13-F3
(MSA)
1/0 Subsystem U1.13-F4

Blower (MSA)

Media Drawer Power
Connector

U1.13-P1-X1/Q3

Media Drawer Power
Cable

U1.13-P1-X1/Q3#

Media Drawer Power
Connector

U1.13-P2-X2/Q3

Media Drawer Power
Cable

U1.13-P2-X2/Q3#

Chapter 1. Reference Information

113



114

FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

I/O Subsystem 4 Locations (If IBF Installed)
Note: If the Integrated Battery Feature (IBF) is not installed, I/O Subsystem 4 is in I/O
Subsystem 4 position. See page .

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
u2.9

/0O Subsystem Left | U2.9-P1

10 backplane

assembly

/0 Subsystem Left | U2.9-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.9-P1 70-58, 70-5A,

Controller 70-5C, 70-5E

PCI Slot 1 Content U2.9-P1-11 71-08 to 71-0F
or 72-xx or
73-Xx

PCI Slot 2 Content U2.9-P1-12 74-08 to 74-0F
or 75-xx or
76-Xx

PCI Slot 3 Content U2.9-P1-13 77-08 to 77-0F
or 78-xx or
79-Xx

PCI Slot 4 Content U2.9-P1-14 7A-08 to 7A-0F
or 7B-xx or
7C-xx

EADS 2 - PCI U2.9-P1 7TE-58, TE-5A,

Controller 7E-5E

PCI Slot 5 Content U2.9-P1-15 7F-08 to 7F-0F
or 7G-xx or
TH-xx

PCI Slot 6 Content U2.9-P1-16 7J-08 to 7J-0F
or 7K-xx or
TL-xx

PCI Slot 7 Content U2.9-P1-17 7Q-08 to 7Q-0F
or 7R-xx or
7S-xx

EADS 3 - PCI U2.9-P1 7U-58, 7U-5A,

Controller 7U-5E

PCI Slot 8 Content U2.9-P1-18 7V-08 to 7V-0F
or 7W-xx or
TX-XX
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 9 Content U2.9-P1-19 7Y-08 to 7Y-OF
or 7Z-xx or
Ta-xXx

PCI Slot 10 Content | U2.9-P1-110 7e-08 to 7e-0F
or 7f-xx or 7g-xx

1/0 Riser Card U2.9-P1

1/0 Port Connector U2.9-P1/Q1

1/0 Port Cable From | U2.9-P1/Q1#

GX1A-port 3

1/0 Port Connector U2.9-P1/Q2

1/0 Port Cable to U2.9-P1/Q2#

port 0 on next Riser

card U2.9-P2/Q1

1/0 Subsystem U2.9-P2

Right IO backplane

assembly

1/0 Subsystem Right | U2.9-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.9-p2 7j-58, 7j-5A,

Controller 7j-5C, 7j-5E

PCI Slot 1 Content U2.9-P2-11 7k-08 to 7k-OF
or 7m-xx or
7n-Xx

PCI Slot 2 Content | U2.9-P2-12 7p-08 to 7p-0F
or 7g-XX or 7r-xx

PCI Slot 3 Content U2.9-P2-13 7s-08 to 7s-0F
or 7t-xx or 7u-xx

PCI Slot 4 Content U2.9-P2-14 7v-08 to 7v-0F
or 7w-xx or
TX-XX

EADS 2 - PCI U2.9-P2 80-58, 80-5A,

Controller 80-5E

PCI Slot 5 Content U2.9-P2-15 81-08 to 81-0F
or 82-xx or
83-xx

PCI Slot 6 Content U2.9-P2-16 84-08 to 84-0F
or 85-xx or
86-xx

PCI Slot 7 Content U2.9-P2-17 8A-08 to 8A-0F
or 8B-xx or
8C-xx
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FRU Name Code Location Connection Connection
Code

EADS 3 - PCI U2.9-P2 8E-58, 8E-5A,

Controller 8E-5E

PCI Slot 8 Content U2.9-P2-18 8F-08 to 8F-0F
or 8G-xx or
8H-xx

PCI Slot 9 Content U2.9-P2-19 8J-08 to 8J-0F
or 8K-xx or
8L-xx

PCI Slot 10 Content | U2.9-P2-110 8Q-08 to 8Q-0F
or 8R-xx or
8S-xx

1/0 Riser Card U2.9-P2

1/0 Port Connector U2.9-P2/Q1

1/0 Port Cable From |U2.9-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U2.9-P2/Q2

1/0 Port Cable to U2.9-P2/Q2#

GX1A-port 2

1/0 Subsystem DCA | U2.9-V1

1

DCA 1 to (BPA B) U2.9-v1/Q1

BPD2- 7A Connector

P04

DCA 1 to (BPA B) U2.9-V1/Q1#

BPD2- 7A Cable

DCA 1 to (BPAA) U2.9-v1/Q2

BPD2- 7A Connector

P04

DCA 1 to (BPAA) U2.9-V1/Q2#

BPD2- 7A Cable

Thermal Sensor U2.9-v1

1/0 Subsystem DCA | U2.9-V2

2

DCA 2 to (BPA B) U2.9-v2/Q1

BPD2- 7B Connector

P05

DCA 2 to (BPA B) U2.9-V2/Q1#

BPD2- 7B Cable

DCA 2 to (BPAA) U2.9-v2/Q2

BPD2- 7B Connector

P05

DCA 2 to (BPAA) U2.9-V2/Q2#

BPD2- 7B Cable
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
Thermal Sensor U2.9-v2
1/0 Subsystem SCSI | U2.9-P1/Z1 7M-08
controller 1 on P1
1/0 Subsystem SCSI | U2.9-P1/Z2 7b-08
controller 2 on P1
1/0 Subsystem SCSI | U2.9-P2/Z1 87-08
controller 1 on P2
1/0 Subsystem SCSI | U2.9-P2/Z2 8M-08
controller 2 on P2
DASD 4 Pack Cage |U2.9-P3
and card (1)
DASD 4 Pack Cage |U2.9-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk | U2.9-P2/Z22-A8 8M-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk | U2.9-P2/22-A9 8M-08-00-9,0
at ID 9 connected to
controller 2 on P2
SCSI DASD 3 hdisk | U2.9-P2/Z2-Aa 8M-08-00-10,0
at ID A connected to
controller 2 on P2
SCSI DASD 4 hdisk | U2.9-P2/Z2-Ab 8M-08-00-11,0
at ID B connected to
controller 2 on P2
SCSI Enclosure U2.9-P2/Z22-Af 8M-08-00-15,0
Services SES
connected to
controller 2 on P2
DASD 4 Pack Cage |U2.9-P4
and card (2)
DASD 4 Pack Cage |U2.9-P4-N1
and card (2) VPD
SCSI DASD 1 hdisk | U2.9-P2/Z1-A8 87-08-00-8,0
at ID 8 connected to
controller 1 on P2
SCSI DASD 2 hdisk | U2.9-P2/Z21-A9 87-08-00-9,0
at ID 9 connected to
controller 1 on P2
SCSI DASD 3 hdisk | U2.9-P2/Z1-Aa 87-08-00-10,0

at ID A connected to
controller 1 on P2
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U2.9-P2/Z1-Ab

87-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U2.9-P2/Z1-Af

87-08-00-15,0

DASD 4 Pack Cage
and card (3)

U2.9-P5

DASD 4 Pack Cage
and card (3) VPD

U2.9-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U2.9-P1/22-A8

7b-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U2.9-P1/Z2-A9

7b-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

U2.9-P1/72-Aa

7b-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P1

U2.9-P1/Z2-Ab

7b-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P1

U2.9-P1/22-Af

7b-08-00-15,0

DASD 4 Pack Cage
and card (4)

U2.9-P6

DASD 4 Pack Cage
and card (4) VPD

U2.9-P6-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P1

U2.9-P1/21-A8

7M-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P1

U2.9-P1/71-A9

7M-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P1

U2.9-P1/71-Aa

7M-08-0010,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P1

U2.9-P1/Z1-Ab

7M-08-00-11,0
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
SCSI Enclosure U2.9-P1/Z1-Af 7M-08-00-15,0
Services SES
connected to
controller 1 on P1
1/0O Subsystem Fan | U2.9-F1
(MSA)
/0O Subsystem Fan | U2.9-F2
(MSA)
/0O Subsystem Fan | U2.9-F3
(MSA)
/0O Subsystem Fan | U2.9-F4
(MSA)
Media Drawer Power | U2.9-P1-X1/Q3
Connector
Media Drawer Power | U2.9-P1-X1/Q3#
Cable
Media Drawer Power | U2.9-P2-X2/Q3
Connector
Media Drawer Power | U2.9-P2-X2/Q3#
Cable
Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code

1/0 Subsystem 5 Locations

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
u2.1

1/0 Subsystem Left |U2.1-P1

10 backplane

assembly

/0 Subsystem Left | U2.1-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.1-P1 8U-58, 8U-5A,

Controller 8U-5C, 8U-5E

PCI Slot 1 Content | U2.1-P1-I11 8V-08 to 8V-0F
or 8W-xx or
8X-XX

PCI Slot 2 Content U2.1-P1-12 8Y-08 to 8Y-0F
or 8Z-xx or
8a-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 3 Content U2.1-P1-13 8b-08 to 8b-0F
or 8c-xx or
8d-xx

PCI Slot 4 Content U2.1-P1-14 8e-08 to 8e-0F
or 8f-xx or 8g-xx

EADS 2 - PCI U2.1-P1 8j-58, 8j-5A,

Controller 8j-5E

PCI Slot 5 Content U2.1-P1-15 8k-08 to 8k-0F
or 8m-xx or
8n-xx

PCI Slot 6 Content U2.1-P1-16 8p-08 to 8p-0F
or 8g-xx or 8r-xx

PCI Slot 7 Content U2.1-P1-17 8v-08 to 8v-0OF
or 8w-xx or
8X-xX

EADS 3 - PCI U2.1-P1 90-58, 90-5A,

Controller 90-5E

PCI Slot 8 Content U2.1-P1-18 91-08 to 91-0F
or 92-xx or
93-xx

PCI Slot 9 Content U2.1-P1-19 94-08 to 94-0F
or 95-xx or
96-xx

PCI Slot 10 Content | U2.1-P1-110 9A-08 to 9A-0F
or 9B-xx or
9C-xx

1/0 Riser Card U2.1-P1

1/0 Port Connector | U2.1-P1/Q1

1/0 Port Cable From | U2.1-P1/Q1#

GX1A-port 1

1/0 Port Connector | U2.1-P1/Q2

1/0 Port Cable to U2.1-P1/Q2#

port O on next Riser

card U2.1-P2.1/Q1

1/0O Subsystem U2.1-P2

Right IO backplane

assembly

1/0 Subsystem Right | U2.1-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.1-P2 9E-58, 9E-5A,

Controller 9E-5C, 9E-5E
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 1 Content U2.1-P2-11 9F-08 to 9F-0F
or 9G-xx or
9H-xx

PCI Slot 2 Content U2.1-P2-12 9J-08 to 9J-0F
or 9K-xx or
9L-xx

PCI Slot 3 Content U2.1-P2-13 9M-08 to 9M-0OF
or 9N-xx or
9P-xx

PCI Slot 4 Content U2.1-P2-14 9Q-08 to 9Q-0F
or 9R-xx or
9S-xx

EADS 2 - PCI U2.1-P2 9U-58, 9U-5A,

Controller 9U-5E

PCI Slot 5 Content U2.1-P2-15 9V-08 to 9V-0F
or 9W-xx or
9X-xX

PCI Slot 6 Content U2.1-P2-16 9Y-08 to 9Y-OF
or 9Z-xx or
9a-xx

PCI Slot 7 Content U2.1-P2-17 9e-08 to 91-0F
or 9Z-xx or
9a-xx

EADS 3 - PCI U2.1-P2 9j-58, 9j-5A,

Controller 9j-5E

PCI Slot 8 Content U2.1-P2-18 9k-08 to 9k-OF
or 9m-xx or
9n-xx

PCI Slot 9 Content U2.1-P2-19 9p-08 to 9p-0OF
or 9g-xx or 9r-xx

PCI Slot 10 Content |U2.1-P2-110 9v-08 to 9v-OF
or 9w-xx or
9X-XX

1/0 Riser Card U2.1-P2

1/0 Port Connector U2.1-P2/Q1

1/0 Port Cable From | U2.1-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U2.1-P2/Q2

1/0 Port Cable to U2.1-P2/Q2#

GX1A-port 2

/0 Subsystem DCA | U2.1-V1

1
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DCA 1 to (BPAB) U2.1-v1/Q1
BPD1- 5A Connector
P00
DCA 1 to (BPAB) U2.1-V1/Q1#
BPD1- 5A Cable
DCA 1 to (BPAA) U2.1-v1/Q2
BPD1- 5A Connector
P00
DCA 1 to (BPAA) U2.1-V1/Q2#
BPD1- 5A Cable
Thermal Sensor u2.1-v1
/0 Subsystem DCA | U2.1-V2
2
DCA 2 to (BPA B) U2.1-v2/Q1
BPD1- 5B Connector
P01
DCA 2 to (BPA B) U2.1-V2/Q1#
BPD1- 5B Cable
DCA 2 to (BPAA) U2.1-v2/Q2
BPD1- 5B Connector
P01
DCA 2 to (BPAA) U2.1-V2/Q2#
BPD1- 5B Cable
Thermal Sensor U2.1-v2
1/0 Subsystem SCSI |U2.1-P1/Z1 8s-08
controller 1 on P1
1/0 Subsystem SCSI | U2.1-P1/Z2 97-08
controller 2 on P1
1/0 Subsystem SCSI | U2.1-P2/Z1 9b-08
controller 1 on P2
1/0 Subsystem SCSI | U2.1-P2/Z2 9s-08
controller 2 on P2
DASD 4 Pack Cage |U2.1-P3
and card (1)
DASD 4 Pack Cage |U2.1-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk |U2.1-P2/Z2-A8 9s-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk |U2.1-P2/22-A9 9s-08-00-9,0

at ID 9 connected to
controller 2 on P2
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P2

U2.1-P2/Z2-Aa

9s-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P2

U2.1-P2/Z2-Ab

9s-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U2.1-P2/Z22-Af

9s-08-00-15,0

DASD 4 Pack Cage
and card (2)

U2.1-P

DASD 4 Pack Cage
and card (2) VPD

U2.1-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U2.1-P2/Z1-A8

9b-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U2.1-P2/21-A9

9b-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U2.1-P2/Z1-Aa

9b-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U2.1-P2/Z1-Ab

9b-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U2.1-P2/Z1-Af

9b-08-00-15,0

DASD 4 Pack Cage
and card (3)

U2.1-P5

DASD 4 Pack Cage
and card (3) VPD

U2.1-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U2.1-P1/Z2-A8

97-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U2.1-P1/22-A9

97-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

U2.1-P1/Z2-Aa

97-08-00-10,0
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code

SCSI DASD 4 hdisk |U2.1-P1/Z2-Ab 97-08-00-11,0
at ID B connected to
controller 2 on P1

SCSI Enclosure U2.1-P1/Z2-Af 97-08-00-15,0
Services SES
connected to
controller 2 on P1

DASD 4 Pack Cage |U2.1-P6
and card (4)

DASD 4 Pack Cage |U2.1-P6-N1
and card (4) VPD

SCSI DASD 1 hdisk |U2.1-P1/Z1-A8 8s-08-00-8,0
at ID 8 connected to
controller 1 on P1

SCSI DASD 2 hdisk |U2.1-P1/21-A9 8s-08-00-9,0
at ID 9 connected to
controller 1 on P1

SCSI DASD 3 hdisk | U2.1-P1/Z1-Aa 8s-08-00-10,0
at ID A connected to
controller 1 on P1

SCSI DASD 4 hdisk |U2.1-P1/Z1-Ab 8s-08-00-11,0
at ID B connected to
controller 1 on P1

SCSI Enclosure U2.1-P1/Z1-Af 8s-08-00-15,0
Services SES
connected to
controller 1 on P1

/0 Subsystem Fan | U2.1-F1

(MSA)

/0 Subsystem Fan | U2.1-F2

(MSA)

1/0 Subsystem Fan | U2.1-F3

(MSA)

/0 Subsystem Fan |U2.1-F4

(MSA)

Media Drawer Power | U2.1-P1-X1/Q3
Connector

Media Drawer Power | U2.1-P1-X1/Q3#
Cable

Media Drawer Power | U2.1-P2-X2/Q3
Connector

Media Drawer Power | U2.1-P2-X2/Q3#
Cable
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem 6 Location

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
u2.5

/0O Subsystem Left |U2.5-P1

10 backplane

assembly

1/0 Subsystem Left |U2.5-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.5-P1 A0-58, A0-5A,

Controller AO0-5C, AO-5E

PCI Slot 1 Content U2.5-P1-11 A1-08 to A1-OF
or A2-xx or
A3-xx

PCI Slot 2 Content U2.5-P1-12 A4-08 to A4-0F
or A5-xx or
AB-XX

PCI Slot 3 Content U2.5-P1-13 A7-08 to A7-0F
or A8-xx or
A9-xx

PCI Slot 4 Content U2.5-P1-14 AA-08 to AA-OF
or AB-xx or
AC-xx

EADS 2 - PCI U2.5-P1 AE-58, AE-5A,

Controller AE-5E

PCI Slot 5 Content U2.5-P1-15 AF-08 to AF-OF
or AG-xx or
AH-xx

PCI Slot 6 Content U2.5-P1-16 AJ-08 to AJ-0F
or AK-xx or
AL-Xx

PCI Slot 7 Content U2.5-P1-17 AQ-08 to AQ-OF
or AR-xx or
AS-xx

EADS 3 - PCI U2.5-P1 AU-58, AU-5A,

Controller AU-5E

PCI Slot 8 Content U2.5-P1-18 AV-08 to AV-0F
or AW-xx or
AX-XX

PCI Slot 9 Content U2.5-P1-19 AY-08 to AY-OF
or AZ-xx or
Aa-xx

Chapter 1. Reference Information

125



Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 10 Content | U2.5-P1-110 Ae-08 to Ae-OF
or Af-xx or
Ag-Xx

1/0 Riser Card U2.5-P1

1/0 Port Connector | U2.5-P1/Q1

1/0 Port Cable From |U2.5-P1/Q1#

GX1A-port 1

1/0 Port Connector | U2.5-P1/Q2

1/0 Port Cable to U2.5-P1/Q2#

port 0 on next Riser

card U2.5-P2.1/Q1

1/0 Subsystem U2.5-P2

Right IO backplane

assembly

1/0 Subsystem Right | U2.5-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.5-pP2 Aj-58, Aj-5A,

Controller AJj-5C, AJ-5E

PCI Slot 1 Content U2.5-P2-11 Ak-08 to Ak-OF
or Am-xx or
An-xx

PCI Slot 2 Content U2.5-P2-12 Ap-08 to Ap-OF
or Ag-xx or
Ar-xx

PCI Slot 3 Content U2.5-P2-13 As-08 to As-OF
or At-xx or
Au-xx

PCI Slot 4 Content U2.5-P2-14 Av-08 to Av-OF
or Aw-xx or
AX-XX

EADS 2 - PCI U2.5-P2 B0-58, BO-5A,

Controller BO-5E

PCI Slot 5 Content U2.5-P2-15 B1-08 to B1-0F
or B2-xx or
B3-xx

PCI Slot 6 Content U2.5-P2-16 B4-08 to B4-0F
or B5-xx or
B6-xx

PCI Slot 7 Content U2.5-P2-17 BA-08 to BA-OF
or BB-xx or
BC-xx

EADS 3 - PCI U2.5-P2 BE-58, BE-5A,

Controller BE-5E
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 8 Content U2.5-P2-18 BF-08 to BF-OF
or BG-xx or
BH-xx

PCI Slot 9 Content U2.5-P2-19 BJ-08 to BJ-OF
or BK-xx or
BL-xx

PCI Slot 10 Content | U2.5-P2-110 BQ-08 to BQ-0F
or BR-xx or
BS-xx

1/0 Riser Card U2.5-P2

1/0 Port Connector U2.5-P2/Q1

1/0 Port Cable From | U2.5-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U2.5-P2/Q2

1/0 Port Cable to U2.5-P2/Q2#

GX1A-port 2

/0O Subsystem DCA | U2.5-V1

1

DCA 1 to (BPA B) U2.5-v1/Q1

BPD2- 6A Connector

P02

DCA 1 to (BPA B) U2.5-V1/Q1#

BPD2- 6A Cable

DCA 1 to (BPAA) U2.5-v1/Q2

BPD2- 6A Connector

P02

DCA 1 to (BPAA) U2.5-V1/Q2#

BPD2- 6A Cable

Thermal Sensor U2.5-v1

1/0O Subsystem DCA | U2.5-V2

2

DCA 2 to (BPA B) U2.5-v2/Q1

BPD2- 6B Connector

P03

DCA 2 to (BPA B) U2.5-V2/Q1#

BPD2- 6B Cable

DCA 2 to (BPAA) U2.5-v2/Q2

BPD2- 6B Connector

P03

DCA 2 to (BPAA) U2.5-V2/Q2#

BPD2- 6B Cable

Thermal Sensor U2.5-v2
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem SCSI
controller 1 on P1

U2.5-P1/71

AM-08

1/0 Subsystem SCSI
controller 2 on P1

U2.5-P1/22

Ab-08

/0 Subsystem SCSI
controller 1 on P2

U2.5-P2/71

B7-08

1/0 Subsystem SCSI
controller 2 on P2

U2.5-P2/z2

BM-08

DASD 4 Pack Cage
and card (1)

U2.5-P3

DASD 4 Pack Cage
and card (1) VPD

U2.5-P3-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P2

U2.5-P2/72-A8

BM-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P2

U2.5-P2/Z2-A9

BM-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P2

U2.5-P2/Z2-Aa

BM-08-00-A,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P2

U2.5-P2/Z2-Ab

BM-08-00-B,0

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U2.5-P2/Z2-Af

BM-08-00-F,0

DASD 4 Pack Cage
and card (2)

U2.5-P4

DASD 4 Pack Cage
and card (2) VPD

U2.5-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U2.5-P2/71-A8

B7-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U2.5-P2/Z1-A9

B7-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U2.5-P2/Z1-Aa

B7-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U2.5-P2/Z1-Ab

B7-08-00-11,0
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

SCSI Enclosure
Services SES
connected to
controller 1 on P2

U2.5-P2/Z1-Af

B7-08-00-15,0

DASD 4 Pack Cage
and card (3)

U2.5-P5

DASD 4 Pack Cage
and card (3) VPD

U2.5-P5-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P1

U2.5-P1/22-A8

Ab-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P1

U2.5-P1/22-A9

Ab-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P1

U2.5-P1/Z2-Aa

Ab-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P1

U2.5-P1/22-Ab

Ab-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P1

U2.5-P1/Z2-Af

Ab-08-00-15,0

DASD 4 Pack Cage
and card (4)

U2.5-P6

DASD 4 Pack Cage
and card (4) VPD

U2.5-P6-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P1

U2.5-P1/21-A8

AM-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P1

U2.5-P1/Z1-A9

AM-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P1

U2.5-P1/Z1-Aa

AM-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P1

U2.5-P1/Z1-Ab

AM-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 1 on P1

U2.5-P1/Z1-Af

AM-08-00-15,0
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

/0 Subsystem Fan | U2.5-F1

(MSA)

/0 Subsystem Fan | U2.5-F2

(MSA)

/0O Subsystem Fan | U2.5-F3

(MSA)

/0 Subsystem Fan | U2.5-F4

(MSA)

Media Drawer Power | U2.5-P1-X1/Q3

Connector

Media Drawer Power | U2.5-P1-X1/Q3#

Cable

Media Drawer Power | U2.5-P2-X2/Q3

Connector

Media Drawer Power | U2.5-P2-X2/Q3#

Cable

Location AIX Physical Logical

FRU Name Code Location Connection Connection

Code

I/O Subsystem 7 Locations

1/0 Subsystem 1 (MT/M Serial #)
Chassis & Midplane |U2.13

Card

1/0 Subsystem Left |U2.13-P1

10 backplane

assembly

/0 Subsystem Left | U2.13-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.13-P1 BU-58, BU-5A,

Controller BU-5C, BU-5E

PCI Slot 1 Content U2.13-P1-11 BV-08 to BV-0F
or BW-xx or
BX-xx

PCI Slot 2 Content U2.13-P1-12 BY-08 to BY-OF
or BZ-xx or
Ba-xx

PCI Slot 3 Content U2.13-P1-13 Bb-08 to Bb-0F
or Bc-xx or
Bd-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 4 Content U2.13-P1-14 Be-08 to Be-OF
or Bf-xx or
Bg-xx

EADS 2 - PCI U2.13-P1 Bj-58, Bj-5A,

Controller Bj-5E

PCI Slot 5 Content U2.13-P1-15 Bk-08 to Bk-OF
or Bm-xx or
Bn-xx

PCI Slot 6 Content U2.13-P1-16 Bp-08 to Bp-OF
or Bg-xx or
Br-xx

PCI Slot 7 Content U2.13-P1-17 Bv-08 to Bv-0F
or Bw-xx or
Bx-xx

EADS 3 - PCI U2.13-P1 C0-58, CO-5A,

Controller CO-5E

PCI Slot 8 Content U2.13-P1-18 C1-08 to C1-0F
or C2-xx or
C3-xx

PCI Slot 9 Content U2.13-P1-19 C4-08 to C4-0F
or C5-xx or
C6-xx

PCI Slot 10 Content | U2.13-P1-110 CA-08 to CA-OF
or CB-xx or
CC-xx

1/0 Riser Card U2.13-P1

1/0 Port Connector U2.13-P1/Q1

1/0 Port Cable From | U2.13-P1/Q1#

GX1A-port 1

1/0 Port Connector | U2.13-P1/Q2

1/0 Port Cable to U2.13-P1/Q2#

port 0 on next Riser

card U2.13-P2.1/Q1

1/0O Subsystem U2.13-P2

Right IO backplane

assembly

1/0O Subsystem Right | U2.13-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.13-P2 CE-58, CE-5A,

Controller CE-5C, CE-5E

PCI Slot 1 Content U2.13-P2-11 CF-08 to CF-OF
or CG-xx or
CH-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 2 Content U2.13-P2-12 CJ-08 to CJ-OF
or CK-xx or
CL-xx

PCI Slot 3 Content U2.13-P2-13 CM-08 to
CM-0F
or CN-xx or
CP-xx

PCI Slot 4 Content U2.13-P2-14 CQ-08 to CQ-0F
or CR-xx or
CS-xx

EADS 2 - PCI U2.13-P2 CU-58, CU-5A,

Controller CU-5E

PCI Slot 5 Content U2.13-P2-15 CV-08 to CV-0F
or CW-xx or
CX-xx

PCI Slot 6 Content U2.13-P2-16 CY-08 to CY-OF
or CZ-xx or
Ca-xx

PCI Slot 7 Content U2.13-P2-17 Ce-08 to Ce-OF
or Cf-xx or
Cg-xx

EADS 3 - PCI U2.13-P2 Cj-58, Cj-5A,

Controller Cj-5E

PCI Slot 8 Content U2.13-P2-18 Ck-08 to Ck-OF
or Cm-xx or
Cn-xx

PCI Slot 9 Content U2.13-P2-19 Cp-08 to Cp-0F
or Cg-xx or
Cr-xx

PCI Slot 10 Content | U2.13-P2-110 Cv-08 to Cv-OF
or Cw-xx or
CX-XX

1/0 Riser Card U2.13-P2

1/0 Port Connector U2.13-P2/Q1

1/0 Port Cable From | U2.13-P2/Q1#

Riser port 1 P1.1/Q1

1/0 Port Connector U2.13-P2/Q2

1/0 Port Cable to U2.13-P2/Q2#

GX1A-port 2

1/0 Subsystem DCA |U2.13-V1

1

DCA 1 to (BPA B) U2.13-V1/Q1

BPD2- 6A Connector

P02
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
DCA 1 to (BPA B) U2.13-V1/Q1#
BPD2- 6A Cable
DCA 1 to (BPAA) U2.13-V1/Q2
BPD2- 6A Connector
P02
DCA 1 to (BPAA) U2.13-V1/Q2#
BPD2- 6A Cable
Thermal Sensor U2.13-v1
1/0 Subsystem DCA | U2.13-V2
2
DCA 2 to (BPA B) U2.13-v2/Q1
BPD2- 6B Connector
P03
DCA 2 to (BPAB) U2.13-V2/Q1#
BPD2- 6B Cable
DCA 2 to (BPAA) U2.13-v2/Q2
BPD2- 6B Connector
P03
DCA 2 to (BPAA) U2.13-V2/Q2#
BPD2- 6B Cable
Thermal Sensor U2.13-v2
/0 Subsystem SCSI | U2.13-P1/Z71 Bs-08
controller 1 on P1
1/0 Subsystem SCSI | U2.13-P1/22 C7-08
controller 2 on P1
1/0 Subsystem SCSI | U2.13-P2/Z1 Cb-08
controller 1 on P2
/0 Subsystem SCSI | U2.13-P2/Z2 Cs-08
controller 2 on P2
DASD 4 Pack Cage |U2.13-P3
and card (1)
DASD 4 Pack Cage |U2.13-P3-N1
and card (1) VPD
SCSI DASD 1 hdisk | U2.13-P2/22-A8 | Cs-08-00-8,0
at ID 8 connected to
controller 2 on P2
SCSI DASD 2 hdisk | U2.13-P2/Z2-A9 | Cs-08-00-9,0
at ID 9 connected to
controller 2 on P2
SCSI DASD 3 hdisk | U2.13-P2/Z2-Aa | Cs-08-00-10,0

at ID A connected to
controller 2 on P2
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FRU Name Code Location Connection Connection
Code

SCSI DASD 4 hdisk |U2.13-P2/Z2-Ab | Cs-08-00-11,0
at ID B connected to
controller 2 on P2

SCSI Enclosure U2.13-P2/Z22-Af Cs-08-00-15,0
Services SES
connected to
controller 2 on P2

DASD 4 Pack Cage |U2.13-P4
and card (2)

DASD 4 Pack Cage |UZ2.13-P4-N1
and card (2) VPD

SCSI DASD 1 hdisk |U2.13-P2/Z1-A8 | Cbh-08-00-8,0
at ID 8 connected to
controller 1 on P2

SCSI DASD 2 hdisk |U2.13-P2/Z1-A9 | Cbh-08-00-9,0
at ID 9 connected to
controller 1 on P2

SCSI DASD 3 hdisk |U2.13-P2/Z1-Aa | Cb-08-00-10,0
at ID A connected to
controller 1 on P2

SCSI DASD 4 hdisk |U2.13-P2/Z1-Ab | Cb-08-00-11,0
at ID B connected to
controller 1 on P2

SCSI Enclosure U2.13-P2/Z1-Af Cb-08-00-15,0
Services SES
connected to
controller 1 on P2

DASD 4 Pack Cage |U2.13-P5
and card (3)

DASD 4 Pack Cage |UZ2.13-P5-N1
and card (3) VPD

SCSI DASD 1 hdisk |U2.13-P1/Z2-A8 | C7-08-00-8,0
at ID 8 connected to
controller 2 on P1

SCSI DASD 2 hdisk |U2.13-P1/Z2-A9 C7-08-00-9,0
at ID 9 connected to
controller 2 on P1

SCSI DASD 3 hdisk |U2.13-P1/Z2-Aa | C7-08-00-10,0
at ID A connected to
controller 2 on P1

SCSI DASD 4 hdisk |U2.13-P1/Z2-Ab | C7-08-00-11,0
at ID B connected to
controller 2 on P1
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Location AIX Physical Logical
FRU Name Code Location Connection Connection
Code
SCSI Enclosure U2.13-P1/Z2-Af C7-08-00-15,0
Services SES
connected to
controller 2 on P1
DASD 4 Pack Cage |U2.13-P6
and card (4)
DASD 4 Pack Cage |U2.13-P6-N1
and card (4) VPD
SCSI DASD 1 hdisk |U2.13-P1/Z1-A8 | Bs-08-00-8,0
at ID 8 connected to
controller 1 on P1
SCSI DASD 2 hdisk | U2.13-P1/Z1-A9 | Bs-08-00-9,0
at ID 9 connected to
controller 1 on P1
SCSI DASD 3 hdisk | U2.13-P1/Z1-Aa | Bs-08-00-10,0
at ID A connected to
controller 1 on P1
SCSI DASD 4 hdisk | U2.13-P1/Z1-Ab | Bs-08-00-11,0
at ID B connected to
controller 1 on P1
SCSI Enclosure U2.13-P1/Z1-Af Bs-08-00-15,0

Services SES
connected to
controller 1 on P1

1/0 Subsystem Fan | U2.13-F1
(MSA)
/0 Subsystem Fan | U2.13-F2
(MSA)
/0 Subsystem Fan | U2.13-F3
(MSA)
/0 Subsystem Fan | U2.13-F4

(MSA)

Media Drawer Power
Connector

U2.13-P1-X1/Q3

Media Drawer Power
Cable

U2.13-P1-X1/Q3#

Media Drawer Power
Connector

U2.13-P2-X2/Q3

Media Drawer Power
Cable

U2.13-P2-X2/Q3#
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FRU Name

Location
Code

AlX
Location
Code

Physical
Connection

Logical
Connection

I/O Subsystem 8 Location

/0 Subsystem 1
Chassis & Midplane
Card

(MT/M Serial #)
U2.19

/0O Subsystem Left |U2.19-P1

10 backplane

assembly

1/0 Subsystem Left |U2.19-P1-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.19-P1 D0-58, DO-5A,

Controller D0-5C, DO-5E

PCI Slot 1 Content U2.19-P1-11 D1-08 to D1-0F
or D2-xx or
D3-xx

PCI Slot 2 Content U2.19-P1-12 D4-08 to D4-0F
or D5-xx or
D6-xx

PCI Slot 3 Content U2.19-P1-13 D7-08 to D7-0F
or D8-xx or
D9-xx

PCI Slot 4 Content U2.19-P1-14 DA-08 to DA-OF
or DB-xx or
DC-xx

EADS 2 - PCI U2.19-P1 DE-58, DE-5A,

Controller DE-5E

PCI Slot 5 Content U2.19-P1-15 DF-08 to DF-OF
or DG-xx or
DH-xx

PCI Slot 6 Content U2.19-P1-16 DJ-08 to DJ-OF
or DK-xx or
DL-xx

PCI Slot 7 Content U2.19-P1-17 DQ-08 to DQ-0F
or DR-xx or
DS-xx

EADS 3 - PCI U2.19-P1 DU-58, DU-5A,

Controller DU-5E

PCI Slot 8 Content U2.19-P1-18 DV-08 to DV-OF
or DW-xx or
DX-xx

PCI Slot 9 Content U2.19-P1-19 DY-08 to DY-OF
or DZ-xx or
Da-xx
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Location AIX Physical Logical

FRU Name Code Location Connection Connection
Code

PCI Slot 10 Content | U2.19-P1-110 De-08 to De-OF
or Df-xx or
Dg-xx

1/0 Riser Card U2.19-P1

1/0 Port Connector | U2.19-P1/Q1

1/0 Port Cable From | U2.19-P1/Q1#

GX1A-port 1

1/0 Port Connector | U2.19-P1/Q2

1/0 Port Cable to U2.19-P1/Q2#

port 0 on next Riser

card U2.19-P2.1/Q1

1/0 Subsystem U2.19-P2

Right IO backplane

assembly

1/0 Subsystem Right | U2.19-P2-N1

10 backplane

assembly VPD

EADS 1 - PCI U2.19-P2 Dj-58, Dj-5A,

Controller Dj-5C, Dj-5E

PCI Slot 1 Content U2.19-P2-11 Dk-08 to Dk-OF
or Dm-xx or
Dn-xx

PCI Slot 2 Content U2.19-P2-12 Dp-08 to Dp-OF
or Dg-xx or
Dr-xx

PCI Slot 3 Content U2.19-P2-13 Ds-08 to Ds-0F
or Dt-xx or
Du-xx

PCI Slot 4 Content U2.19-P2-14 Dv-08 to Dv-0F
or Dw-xx or
Dx-xx

EADS 2 - PCI U2.19-P2 E0-58, EO-5A,

Controller EO-5E

PCI Slot 5 Content U2.19-P2-15 E1-08 to E1-OF
or E2-xx or
E3-xx

PCI Slot 6 Content U2.19-P2-16 E4-08 to E4-0F
or E5-xx or
E6-xx

PCI Slot 7 Content U2.19-P2-17 EA-08 to EA-OF
or EB-xx or
EC-xx

EADS 3 - PCI U2.19-P2 EE-58, EE-5A,

Controller EE-5E
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FRU Name Code Location Connection Connection
Code
PCI Slot 8 Content U2.19-P2-18 EF-08 to EF-OF
or EG-xx or
EH-xx
PCI Slot 9 Content U2.19-P2-19 EJ-08 to EJ-OF
or EK-xx or
EL-xx
PCI Slot 10 Content | U2.19-P2-110 EQ-08 to EQ-OF
or ER-xx or
ES-xx
1/0 Riser Card U2.19-P2
1/0 Port Connector U2.19-P2/Q1

1/0 Port Cable From
Riser port 1 P1.1/Q1

U2.19-P2/Q1#

1/0 Port Connector

U2.19-P2/Q2

1/0 Port Cable to
GX1A-port 2

U2.19-P2/Q2#

1/0 Subsystem DCA | U2.19-V1
1
DCA 1 to (BPA B) U2.19-V1/Q1

BPD2- 6A Connector
P02

DCA 1 to (BPA B)
BPD2- 6A Cable

U2.19-V1/Q1#

DCA 1to (BPAC)
BPD2- 6A Connector
P02

U2.19-V1/Q2

DCA 1 to (BPA C)
BPD2- 6A Cable

U2.19-V1/Q2#

Thermal Sensor U2.19-vV1
1/0 Subsystem DCA | U2.19-V2

2

DCA 2 to (BPA B) U2.19-V2/Q1

BPD2- 6B Connector
P03

DCA 2 to (BPA B)
BPD2- 6B Cable

U2.19-V2/Q1#

DCA 2 to (BPAA)
BPD2- 6B Connector
P03

U2.19-V2/Q2

DCA 2 to (BPAA)
BPD2- 6B Cable

U2.19-V2/Q2#

Thermal Sensor

U2.19-v2
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FRU Name

Location
Code

AIX
Location
Code

Physical
Connection

Logical
Connection

1/0 Subsystem SCSI
controller 1 on P1

U2.19-P1/Z1

DM-08

1/0 Subsystem SCSI
controller 2 on P1

U2.19-P1/22

Db-08

/0O Subsystem SCSI
controller 1 on P2

U2.19-P2/21

E7-08

/0O Subsystem SCSI
controller 2 on P2

U2.19-P2/22

EM-08

DASD 4 Pack Cage
and card (1)

U2.19-P3

DASD 4 Pack Cage
and card (1) VPD

U2.19-P3-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 2 on P2

U2.19-P2/Z2-A8

EM-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 2 on P2

U2.19-P2/Z22-A9

EM-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 2 on P2

U2.19-P2/Z2-Aa

EM-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 2 on P2

U2.19-P2/Z2-Ab

EM-08-00-11,0

SCSI Enclosure
Services SES
connected to
controller 2 on P2

U2.19-P2/Z2-Af

EM-08-00-15,0

DASD 4 Pack Cage
and card (2)

U2.19-P4

DASD 4 Pack Cage
and card (2) VPD

U2.19-P4-N1

SCSI DASD 1 hdisk
at ID 8 connected to
controller 1 on P2

U2.19-P2/Z1-A8

E7-08-00-8,0

SCSI DASD 2 hdisk
at ID 9 connected to
controller 1 on P2

U2.19-P2/Z1-A9

E7-08-00-9,0

SCSI DASD 3 hdisk
at ID A connected to
controller 1 on P2

U2.19-P2/Z1-Aa

E7-08-00-10,0

SCSI DASD 4 hdisk
at ID B connected to
controller 1 on P2

U2.19-P2/Z1-Ab

E7-08-00-11,0
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FRU Name Code Location Connection Connection
Code
SCSI Enclosure U2.19-P2/Z1-Af E7-08-00-15,0

Services SES
connected to
controller 1 on P2

DASD 4 Pack Cage |U2.19-P5
and card (3)

DASD 4 Pack Cage |U2.19-P5-N1
and card (3) VPD

SCSI DASD 1 hdisk |U2.19-P1/22-A8 | Db-08-00-8,0
at ID 8 connected to
controller 2 on P1

SCSI DASD 2 hdisk |U2.19-P1/Z2-A9 | Db-08-00-9,0
at ID 9 connected to
controller 2 on P1

SCSI DASD 3 hdisk |U2.19-P1/Z2-Aa | Db-08-00-10,0
at ID A connected to
controller 2 on P1

SCSI DASD 4 hdisk |U2.19-P1/Z2-Ab | Db-08-00-11,0
at ID B connected to
controller 2 on P1

SCSI Enclosure U2.19-P1/Z2-Af Db-08-00-15,0
Services SES
connected to
controller 2 on P1

DASD 4 Pack Cage |U2.19-P6
and card (4)

DASD 4 Pack Cage |U2.19-P6-N1
and card (4) VPD

SCSI DASD 1 hdisk | U2.19-P1/Z1-A8 | DM-08-00-8,0
at ID 8 connected to
controller 1 on P1

SCSI DASD 2 hdisk |U2.19-P1/Z1-A9 | DM-08-00-9,0
at ID 9 connected to
controller 1 on P1

SCSI DASD 3 hdisk | U2.19-P1/Z1-Aa DM-08-00-10,0
at ID A connected to
controller 1 on P1

SCSI DASD 4 hdisk |U2.19-P1/Z1-Ab | DM-08-00-11,0
at ID B connected to
controller 1 on P1

SCSI Enclosure U2.19-P1/Z1-Af DM-08-00-15,0
Services SES
connected to
controller 1 on P1
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FRU Name Code Location Connection Connection
Code
1/0 Subsystem Fan | U2.19-F1
(MSA)
/0 Subsystem Fan | U2.19-F2
(MSA)
/0 Subsystem Fan | U2.19-F3
(MSA)
/0 Subsystem Fan | U2.19-F4
(MSA)
Media Drawer Power | U2.19-P1-X1/Q3
Connector
Media Drawer Power | U2.19-P1-X1/Q3#
Cable
Media Drawer Power | U2.19-P2-X2/Q3
Connector
Media Drawer Power | U2.19-P2-X2/Q3#
Cable
System Requirements for Adding Processor MCMs
Processor | Total BUS | Total DCA, | Total L3 Cache |VPD Memory
MCM Pass-Thru | Power Capacitor Plug Locations Book Plug
Modules Converter Books (FC | Positions Locations
(FC5257) (FC 6170 6198)
Required, and 6189) | Required
Locations Required, Locations
Locations
Add 1st Qty=0 FC 6170 Qty=1 Ce, C7, U1.18-P1-H2.3 U1.18-P1-M2
MCM (2X) U1.18-P1-V3| C10, C11 U1.18-P1-M3
Position U1.18-P1-V1
C1 U1.18-P1-V2
Add 2rd Qty =2 FC 6170 Qty=1 C14, C15, |U1.18-P1-H2.4 U1.18-P1-M
MCM U1.18-P1-C3| (2X) U1.18-P1-V3| C18,C19 7U1.18-P1-M6
Position U1.18-P1-C2| U1.18-P1-V1
C4 U1.18-P1-V2
FC 6189
(1X)
U1.18-P1-V4
Add 3nd Qty=1 FC 6170 Qty=2 C8, C12, U1.18-P1-H2.5 U1.18-P1-M4
MCM U1.18-P1-C2| (2X) U1.18-P1-V3| C16, C20 U1.18-P1-M8
Position U1.18-P1-V1| U1.18-P1-V7
C3 U1.18-P1-V2
FC 6189
(2X)
U1.18-P1-V4
U1.18-P1-V5
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Add 4th
MCM
Position
C2

Qty=0

FC 6170
(2X)
U1.18-P1-V1
U1.18-P1-V2
FC 6189
3X)
U1.18-P1-V
4U1.18-P1-V|
U1.18-P1-V6

Qty =2
U1.18-P1-V3
U1.18-P1-V7

C5, C9,
C13, C17

U1.18-P1-H2.6

U1.18-P1-M5
U1.18-P1-M1

Total Bulk Power Regulators (BPR) FC 6186 Required Number of BPRs as a
Function of MCMs and I/O Drawers

1 MCM 2 MCMs 3 MCMs 4 MCMs
1 1/O Drawer 2 BPRs 2 BPRs 4 BPRs 4 BPRs
Location U1.9 Front BPA
Front BPA
U1.35-P1-V1
Back BPA
U1.35-P2-V1
2 1/0O Drawer 2 BPRs 2 BPRs 4 BPRs 4 BPRs
Location U1.5 Front BPA
U1.35-P1-v1
U1.35-P1-v2
Back BPA
U1.35-P2-V
1 U1.35-P2-V2
3 1/0 Drawer 4 BPRs 4 BPRs 4 BPRs
Location Ul.1
4 1/0 Drawer at 4 BPRs 4 BPRs
Rack #1, Loc=
U1.13 at Rack#2,
Location U2.9
5 1/0O Drawer 6 BPRs 6 BPRs
Location U2.1 Front BPA
U1.35-P1-v1
U1.35-P1-V2
U1.35-P1-V3
Back BPA
U1.35-P2-V1
U1.35-P2-v2
U1.35-P2-V3
6 /0 Drawer 6 BPRs 6 BPRs
Location U2.5
7 1/0 Drawer 6 BPRs
Location U2.13
8 1/0 Draw 6 BPRs
Location U2.19
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Specifications

This section contains specifications for the @server pSeries 690 system.

@server pSeries 690 Physical Specifications and Loads
The following tables illustrate the physical, electrical and thermal, acoustical, and
environmental characteristics of various @server pSeries 690 system configurations.

Power and Electrical Requirements

Redundant power line cords are standard on the pSeries 690. The system uses dual ac
power cords. For maximum availability, each of the power cords should be fed from
independent power grids.

The following table illustrates electrical and thermal characteristics for the pSeries 690.

Electrical/Thermal Characteristic

Rated Voltage (V ac, 3 phase) 200 to 240 380 to 415 480

Rated Current (A, per phase) 45 25 20

Frequency (Hertz) 50 to 60 50 to 60 50 to 60

Power (Maximum in kVA) 15.7 15.7 15.7

Typical, full load power factor (pf) 0.99 0.97 0.93

Inrush current (Amps) 162 maximum (see note below)

Thermal output (Maximum kBtu/hr) 53.3 53.3 53.3

Notes:

1. Inrush currents occur only at initial application of power (very short duration for charging
capacitors). No inrush currents occur during the normal power off-on cycle.

2. System will function normally with a nominal input voltage in the range of 200-480 V, AC,
three phase.

The following table illustrates the line cord options for the pSeries 690 with their
geographic, breaker rating, and cord information.

3-Phase Supply Voltage (50/60 200-240 V 380-415 V 480 V
Hz)
Geography United States, Europe, Middle United States,
Canada, Japan East, Africa, Asia | Canada
Pacific
Customer Circuit Breaker 60 A 30A 30A
Rating (see Note 1 below)
Cord Information 6 and 14 foot, 6 14 foot, 6 or 8 6 and 14 foot, 10
AWG line cord AWG line cord, AWG line cord
(electrician
installed)
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Recommended Receptacle

IEC309, 60 A, type
460R9W (not
provided)

Not specified,
electrician installed

IEC309, 30 A, type
430R7W (not
provided)

Notes:

1. The exact circuit breaker ratings may not be available in all countries. Where the specified
circuit breaker ratings are not acceptable, use the nearest available rating. Use of a time
delayed circuit breaker is recommended.

2. In two-frame systems, frame B receives its power from frame A. The power to frame B is
350 V dc fed from the BPD through UPIC cables.

Phase Imbalance and BPR Configuration:

Depending on the number of Bulk Power
Regulators (BPRSs) in your system, phase imbalance can occur in line currents. All
systems are provided with two bulk power assemblies (BPAs), with separate line cords.
Phase currents will be divided between two line cords in normal operation. The
following table illustrates phase imbalance as a function of BPR configuration.

Number of BPRs Phase A Line Current Phase B Line Current Phase C Line Current
per BPA

1 Power / Vline Power / Vline 0

2 0.5 Power / Vline 0.866 Power / Vline 0.5 Power / Vline

3 0.577 Power / Vline 0.577 Power / Vline 0.577 Power / Vline

Note: Power is calculated from [Total System Power Consumption” on page 159, Vline is

line-to-line nominal input voltage.

Balancing Power Panel Loads:

The system requires three-phase power. Depending

on the system configuration, the phase currents can be fully balanced or unbalanced.

System configurations with three BPRs per BPA have balanced power panel loads,

while configurations with only one or two BPRs per BPA have unbalanced loads:

» With two BPRs per BPA, two of the three phases will draw an equal amount of
current, and will be, nominally, 57.8% of the current on the third phase.

* With one BPR per BPA, two of three phases will carry an equal amount of current,
with no current drawn on the third phase. The following figure is an example of
feeding several loads of this type from two power panels in a way that balances the
load among the three phases.
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Power Panel 1 Power Panel 2

__ Phase __

A =0 [ —— AtoPin1 A = [e Ato Pin 1

B 8 ——————— BtoPin2 }To Connector B 8 B to Pin 2 }To Connector
c | =g — CtoPin3 Machine 1 e CtoPin3 Machine 1

A | cofs] [S3 Bto Pin 1 A [f] [SO B'to Pin 1

B |8 @JX CtoPin2 }To Connector B =T |8 Q)JX CtoPin2 }To Connector
c s =3 AtoPing ) Machine2 c | ol [&3 AtoPing ) Machine2

A | el CtoPin1 A | ] CtoPin1

B 8 % Ato Pin2 }To Connector B 8 % AtoPin2 }To Connector
o | Grl BioPing ) Machine3 c | CGrb Bioping ) Machine3

A = [¢] OF——— AtoPint A c=[#] AtoPin 1

B & Q}———— BtoPin2 }To Connector B BtoPin2 }TO Connector
c o [¢f 2! CtoPin3 Machine4 c [l CtoPin3 Machine4

The method illustrated in the preceding figure requires that the connection from the
three poles of each breaker to the three phase pins of a connector be varied. Some
electricians may prefer to maintain a consistent wiring sequence from the breakers to
the connectors. The following figure shows a way to balance the load without changing
the wiring on the output of any breakers. The three-pole breakers are alternated with
single-pole breakers, so that the three-pole breakers do not all begin on Phase A.

Power Panel 1 Power Panel 2
—— AtoPint ©O]—— AtoPin1
——  BtoPin2 } To Connector @]— BtoPin2 } To Connector
— CtoPing ) Machined ‘ 61— CtoPing ) Machinet
—— BtoPint B O]—— BtoPin1
— CtoPin2 } To Connector Ql—— CtoPin2 }To Connector
———— AtPin3 Machine 2 o0 AtoPin3 Machine 2
B
c | gl [0~ CtoPin1 c — CtoPint
A 8 Ol AtoPin2 } To Connector A [ AtoPin2 } To Connector
B ls] ©1——— BtoPin3 Machine 3 s Bto Pin 3 Machine 3
[ EIE] ] [¢]
A | s [O———— AtoPini A Ato Pin 1
B 8 @] BtoPin2 } To Connector B BtoPin2 } To Connector
c sj [BI——— CtoPing _J Machine4 c Cioping J Machined
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The following figure shows another way of distributing the unbalanced load evenly.
Using this method, the three-pole breakers are alternated with two-pole breakers.

Power Panel 1 Power Panel 2
Phase, ___ Phase —
A 8 ©]— AtoPin1 A 8 o7 AtoPin 1
B g @]— BtoPin2 }To Connector B 8 @1 BtoPin2 } To Connector
c ] [E1—— CtoPing ) Machinet c | =t [ CtoPing _/ Machine
A SJ A S]
B SJ B &S]
c (] [S3—— CtoPin1 c o] CtoPin 1
A 8 Ol———— AtoPin2 } To Connector A % AtoPin2 } To Connector
B =1 ¢ ©]—— BtoPin3 Machine 2 B o Bto Pin 3 Machine 2
c I ] [SA|
A A S]
B ——— BtoPin1 B | CE[e ———— BtoPin1
c I—— CtoPin2 } To Connector c =k ——  CtoPin2 } To Connector
A : AtoPin 3 Machine 3 A =l AtoPin 3 Machine 3
. [@8_ &  [m2 &
c ] c ]
A | ] [SD Ato Pin 1 A | ] [©0——— AtoPint
B g @] BtoPin2 } To Connector B 8 Q]—— BtoPin2 } To Connector
c | ml [ea CtoPin3 _J Machine 4 ¢ | ms] [E——— ctoping _J Machine4

146 eServer pSeries 690 Service Guide



Power Cord Configuration: ~ The power cords exit the system from different points of
the frame as indicated in the following illustration.

Rear <

L =

Front

All Single-Frame Systems
(Top Down View)

Rear <

L=, | s =1

Front

All Double-Frame Systems
(Top Down View)
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Checking the Facility Outlets and Power Source:

CAUTION:

Do not touch the receptacle or the receptacle faceplate with anything other than

your test probes before you have met the requirements in “Chgcking the Facility |
[Outlets and Power Source” blow.

Performing the following will ensure that appropriate power will be used by the pSeries
690. The following checklist is for reference purposes, and will likely be performed by a
service engineer prior to installation.

1. The pSeries 690 is equipped to use 200-240 V / 380-415 V / 480 V ac,
three-phase. Check that the correct power source is available.

2. Before system installation, locate and turn off the branch circuit CB (circuit
breaker). Attach tag S229-0237, which reads “Do Not Operate.”

Note: All measurements are made with the receptacle faceplate in the normally
installed position.

3. Some receptacles are enclosed in metal housings. On receptacles of this type,
perform the following steps:

a. Check for less than 1 volt from the receptacle case to any grounded metal
structure in the building, such as a raised-floor metal structure, water pipe,
building steel, or similar structure.

b. Check for less than 1 volt from receptacle ground pin to a grounded point in
the building.

Note: If the receptacle case or faceplate is painted, be sure the probe tip
penetrates the paint and makes good electrical contact with the metal.

4. Check the resistance from the ground pin of the receptacle to the receptacle
case. Check resistance from the ground pin to building ground. The reading
should be less than 1.0 ohm, which indicates the presence of a continuous
grounding conductor.

5. If any of the checks made in substeps 2 and 3 are not correct, remove the
power from the branch circuit and make the wiring corrections; then check the
receptacle again.

Note: Do not use the digital multimeter to measure grounding resistance.

6. Check for infinite resistance between the phase pins. This is a check for a
wiring short.

CAUTION:

If the reading is other than infinity, do not proceed! You must make the
necessary wiring corrections to satisfy the above criteria before
continuing. Do not turn on the branch circuit CB until all the above steps
are satisfactorily completed.

7. Remove tag S229-0237, which reads “Do Not Operate.”

Turn on the branch circuit CB. Measure for appropriate voltages between
phases. If no voltage is present on the receptacle case or grounded pin, the
receptacle is safe to touch.
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9. With an appropriate meter, verify that the voltage at the outlet is correct.

10. Verify that the grounding impedance is correct by using the ECOS 1020, 1023,
B7106, or an appropriately approved ground impedance tester.

11. Turn off the branch circuit CB.
12. Attach tag S229-0237, which reads “Do Not Operate.”
13. You are now ready to install and connect the power cables to the pSeries 690.

Additional Installation Considerations: In the United States, installation must be
made in accordance with Article 645 of the National Electric Code (NEC). In Canada,
installation must be in accordance with Article 12-020 of the Canadian Electrical Code
(CEC).

Dimensions and Weight

Physical Slimline Doors Acoustical Doors
Characteristic 1 Frame 2 Frames 1 Frame 2 Frames

Height 2025 mm (79.72 | 2025 mm (79.72 | 2025 mm (79.72 | 2025 mm (79.72
in.) in.) in.) in.)

Width 785 mm (30.91 1575 mm (62.00 | 785 mm (30.91 1575 mm (62.00
in.) in.) in.) in.)

Depth 1342 mm (52.83 | 1342 mm (52.83 | 1494 mm (58.83 | 1494 mm (58.83
in.) in.) in.) in.)

Weight (maximum | 1170 kg (2580 1973 kg (4349 1184 kg (2610 2000 kg (4409

configuration) Ibs.) Ibs.) Ibs.) Ibs.)

Notes:

1. Doors are not installed during product shipment to the customer. A maximum configured
system with batteries may exceed 1134 kg (2500 Ibs.).

2. When moving or relocating certain configurations of the system, the Bulk Power Regulators
(BPRs) must be removed from the top of the rack (front and rear) to ensure product stability.
Specifically, removal of BPRs from frame A and B in the front and rear is required in systems
that have a single 1/0 drawer, with more than 2 BPRs installed per BPA in the primary rack.

System Weights by Configuration

Total System Weight (Pounds)
Number of /0 |1 2 3 4 5 6 7 8
Subsystems

Slimline Doors | 2250 2415 2580 3633 3854 4019 4184 4349
With IBF

Slimline Doors | 1865 2030 2195 2418 3266 3431 3596 3761
Without IBF

Acoustical 2280 2445 2610 3693 3914 4079 4244 4409
Doors With
IBF
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Acoustical 1923 2088 2253 2506 3326 3491 3656 3821
Doors Without
IBF

No Doors With | 2192 2357 2522 3517 3738 3903 4068 4233
IBF

No Doors 1807 1972 2137 2302 3150 3315 3480 3645
Without IBF

Note: Italicized numbers indicate single-frame systems.

Total System Weight (Kilograms)
Number of /0 |1 2 3 4 5 6 7 8
Subsystems
Slimline Doors | 1021 1095 1170 1648 1748 1823 1898 1973
With IBF
Slimline Doors | 846 921 996 1097 1481 1556 1631 1706
Without IBF
Acoustical 1034 1109 1184 1675 1775 1850 1925 2000
Doors With
IBF
Acoustical 872 947 1022 1137 1509 1583 1658 1733
Doors Without
IBF
No Doors With | 994 1069 1144 1595 1696 1770 1845 1920
IBF
No Doors 820 894 969 1044 1429 1504 1579 1653
Without IBF

Note: Italicized numbers indicate single-frame systems.

Acoustical Noise Emissions

Acoustical Characteristic
Product Configuration Declared A-Weighted Sound Declared A-Weighted Sound
Power Level, L yaq (B) Pressure Level, LpAm (dB)
Operating Idle Operating Idle
7040 Acoustical Doors 7.5 7.5 57 57
7040 Slimline Doors 7.9 7.9 62 62

150 eServer pSeries 690 Service Guide



Notes:

ISO 9296.

1. Noise levels cited are for a typical configuration (A-Frame: Bulk Power, CEC cage, battery
option, media drawer, and two /O drawers).
2. The 0.6-B (6-dB) reduction in noise emission levels with the acoustical rear door corresponds
to a factor of 4 reduction. That is, the noise level of a single A-Frame with thin covers is about
the same as the noise level of four A-Frames with acoustical covers.

3. Lwag is the upper-limit A-weighted sound power level; LpAm is the mean A-weighted sound
pressure level at the 1-meter bystander positions; 1 B = 10 dB.

All measurements made in conformance with ISO 7779 and declared in conformance with

Environmental Specifications

(50 to 90°F)

Max. of 24 ° C
(75.2 ° F) with
4mm tape or
DVD RAM in
rear positions
of the Media
Subsystem

(50 to 109°F)

Environmental Operating Non-Operating Storage Shipping
Specification
Temperature 10 to 32°C 10 to 43°C 1 to 60°C —40 to 60°C

(34 to 140°F)

(=40 to 140°F)

Relative Humidity
(Noncondensing)

810 80 %

8 to 80 %

5to 80 %

5 to 100 %

Maximum Wet Bulb

Notes:

23°C (73°F)

27°C (73°F)

29°C (84°F)

1. Storage and shipping specifications are valid for a maximum duration of two weeks each.

2. The upper limit of the dry bulb temperature must be derated 1 degree C per 189 m (619 ft.)
above 1295 m (4250 ft.). Maximum altitude for 1.1 GHz modules is 3048 m (10,000 ft.) and
for 1.3 GHz modules is 2134 m (7000 ft)

29°C (84°F)

Weight Distribution

The following table shows dimensions and weights used to calculate floor loading for
the @server pSeries 690. All floor-loading calculations are intended for a raised-floor

environment.

1 Frame with 2 Frames with 1 Frame with 2 Frames with
Slimming Slimming Acoustical Acoustical
Covers Covers Covers Covers
Weight 1170 kg (2580 1973 kg (4349 1184 kg (2610 2000 kg (4409
Ibs.) Ibs.) Ibs.) Ibs.)
Width 750 mm (29.5in.) | 1539 mm (60.6 | 750 mm (29.5in.) | 1539 mm (60.6
in.) in.)
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Depth 1173 mm (46.2 1173 mm (46.2 1173 mm (46.2 1173 mm (46.2
in.) in.) in.)

Notes:

1. For 2 frame systems, widths of Frame A and Frame B. were added (the depth remains 1069
mm (42.1 in.), not including frame extenders).

2. For 2 frame systems, weights are based on maximum configuration (less than addition of
maximum weights for each frame).

3. All floor-loading calculations are intended for a raised-floor environment.

The following table shows floor-loading specifications for systems with slimline covers.
The values contained in the Condition column are described following the table.

Condition a (sides) b (front) ¢ (back 1 Frame 2 Frames
mm (in.) mm (in.) mm (in.) kg/m?2 (Ib./it. 2) | kg/m? (Ib./ft. %)
1 25 (1.0) 135 (5.3) 135 (5.3) | 1080.1 (221.2) | 924.4 (189.3)
2 25 (1.0) 554 (21.8) 655 (25.8) | 702.2 (143.8) | 607.9 (124.5)
3 25 (1.0) 762 (30.0) 762 (30.0) | 634.5(129.9) | 551.2 (112.9)
4 254 (10.0) 554 (21.8) 655 (25.8) | 491.2 (100.6) | 499.4 (102.3)
5 254 (10.0) 762 (30.0) 762 (30.0) 448.1 (91.8) | 455.3 (93.3)
6 508 (20.0) 554 (21.8) 655 (25.8) 385.0 (78.9) | 424.4 (86.9)
7 508 (20.0) 762 (30.0) 762 (30.0) 354.3 (72.6) | 389.1(79.7)
8 554 (21.8) 554 (21.8) 655 (25.8) 372.1(76.2) | 413.9 (84.8)
9 559 (22) 762 (30.0) 762 (30.0) 341.7 (70.0) | 378.9 (77.6)
10 762 (30.0) 521 (20.5) 521 (20.5) 341.7 (70.0) | 393.3 (80.6)
1 762 (30.0) 762 (30.0) 762 (30.0) 302.4 (61.9) | 344.8 (70.6)

Definition of Conditions:

Condition 1 indicates maximum floor loading when systems are stored cover-to-cover on all
four sides with covers installed.

Conditions 2 and 3 indicate floor loading when the system has no side clearance (beyond side
covers) on both sides while front/back distances varied.

Conditions 4 through 8 indicate floor loading at various points below the maximum
weight-distribution distance of 762 mm (30.0 in.) from each edge of the frame.

Conditions 9 through 10 indicate floor-loading options when the installation is limited to 342.0
kg/m? (70.0 b/ft?.

Condition 11 is the minimum floor loading required, based on the maximum weight-distribution
area (30.0 in. from each side of the base frame).

Notes:
1.

Service clearance is independent from weight distribution distance and must be at least 45 in.
for the front of the frame and 36 in. for the rear of the frame (measured from the base frame).

Weight-distribution areas should not be overlapped.

Floor-loading weight distribution distances should not exceed 762 mm (30 in.) in any direction
when measured from the base frame.
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The following table shows floor-loading specifications for systems with acoustical
covers. The values contained in the Condition column are described following the table.

Condition a (sides) b (front) ¢ (back 1 Frame 2 Frames
mm (in.) mm (in.) mm (in.) kg/m2(Ib.fit. 2) | kg/m. ?(Ib./ft 2)
1 25 (1.0) 135 (5.3) 135 (5.3) | 1091.9 (223.6) | 936.2 (191.7)
2 25 (1.0) 554 (21.8) 757 (29.8) | 685.3 (140.4) | 594.9 (121.8)
3 25 (1.0) 762 (30.0) 762 (30.0) | 640.8 (131.2) | 557.5 (114.2)
4 254 (10.0) 554 (21.8) 757 (29.8) 480.5 (98.4) | 489.3 (100.2)
5 254 (10.0) 762 (30.0) 762 (30.0) 452.2 (92.6) | 460.3 (94.3)
6 508 (20.0) 554 (21.8) 757 (29.8) 377.4 (77.3) | 416.3 (85.3)
7 508 (20.0) 762 (30.0) 762 (30.0) 357.2 (73.2) | 393.0 (80.5)
8 569 (22.4) 762 (30.0) 762 (30.0) 342.0 (70.0) | 380.7 (78.0)
9 762 (30.0) 554 (21.8) 757 (29.8) 320.3 (65.6) | 367.5 (75.3)
10 762 (30.0) 533 (21.0) 533 (21.0) 342.0 (70.0) | 394.2 (80.7)
11 762 (30.0) 762 (30.0) 762 (30.0) 304.6 (62.4) | 348.1(71.3)

Definition of Conditions:

Notes:
1.

Condition 1 indicates maximum floor loading when systems are stored cover-to-cover on all
four sides with covers installed.

Conditions 2 and 3 indicate floor loading when the system has no side clearance (beyond side
covers) on both sides while front/back distances varied.

Conditions 4 through 8 indicate floor loading at various points below the maximum
weight-distribution distance of 762 mm (30.0 in.) from each edge of the frame.

Conditions 9 through 10 indicate floor-loading options when the installation is limited to 342.0
kg/m? (70.0 Ib/ft2.

Condition 11 is the minimum floor loading required, based on the maximum weight-distribution
area (30.0 in. from each side of the base frame).

Service clearance is independent from weight-distribution distance and must be at least 45 in.
at the front of the frame and 36 in. at the rear of the frame (measured from the base frame).

Weight-distribution areas should not be overlapped.

Floor-loading weight distribution distances should not exceed 762 mm (30 in.) in any direction
when measured from the base frame.
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Plan Views

The following illustration shows dimensional planning information for single-frame
systems and double-frame systems.

58 mm(23in.) |

Slimline Rear Cover—ﬂ

¢ 750 mm
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L
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211 mm (8.3 in.)
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Slimline Covers
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(46.21in.) A
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Acoustical Covers
+ +
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A
+ +
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Total System Power Consumption
The following tables contain minimum and maximum power consumption for the 1.1 and
1.3 GHz @server pSeries 690. Minimum power consumption is based on a
configuration consisting of a single 4 GB memory card, 1 PCI card per I/O subsystem,
and 1 DASD device per 1/0O subsystem.

Maximum power consumption is based on a configuration consisting of two 32 GB
memory cards per MCM module, maximum PCI cards (20 per I/O drawer), and
maximum DASD (16 per I/O drawer).

Power consumption calculations are estimates. Actual values may vary.

Calculate heat load (Btu per hour) by multiplying the power (in watts) for the
configuration by a factor of 3.4.

Note: Certain system configurations only support a maximum number of I/O drawers. If
a system does not support a particular count of I/O drawers, it is indicated with

"N/A".
Number of 1.1 GHz 8-way Modules (minimum 1.1 GHz 8-way Modules (maximum
I/O Drawers power consumption, in watts) power consumption, in watts)
(7040-61D) 8-way | 16-way |24-way |[32-way 8-way [16-way PR4-way [B2-way
1 1911 2867 3823 4779 3042 4586 6130 7674
2 2279 3235 4191 5147 4090 5634 7178 8722
3 N/A 3603 4559 5515 N/A 6682 8226 9770
4 N/A 3971 4927 5883 N/A 7730 9274 10818
5 N/A N/A 5295 6251 N/A N/A 10322 11866
6 N/A N/A 5663 6619 N/A N/A 11370 12914
7 N/A N/A N/A 6987 N/A N/A N/A 13962
8 N/A N/A N/A 7355 N/A N/A N/A 15010
Number of 1/0 1.3 GHz 4-way Modules 1.3 GHz 4-way Modules
Drawers (7040-61D) (minimum power (maximum power
consumption, in watts) consumption, in watts)
8-way 16-way 8-way 16-way
1 3213 5471 4932 8366
2 3581 5839 5980 9414
3 3949 6207 7028 10462
4 4317 6575 8076 11510
5 N/A 6943 N/A 12558
6 N/A 7311 N/A 13606
7 N/A 7679 N/A 14654
8 N/A 8047 N/A 15702
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Number of 1.3 GHz 8-way Modules (minimum 1.3 GHz 8-way Modules (maximum

1/O Drawers power consumption, in watts) power consumption, in watts)

(7040-61D) 8-way | 16-way |24-way |32-way 8-way [16-way PR4-way [2-way
1 2084 3213 4342 5471 3215 4932 6649 8366
2 2452 3581 4710 5839 4263 5980 7697 9414
3 N/A 3949 5078 6207 N/A 7028 8745 10462
4 N/A 4317 5446 6575 N/A 8076 9793 11510
5 N/A N/A 5814 6943 N/A N/A 10841 12558
6 N/A N/A 6182 7311 N/A N/A 11889 13606
7 N/A N/A N/A 7679 N/A N/A N/A 14654
8 N/A N/A N/A 8047 N/A N/A N/A 15702

Wattage Addition/Subtraction for Minimum and Maximum

Configurations
Minimum configurations are based on a single 4 GB memory card and a single

DASD/PCI card in each 1/0 subsystem. Maximum configurations are based on two 32
GB memory cards per MCM module, sixteen DASD per 1/0O subsystem and twenty PCI
cards per 1/O subsystem. To determine the typical power consumption for a specific
configuration, use the following typical power values:

* 4 GB memory card - 137 Watts
* 8 GB memory card - 151 Watts
» 16 GB memory card - 235 Watts
* 32 GB memory card - 294 Watts
* Each PCI card - 20 Watts

* DASD - 20 Watts
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Service Inspection Guide

Perform a service inspection on the system when:

* The system is inspected for a maintenance agreement.

= Service is requested and service has not recently been performed.

* An alterations and attachments review is performed.

» Changes have been made to the equipment that may affect its safe operation.
» External devices with their own power cables have those cables attached.

If the inspection indicates an unacceptable safety condition, the condition must be
corrected before anyone can service the machine.

Note: The owner of the system is responsible to correct any unsafe conditions.

Perform the following checks:

1. Check the covers for sharp edges and for damage or alterations that expose the
internal parts of the system.

2. Check the covers for proper fit to the rack. They should be in place and secure.
3. Gently rock the rack from side to side to verify the rack is stable.

4. Turn off the UEPO switch, turn off the circuit breakers on all optional IBF
subsystems (if provided), then disconnect both power cords from the customer’s
receptacle.

5. Remove the covers.

6. Check for alterations or attachments. If there are any, check for obvious safety
hazards, such as broken wires, sharp edges, or broken insulation.

7. Check the internal cables for damage.
8. Check for dirt, water, and any other contamination within the system.

9. Check the air filters in the processor subsystem to ensure they are clean. Replace
if necessary.

10. Check the voltage label on the back of the system to ensure that it matches the
voltage at the outlet.

11. Check the external power cable for damage.

12. With the external power cable connected to the system, check for 0.1 ohm or less
resistance between the ground lug on the external power cable plug and the metal
frame.

13. Perform the following checks on each device that has its own power cables:
a. Check for damage to the power cord.
b. Check for the correct grounded power cable.

c. With the external power cable connected to the device, check for 0.1 ohm or
less resistance between the ground lug on the external power cable plug and
the metal frame of the device.

14. Install the covers.
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Chapter 2. Diagnostics Overview

@server pSeries 690 servers use an integrated set of software diagnostic procedures
to facilitate system maintenance. This book and the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems are the basis of the diagnostic
procedures for @server pSeries 690 systems. In particular, chapters 3, 4, 5, and 10 in
this book are important for the trained service representative to understand and use
when isolating a failure on the system.

The manufacturer recommends that systems configured with 4 GB of memory or
greater have access to a 4-mm or 8-mm tape drive for submission of system dump
information if it is required. This function can be accomplished through locally attached
or network-attached devices, as appropriate.

Maintenance Analysis Procedures (MAPS)

Maintenance Analysis Procedures (MAPs) guide trained service representatives through
the complex multirack @server pSeries 690 system. These MAPs are the entry point
for all isolation and error-recovery procedures. @server pSeries 690 systems use a set
of integrated procedures, to which the MAPS are the primary entry point.

The MAPS are as follows:

* Entry MAP

* Quick Entry MAP

e Service Focal Point Procedures
* Power MAP

e Problem Isolation MAP

The Entry Map is the starting point for problem determination. The purpose of this MAP
is to quickly point to the appropriate MAP or service reference information either in this
book, or in the common book set, which includes the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems and PCI Adapter Placement
Reference.

The Quick Entry MAP is a subset of the Entry MAP and helps to save time for some
types of problems.

The Power MAP deals with isolation of components and cables to diagnose a power
problem. The nature of power problems can be related to powering the system on and
off, or power failures that can occur after power is turned on.

The Problem Isolation MAP is used to locate defective components not found by normal

diagnostics or error-isolation methods. This MAP provides a systematic method of
isolation to the failing item or items.
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Checkpoints

@server pSeries 690 systems use various types of checkpoints, error codes, and
SRNs that are referred to throughout this book (primarily in Chapters 3, 4 and 5).

On an HMC-managed system, the checkpoints and error codes displayed on the
physical operator panel are also displayed on the HMC virtual terminal associated with
the managed system object.

On a system operating as a full system partition, checkpoints and error codes will
appear on the physical operator panel from the beginning of the power-on process
through the completion of booting AIX.

On a partitioned system, checkpoints and error codes for a partition are displayed on
the HMC virtual operator panel associated with that logical partition. Checkpoints and
error codes generated by logical partitions are not displayed on the managed system'’s
physical operator panel.

During boot up of a partitioned system, there is a global initialization phase where one
of the system processors is in control and initializing all of the system resources. During
this phase, Exxx codes will be displayed on both the physical operator panel and the
HMC managed-system object. After the global initialization phase completes, "LPAR...”
is displayed on the physical operator panel and the HMC managed-system object.

Each logical partition also has a patrtition initialization phase where one of the system
processors assigned to that partition is initializing all the resource of that partition. Exxx
codes will be displayed on the virtual terminal of the HMC logical partition object during
this partition initialization phase.

Codes that may appear in the service processor boot progress log, the AlX error log,
the virtual terminal, and the operator panel display are as follows:

Checkpoints Checkpoints display in the operator panel from the time ac power is
connected to the system until the AIX login prompt is displayed after a
successful operating system boot. These checkpoints have the
following forms:

8Xxxx 8xxx checkpoints are displayed from the time ac power is
connected to the system until the 0K prompt is displayed by
the service processor on the operator panel display. (Several
9xxx checkpoints are displayed just before the 0K prompt
displays.)

9XXX 9xxx checkpoints are displayed by the service processor
after the power-on sequence is initiated. A system processor
takes control when 91FF displays on the operator panel
display.

Note: Certain checkpoints may remain in the display for long
periods of time. A spinning cursor is visible in the
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upper-right corner of the display during these periods
to indicate that system activity is continuing.

Exxx Exxx checkpoints indicate that a system processor is in
control and is initializing the system resources. Control is
being passed to AIX when E105 displays on the operator
panel display. Location code information may also display on
the operator panel during this time.

Oxxx

and

2XXX Oxxx codes are AIX progress codes and configuration codes.
Location codes may also display on the operator panel
display during this time.

Error Codes If a fault is detected, an 8-digit error code is displayed in the operator
panel display. A location code may be displayed at the same time on
the second line.

SRNs Service request numbers, in the form Xxx-xXxx or Xxx-xxxx, may also
be displayed on the operator panel display and be noted in the AIX
error log.

Checkpoints can become error codes if the system fails to advance past the point at
which the code is presented. For a list of the checkpoints, see |Chapter 4, “Checkpoints]

Each entry provides a description of the event and the recommended
action if the system fails to advance.

SRNs are listed in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509.

FRU Isolation

For a list of error codes and recommended actions for each code, see IEhapter 5, “Erroﬂ
Code to FRU Index”, on page 413, These actions can refer to[Chapter 10, “Parts|
Information”, on page 933 |Chapter 3, “Maintenance Analysis Procedures (MAPs)”, on|
page 165[ or provide informational message and directions. If a replacement part is
indicated, direct reference is made to the part name. The respective AlIX and physical
location codes are listed for each occurrence as required. For a list of location codes,
see ['AlX and Physical Location Code Reference Tables” on page 66

To look up part numbers and view component diagrams, see [Chapter 10, “Parts|
[Information”, on page 933 The beginning of the chapter provides a parts index with the
predominant field replaceable units (FRUS) listed by name. The remainder of the
chapter provides illustrations of the various assemblies and components that compose
@server pSeries 690 servers. The illustrations are ordered with processor subsystem
components listed first, then /O subsystem, and then accessories.
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FRU Identify LEDs

162

This system is configured with an arrangement of LEDs that help identify various
components of the system. These include, but are not limited to:

* Rack identify LED
* Processor subsystem drawer identify LED
* 1/O drawer identify LED
* RIO port identify LED
* FRU identify LED
— Power subsystem FRUs
— Processor subsystem FRUs
— /O subsystem FRUs
* /O adapter identify LED
* DASD identify LED

The identify LEDs are arranged hierarchically with the FRU identify LED at the bottom
of the hierarchy, followed by the corresponding processor subsystem or I/O drawer
identify LED, and the corresponding rack-identify LED to locate the failing FRU more
easily.

Any identify LED in the system may be flashed (when the processor subsystem is in the
failed state and power is on).by using the service processor LED Control Menu
contained in the System Information Menu of the Privileged User Menus. To use
operate the LED Control Menu, see page [76g

Any identify LED in the system can also be flashed by using the Identify and Attention
Indicators task in diagnostics. The procedure to use the Identify and Attention Indicators
task in diagnostics is outlined in RS/6000 and @server pSeries Diagnostic Information
for Multiple Bus Systems.

If the service processor menus and AIX diagnostics are not available, the FRU identify
LEDs can be flashed by one of the following procedures:

 If the system is configured as a full partition, the system may be booted to the open
firmware prompt and the command FRU-LED-MENU entered. A menu displays that
allows you to enable the desired FRU identify LED. See [‘'System Power Control
[Menu” on page 758|for instructions on setting up the boot mode to enable the boot to
the open firmware prompt.

 If the system is logically partitioned, the HMC must be attached. You can use the
HMC to enable any FRU identify LED to be flashed. See the IBM Hardware
Management Console for pSeries Installation and Operations Guide for instructions
on activating and deactivating a FRU identify LED.
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Service Agent for the (@server pSeries 690

Service support for the @server pSeries 690 can be enhanced through the use of the
application program known as service agent for the @server pSeries 690. This
application provides a number of advantages for the @server pSeries 690 customer,
including automatic error reporting and analysis without customer intervention.
Everything needed to use the service agent on the @server pSeries 690 is shipped
with the system or with the Hardware Management Console for pSeries.

Using the Service Processor and Service Agent Features

The service processor and service agent features protect users against unnecessary
system downtime by advising support personnel (both internal and external) of any
unexpected changes in the system environment. In combination, the two features
provide a flexible solution to automated system maintenance. For more information
regarding the service processor, see|Chapter 7, “Using the Service Processor”, on|
For more information regarding the service agent application, see the IBM
Hardware Management Console for pSeries Installation and Operations Guide.

Running Diagnostics on the Native Serial Port on a Full Machine Partition with
an HMC Attached

For a Full Machine Partition, the output of the S1 serial port is redirected, or wrapped to
the virtual console window. When the S1 serial port is wrapped, the output of any
command is directed from the S1 serial port to the virtual console terminal. If you close
the virtual console window on the managed system, normal function is restored to the
S1 serial port.

The implication of this is that the serial port wrap diagnostics may fail with a false SRN
if the virtual console window on the managed system is not closed. Another method to
prevent the false SRN is to unplug the HMC from its port before running the wrap tests.

After running diagnostics on the serial port, make sure that the S1 serial port is enabled

for login (AIX command chdev -l 'ttyx’ -a login="enable’  where x is the tty number
corresponding to the S1 serial port).

Chapter 2. Diagnostics Overview 163



164  eServer pSeries 690 Service Guide



Chapter 3. Maintenance Analysis Procedures (MAPS)

This chapter contains Maintenance Analysis Procedures (MAPSs) for the @server
pSeries 690.

Entry MAP

When possible, run online diagnostics in service mode. Online diagnostics perform
additional functions, compared to standalone diagnostics. This ensures that the error
state of the system that was captured in NVRAM is available for your use in fixing the
problem. The AIX error log and SMIT are only available when diagnostics are run from
the hard drive. Always check Service Focal Point for any open service events in Service
Action Event log.

If this system has a Hardware Management Console (HMC) with Service Focal Point
(SFP), go to['"MAP 1321: Quick Entry MAP for Systems with Service Focal Point” on|
lpage 181} Otherwise, use the following table to help determine your next step.

Notes:

1. Licensed programs frequently rely on system information stored in the VPD module
on the media subsystem operator panel. If the MAPs indicate that the media
subsystem operator panel should be replaced, swap the VPD module from the old
media subsystem operator panel to the new one (see[‘Operator Panel” on|
[page 929). If the old VPD module has to be replaced, call technical support for
recovery instructions. If recovery is not possible, notify the system owner that new
keys for licensed programs may be required.

2. If a network adapter is replaced, the network administrator must be notified so that
the client IP addresses used by the system can be changed. In addition, the
operating system configuration of the network controller may need to be changed in
order to enable system startup. Also check to ensure that any client or system that
addresses this system is updated.

Note: The various codes that might display on the HMC are all listed as error codes by
Service Focal Point (SFP). To assist you in identifying the types of error data in
this guide, use the following table.

SFP Name Number of Digits in Error code Service Guide Name
Error Code

Error Code Any Contains # Menu Goal

Error Code Any Contains - (hyphen) SRN

Error Code 5 Does not contain # or - | SRN

Error Code 6 Does not contain # or - | Error Code

Error Code 8 Does not contain # or - | Error Code, SRC, or

Ref Code
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Symptom

Starting Point

You have a problem that does not prevent the
system from booting and the media subsystem
operator panel is functional.

Go to the Fast Path MAP in the RS/6000 and
@server pSeries Diagnostic Information for
Multiple Bus Systems.

You do not have a symptom.

Go to MAP 0020 in the RS/6000 and (@server
pSeries Diagnostic Information for Multiple Bus
Systems

You have an SRN.

Go to the Fast Path MAP in the RS/6000 and
@server pSeries Diagnostic Information for
Multiple Bus Systems.

The system stops and a 3-digit number is
displayed in the operator panel display.

Record SRN 101-xxx, where xxx is the 3-digit
number displayed in the operator panel display,
then go to the Fast Path MAP in the RS/6000
and @server pSeries Diagnostic Information
for Multiple Bus Systems.

The system stops and a 4-digit number
beginning with 0 or 2 is displayed in the
operator panel display.

Go to the Fast Path MAP in the RS/6000 and
@server pSeries Diagnostic Information for
Multiple Bus Systems.

All other symptoms.

Go to['‘Quick Entry MAP” on page 167|
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Quick Entry MAP

Quick Entry MAP Table of Contents

Problem Description Page No
Service actions 168
The system attention LED on the media subsystem operator panel is on.
OK does not appear in the media subsystem operator panel display
before pressing the power-on button. Other symptoms appear in the

media subsystem operator panel display or LEDs before the power-on

button is pressed.

8-Digit error codes
System stops with an 8-digit number displayed
System stops with a 4-digit number displayed that does not begin with O 170

or 2.

System stops with a 3-digit number displayed (see below for 888
sequence).

Hardware Management Console (HMC) Problem

There appears to be a display problem (distortion, blurring, etc.)

Power and cooling problems

ENETEE =
RiEIEEE
NN IR=) o

888 sequence in operator panel display

=
~
N

Other symptoms or problems

Attention:  If you replace FRUs or perform an action on an I/O subsystem and the
problem is still not corrected, go to[“MAP 1542: 1/O Problem Isolation” on page 319|
unless you were already directed to any MAP 154x by the error code. Otherwise, call
for support if the actions for an error code do not resolve the problem.

If you replace FRUs or perform an action, and the problem is corrected, go to "MAP
410: Repair Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

Note: If the only service actions that you perform are on the HMC, do not use MAP
410 to do the repair checkout.
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Symptom

IAction

Service Actions

You have an open service event in the service
action event log.

Go to[‘Service Focal Point” on page 5}

You have parts to exchange or a corrective
action to perform.

1. Go to|Chapter 9, “Removal and|
|Replacement Procedures”, on page 817}

2. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

You need to verify that a part exchange or
corrective action corrected the problem.

Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

You need to verify correct system operation.

Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

The system attention LED on the media
subsystem operator panel is on.

Go to['Disturbance or System Attention LED’]
on page 27| and perform any actions indicated.

OK does not appear in the media subsystem operator panel display before pressing the
power-on button. Other symptoms appear in the media subsystem operator panel display
or LEDs before the power on button is pressed.
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Symptom

IAction

A bouncing or scrolling ball remains on the
media subsystem operator panel display or the
media subsystem operator panel display is filled
with dashes

Verify the operator panel cable from the
primary I/O book to the media subsystem is
connected and correctly seated at both
ends.

2. If an ASCII terminal is available, connect it
to the primary 1/0O book through serial port
1.

a. If the service processor menu is
displayed, then:

1) Replace the operator panel
assembly, location: U1.17-L1. Refer
to [‘Operator Panel” on page 929|

2) Replace the primary 1/O book,
location: U1.18-P1-H2. Refer to [1/0]
|Books and I/0 Blanks” on page 841]

b. If the service processor menu is not

displayed, then replace the primary 1/0

book, location: U1.18-P1-H2. Refer to

1/0 Books and /O Blanks” on|

page 841[

3. If an ASCII terminal is not available, replace
the following, one at a time, in the
sequence listed:

a. Operator panel assembly, location:

U1.17-L1. Refer to[‘Operator Panel” on|

page 929

b. Primary 1/O book, location:

U1.18-P1-H2. Refer to f‘I/O Books and|

|10 Blanks” on page 841}

You have a blank display on the operator panel. | 1 check the processor subsystem to media
Other LEDs on the operator panel appear to subsystem cable.
behave normally.

2. Replace the operator panel assembly,
Location: U1.17-L1. Refer to f‘Operatoﬂ
[Panel” on page 929|

3. Replace the primary /O book, Location:

U1.18-P1-H2. Refer to I‘I/O Books and I/O|

[Blanks” on page 841}

You have a blank display on the operator panel.
Other LEDs on the operator panel are off.

Go to['MAP 1520: Power” on page 194|

8-Digit Err

or Codes

You have an 8-digit error code displayed

1. Look up the error code in the table in

“Checkpoints and Error Codes Index” on|
pae 417

Look up the service action event (SAE) log.
If the FRU has been changed other than
the one in step 1, look at the most recent

one.
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Symptom IAction

System stops with an 8-digit number displayed

The system stops with an 8-digit error code 1.

! : Look up the error code in the table in
displayed when booting.

‘Checkpoints and Error Codes Index” on|

page 417}

2. Look up the SAE log. If the FRU has been
changed other than the one in step 1, look
at the most recent one.

System stops with a 4-digit number displayed that does not begin with 0 or 2.

The system stops with a 4-digit checkpoint. Go to[‘Checkpoints and Error Codes Index” on|
|9age 417| If you do not find the error code
there, go to the Fast Path MAP in the RS/6000
and @server pSeries Diagnostic Information
for Multiple Bus Systems.

System stops with a 3-digit number displayed (see below for 888 sequence)

The system stops with a 3-digit error code. Add 101- to the left of the three digits to create
an SRN. Go to RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus
Systems.

If there is a location code displayed under the
3-digit error code, then look at location to see if
it matches failing component that the SRN
pointed to. If they do not match, perform the
action from RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems
first. If the problem still exists, then replace the
failing component from that location code.

Hardware Management Console (HMC) Problem
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Symptom

IAction

Hardware Management Console (HMC) cannot
be used to manage a managed system, or the
connection to the managed system is failing.

If the managed system is operating normally
(no error codes or other symptoms), the HMC
might have a problem, or the connection to the
managed system might be damaged or
incorrectly cabled. Do the following:

1. Check the connections (serial cable)
between the HMC and the managed
system. Correct any cabling errors if found.
If another serial cable is available, connect
it in place of the existing cable and refresh
the HMC graphical user interface. You may
have to wait up to 30 seconds for the
managed system to reconnect.

2. Verify that any connected HMC is
connected to the managed system by
checking the Management Environment of
the HMC.

Note: The managed system must have
power connected and the system running,
or waiting for a power-on instruction (the
OK prompt is in the operator panel.)

If the managed system does not appear in
the Navigation area of the HMC
Management Environment, then the HMC or
the connection to the managed system
might be failing.

3. Go to the Entry MAP in the IBM Hardware
Management Console for pSeries
Maintenance Guide, order number
SA38-0603.

4. If you cannot fix the problem using the HMC
tests in the IBM Hardware Management
Console for pSeries Maintenance Guide,
there might be a problem with the primary
1/0 book; replace the primary /O book.

Hardware management console (HMC) cannot
call out using the attached modem and the
customer’s telephone line.

If the managed system is operating normally
(no error codes or other symptoms), the HMC
might have a problem, or the connection to the
modem and telephone line may have a
problem. Do the following:

1. Check the connections between the HMC
and the modem and telephone line. Correct
any cabling errors if found.

2. Go to the Entry MAP in the IBM Hardware
Management Console for pSeries
Maintenance Guide, order number
SA38-0603.

There is a Display Problem (Distortion, Blurring, Etc.)
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Symptom

IAction

All display problems.

1. If using the Hardware Management
Console, go to the IBM Hardware
Management Console for pSeries
Maintenance Guide, order number
SA38-0603.

2. If using a graphics display:

a. Go to the problem determination
procedures for the display.

b. If you do not find a problem, replace the

display adapter.
3. If using an ASCII terminal:

a. Make sure that the ASCII terminal is
connected to S1.

b. If problems persist, go to the problem
determination procedures for the
terminal.

c. If you do not find a problem, replace the
primary /O book.

Power and Cooling Problems
The system will not power on and no error Go to |“Mag 1521: The System Will Not Power|
codes are available. On And No Error Codes Are Available” on|
page 198|

The power light does not come on or stay on.
(both the operator panel power-on LED and the
I/O subsystem indicator panel power LEDs do
not come on or stay on).

Check service processor error log.
Go to['MAP 1520: Power” on page 194}

A rack or a rack-mounted unit will not power on.

1. Check service processor error log.
Go to[‘MAP 1520: Power” on page 194|

You have a power problem.

1. Check service processor error log.
Go to[‘MAP 1520: Power” on page 194|

The system attention LED on the media
subsystem operator panel is on and there is no
error code displayed.

Check service processor error log.
Go to FMAP 1520: Power” on page 194}

888 Sequence in Operator Panel Display

An 888 sequence is displayed in the media
subsystem operator panel display.

Go to the Fast Path MAP in the RS/6000 and
@server pSeries Diagnostic Information for
Multiple Bus Systems.

Other Symptoms or Problems

One or more partitions do not boot.

Go to[‘MAP 1020: Problem Determination” on|

||:_)age 175|

The operator panel displays 0K and the fans
and blowers are off.

The service processor is ready. The system is
waiting for power-on.
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Symptom

IAction

All of the system POST indicators are displayed
on the system console, the system pauses and
then restarts. The term POST indicators refers
to the device mnemonics (the words memory,
keyboard, network, scsi, and speaker) that
appear on the system console during the
power-on self-test (POST).

Go to[‘Boot Problems” on page 410}

The system stops and all of the POST
indicators are displayed on the system console.
The term POST indicators refers to the device
mnemonics (the words memory, keyboard,
network, scsi, and speaker) that appear on the
system console during the power-on self-test
(POST).

Go to[‘Boot Problems” on page 410}

The system stops and the message STARTING
SOFTWARE PLEASE WAIT... is displayed on the
firmware console.

Go to[Chapter 4, “Checkpoints”, on page 369

The system does not respond to the password
being entered or the system login prompt is
displayed when booting in service mode.

1. If the password is being entered from the
Hardware Management Console (HMC), go
to the IBM Hardware Management Console
for pSeries Maintenance Guide.

2. If the password is being entered from a
keyboard attached to the system, then the
keyboard or its controller may be faulty. In
this case, replace these parts in the
following order:

a. Keyboard cable
b. Keyboard
c. USB card the keyboard is attached to.

3. If the password is being entered from an
ASCII terminal, then use the Problem
Determination Procedures for the ASCII
terminal. Make sure the ASCII terminal is
connected to S1.

If the problem persists, replace the primary
1/0 book.

No codes are displayed on the operator panel
within a few seconds of turning on the system.
The operator panel is blank before the system
is powered on.

Reseat the operator panel cable. If the problem

is not resolved, replace in the following order:

1. Operator panel assembly. Swap the VPD
module from the old operator panel to the
new operator panel.

2. Primary I/O book. (See notes on page )

Chapter 3. Maintenance Analysis Procedures

173




174

Symptom

IAction

The SMS configuration list or boot sequence
selection menu shows more SCSI devices
attached to a controller/adapter than are
actually attached.

A device may be set to use the same SCSI bus
ID as the control adapter. Note the ID being
used by the controller/adapter (this can be
checked and/or changed through an SMS
utility), and verify that no device attached to the
controller is set to use that ID.

If settings do not appear to be in conflict:
1. Go to['MAP 1542: /O Problem Isolation” or]

bage 319|

Replace the SCSI cable.
Replace the device.
4. Replace the SCSI adapter

Note: In a "twin-tailed” configuration where
there is more than one initiator device (normally
another system) attached to the SCSI bus, it
may be necessary to use SMS utilities to
change the ID of the SCSI controller or adapter.

The System Management Services menu is
displayed.

The device or media you are attempting to boot
from may be faulty.

1. Check the SMS error log for any errors. To
check the error log:
* Choose error log
< If an error is logged, check the time
stamp.

 If the error was logged during the current
boot attempt, record it.

« Look up the error in Ehapter 5, “ErroF|
[Code to FRU Index’and do the listed
action.

* If no recent error is logged in the error
log, continue to the next step below.

2. Try to boot from an alternate boot device
connected to the same controller as the
original boot device. If the boot succeeds,
replace the original boot device (for
removable media devices, try the media
first).

3. Go to[‘Boot Problems” on page 410}

You suspect a cable problem.

Go to RS/6000 and @server pSeries Adapters,
Devices, and Cable Information for Multiple Bus
Systems.

All other problems.

Go to['MAP 1020: Problem Determination” on|
age 175
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MAP 1020: Problem Determination

Purpose of This MAP

Use this MAP to get an error code if you were not provided one by the customer or you
are unable to load diagnostics. If you are able to load the diagnostics, go to MAP 0020
in the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus Systems.

The service processor may have recorded one or more symptoms in its error log.
Examine this error log before proceeding (see ['System Information Menu” on|

[page 763). The server may have been set up by using the HMC. Check the Service
Action Event (SAE) log in the Service Focal Point. The SAE log may have recorded one
or more symptoms in the Service Focal Point. To avoid unnecessary replacement of the
same FRU for the same problem, it is necessary to check the SAE log for evidence of
prior service activity on the same subsystem.

The service processor may have been set by the user to monitor system operations
and to attempt recoveries. You can disable these actions while you diagnose and
service the system. If the system was set up according to the recommendations of the
@server pSeries 690 User’s Guide, all the settings of the service processor (except
language) were saved by using the SAVE/RESTORE HARDWARE MAINTENANCE
POLICIES service aid. You can use the same service aid to restore the settings at the
conclusion of your service action.

In case the service processor settings were not saved by the user, if you disable them,
make notes of their current settings for restoration before you leave.

In addition to the parameters in the following table, you can disconnect the modem to
prevent incoming signals that could cause the system to power on.

Following are the service processor settings. The service processor menus are
described in [Chapter 7, “Using the Service Processor”, on page 745|

Surveillance From the service processor Setup Menu, go to
the Surveillance Setup Menu and disable
surveillance. (Surveillance is automatically
disabled in LPAR mode.)

Unattended Start From the service processor System Power
Control Menu, disable unattended start mode.

Reboot Policy From the System Power Control Menu, go to
the Reboot/Restart Policy Setup Menu and set:

1. Number of reboot attempts to O (zero)
2. Use OS-Defined restart policy to No
3. Enable supplemental restart policy to No.
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Call Out From the Call-In/Call-Out Setup Menu, go to
the Serial Port Selection Menu and disable
call-out on both serial ports. (Call-out is
automatically disabled when the system is
booted to operate with multiple partitions (also

known as a partitioned system).

Be prepared to record code nhumbers and use those numbers in the course of analyzing

a problem. Go to[‘Step 1020-1"}.

Step 1020-1
The following steps analyze a failure to load the diagnostic programs.

Note: Be prepared to answer questions regarding the operator panel display and to
perform certain actions based on displayed POST indicators.

1. Run diagnostics on any partition. Find your symptom in the following table; then
follow the instructions given in the Action column.

If no fault is identified, continue to the next step.

2. Run diagnostics on the failing partition. Find your symptom in the following table;
then follow the instructions given in the Action column.

If no fault is identified, continue to the next step.

3. Power off the system. Refer to ['‘Powering Off the System and Removing Power” on|

page 82

4. Load the standalone diagnostics in service mode to test the full system partition.
Refer to|Chapter 6, “Using the Online and Standalone Diagnostics”, on page 735}

5. Wait until the diagnostics are loaded or the system appears to stop. If you receive
an error code or if the system stops before diagnostics are loaded, find your
symptom in the following table; then follow the instructions given in the Action
column.

If no fault is identified, continue to the next step.

6. Run the standalone diagnostics on the entire system. Find your symptom in the
following table; then follow the instructions given in the Action column.

If no fault is identified, call service support for assistance.

Symptom Action

One or more partitions do not boot. 1. Check service processor error log. If an

error is indicated, go to the [‘Entry MAP” on
2. Check the Serviceable Action Event (SAE)
log, refer to ['Working With Serviceable]

|Events" on page 8| If there is a Service

Action Event, perform the recommended

actions or go to the ['Entry MAP” on
page 165

The system stopped and a code is displayed on | Go to the fEntry MAP” on page 165|
the operator panel.
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Symptom

IAction

The system stops with a prompt to enter a
password.

Enter the password. You cannot continue until a
correct password has been entered. When you
have entered a valid password, go to the
beginning of this table and wait for one of the
other conditions to occur.

The diagnostic operating instructions are
displayed.

Go to MAP 0020 in the RS/6000 and @server
pSeries Diagnostic Information for Multiple Bus
Systems.

The power good LED does not come on or
does not stay on, or you have a power
problem.

Go to[‘MAP 1520: Power” on page 194

The system login prompt is displayed.

You may not have pressed the correct key or
you may not have pressed the key soon
enough when you were to trying to indicate a
service mode IPL of the diagnostic programs. If
this is the case, start again at the beginning of
this step.

Note: Perform the system shutdown procedure
before turning off the system.

If you are sure you pressed the correct key in a
timely manner, go to|‘Step 1020-2" o
page 179

The system does not respond when the
password is entered.

Go to[‘Step 1020-2" on page 179

The system stopped. A POST indicator is
displayed on the system console and an
eight-digit error code is not displayed.

If the POST indicator represents:

1. Memory, do a slow boot. If an error code
points to memory, replace that memory
book and run slow boot again.

2. Keyboard
a. Replace the keyboard cable.
b. Replace the keyboard.

c. Replace the USB card that the keyboard
is attached to.

d. Go to 'MAP 1542: 1/O Problem|
lisolation” on page 319
3. Network, go to [MAP 1542: 1/O Problem|
lIsolation” on page 319}

4. SCSI, go to['MAP 1542: I/O Problem|
lIsolation” on page 319}

5. Speaker
a. Replace the operator panel.

b. Replace the primary /0O book, location:
U1.18-P1-H2.

c. Go to['MAP 1542: I/O Problem Isolation’]

|(_)n page 319|
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Symptom /Action

The System Management Services menu is Go to[‘Step 1020-4” on page 180}
displayed.
All other symptoms. If you were directed here from the Entry MAP,

go to|'MAP 1542: I/0O Problem Isolation” on|
page 319| Otherwise, find the symptom in the
“Entry MAP” on page 165
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Step 1020-2
There is a problem with the keyboard.

Find the type of keyboard you are using in the following table; then follow the

instructions given in the Action column.

Keyboard Type

Action

Type 101 keyboard (U.S.). Identified by the size
of the Enter key. The Enter key is in only one
horizontal row of keys.

Record error code MOKB D001; then go to

“Step 1020-3"

Type 102 keyboard (W.T.). Identified by the size
of the Enter key. The Enter key extends into
two horizontal rows.

Record error code MOKB D002; then go to

“Step 1020-3”

Type 106 keyboard. (Identified by the Japanese
characters.)

Record error code MOKB D003; then go to

“Step 1020-3"

ASCII terminal keyboard

Go to the documentation for this type of ASCII
terminal and continue with problem
determination.

Step 1020-3

Take the following actions:

1. Find the eight-digit error code in|Chapter 5, “Error Code to FRU Index”, on|

Note:

If the eight-digit error code is not listed in|Chapter 5, “Error Code to FRU|
look for it in the following:

* Any supplemental service manuals for attached devices

* The diagnostic problem report
* The Service Hints service aid

screen for additional information

 The CEREADME file (by using the Service Hints service aid)

Note:

Service aids can be found in RS/6000 and @server pSeries Diagnostic

Information for Multiple Bus Systems.

2. Perform the action listed.
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Step 1020-4

1. Turn off, then turn on the system unit.

2. When the keyboard indicator (the word keyboard ) displays, press the 1 key on a
directly attached keyboard or the 1 key on an ASCII terminal or 1 key on the HMC.

3. When the System Management Services menus appear, check the error log for any

errors.

a. Choose Error Log

b. If an error is logged, check the time stamp.

c. If the error was logged during the current boot attempt, record it.

d. Look up the error in the [Chapter 5, “Error Code to FRU Index”, on page 413 and
do the listed action.

e. If no recent error is logged in the error log, go to['MAP 1542: /O Problem|

[Isolation” on page 319}
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MAP 1320: Service Focal Point Procedures

These procedures define the steps to be taken when servicing a machine equipped with
Service Focal Point (SFP).

Note: The various codes that might display on the HMC are all listed as error codes by
Service Focal Point (SFP). To assist you in identifying the types of error data in
this guide, use the following table.

SFP Name Number of Digits in Error code Service Guide Name
Error Code

Error Code Any Contains # Menu Goal

Error Code Any Contains - (hyphen) SRN

Error Code 5 Does not contain # or - | SRN

Error Code Does not contain # or - | Error Code

Error Code Does not contain # or - | Error Code, SRC, or

Ref Code

For steps to be taken when beginning service on a machine with SFP, see the
[1321: Quick Entry MAP for Systems with Service Focal Point}

For steps to be taken after service is complete on a machine with SFP, see the |“MAI3|
[1322: End of Call MAP for Systems with Service Focal Point” on page 184

MAP 1321: Quick Entry MAP for Systems with Service Focal Point

Step 1321-1

For future reference, record the error code and the location code (that brought you to
this MAP) of the FRU to be replaced . Record any other symptoms if an error code is
not available.

Step 1321-2

At the HMC console, start Service Focal Point (SFP) and examine the service action
event log for any open service action events. For SFP operating instructions, see
[‘Service Focal Point” on page 5|

Does the HMC appear to operate correctly?

No Go to [‘Quick Entry MAP” on page 167} look up the HMC symptom, and follow
the directions there.

Yes Go to .
Step 1321-3

Are there any service action events that are open?
No Go to[‘Step 1321-14" on page 183
Yes Go to['Step 1321-4” on page 182
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Step 1321-4
Record the list of open service action events.

Step 1321-5

From the list of serviceable events recorded in ['Step 1321-4" open the details of each
service action event and examine the FRU list and error code(s) for each.

Step 1321-6

Are there any serviceable actions events with error codes of the form #xxxxxx in
the list of error codes found in “Siep 1321-5"?

No Go to[‘Step 1321-71

Yes Go to['Step 1321-18” on page 184]

Step 1321-7
Are there any serviceable events with FRU location codes reported in “Sted___|
1321-5"p

No Go to[‘Step 1321-14" on page 183

Yes Go to|'Step 1321-8'].

Step 1321-8

From the list of open service action events with FRUs reported, examine the details of
each service action event and record the error code.

Step 1321-9
Examine the list of error codes you obtained from|[‘Step 1321-8"|and look for any of the
form 4xxB xxxx, AOD-34x, or A1D-34x.

Step 1321-10
Are there any error codes from step“Siep 1321-8" of the form 4xxB xxxXx,
AOD-34x, or A1D-34x?

No Go to['Step 1321-13” on page 183

Yes Go to[‘Step 1321-11"

Step 1321-11

Do any of the error codes from * he form 4xxB xxxx, AOD-34x, or
A1D-34x have the same first two characters on the left as the first two characters
on the left of the error code recorded in “Step 1321-1” on page 181 that|sent you
to this MAP?

No Go to['Step 1321-13” on page 183

Yes Record the error codes from of the form 4xxB xxxx, AOD-34x, or
A1D-34x that have the same first two characters on the left as the first two
characters on the left of the error code recorded in ['Step 1321-1" on page 181|
that sent you to this MAP. Also, record the service action event associated with
each error code. Go to[*Step 1321-12” on page 183}
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Step 1321-12
From the list of open service action events with error codes of the form 4xxB xxxx,

AOD-34x, or A1D-34x recorded in ['Step 1321-11" on page 182, choose the service
action event with the earliest time stamp (the one that occurred first), record its error

code and FRU location(s), and proceed to|‘Step 1321-14"|with this new code.

When future steps refer to the error code recorded in ['Step 1321-1” on page 181} use
this new error code and its location code(s) instead of the original error code that sent
you to this MAP.

Step 1321-13
From the list of open service action events with FRUs reported, choose the service

action event with the earliest time stamp (the one that occurred first), record its error
code and FRU location(s), and proceed to |“Step 1321-14"| with this new error code.
When future steps refer to the error code recorded in ['Step 1321-1" on page 181} use
this new error code and its location code(s) instead of the original error code that sent
you to this MAP.

Step 1321-14
At the HMC console, open Service Focal Point (SFP) and examine the service action

event log for any closed service action events. For SFP operating instructions, refer to
[‘Service Focal Point” on page 5}

Step 1321-15

Are there any service action events that are closed?

No Go to the table in[‘Entry MAP” on page 165

Yes Go to|‘Step 1321-161

Step 1321-16
Examine the details of the ten most-recently closed service action events.

Are there any error codes or symptoms in the ten latest closed service action
events that are the same as the error code or symptom recorded in “Stepp 1321-1"
on page 1817%

No Go to the table in [‘Entry MAP” on page 165

Yes Go to[‘Step 1321-17’].

Step 1321-17
Examine the FRUs of the same error codes or symptoms. Are there any FRUs in the

same error codes or symptoms of the closed service action events left to be
replaced?

No Go to the table in[‘Entry MAP” on page 165|

Yes Replace the next FRU of same error codes or symptoms of the closed service
action events. Go to "MAP 0410: Repair Checkout” in RS/6000 and @server
pSeries Diagnostic Information for Multiple Bus Systems.
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Step 1321-18
From the list of serviceable events with error code(s) of the form #xxxxxx, examine the
details of each serviceable event to display the description field of the error code(s) of
the form #XxXxxxx.

Step 1321-19
Double-click on the description field to view the complete text of the serviceable event.

Step 1321-20
Perform any actions that may be listed in the descriptions of all error codes of the form
#xxxxxx before proceeding.

Step 1321-21

Did you find a problem?

No Go to[*Step 1321-7” on page 182

Yes Go to "MAP 0410: Repair Checkout” in RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

MAP 1322: End of Call MAP for Systems with Service Focal Point

184

Step 1322-1
For future reference, record the SRC or symptom and the location code of the FRU you
replaced.

Step 1322-2
For SFP operating instructions, refer to ['Service Focal Point” on page 5| At the HMC
console, open Service Focal Point (SFP) and examine the service action event log for
any open service action events.

Step 1322-3

Are there any service action events that are open?

No This completes the repair, return the system to the customer.

Yes Go to|‘Step 1322-41

Step 1322-4
Record the list of open service action events.

Step 1322-5
From the list of serviceable events recorded in['Step 1322-4" perform [‘Step 1322-6’

through [*Step 1322-33” on page 188 for each open service action event.

Step 1322-6

Determine the error class of the serviceable event. Record for future use.
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Step 1322-7
Examine the details of the open service action event.

Is the error code associated with this service action event the same as recorded
in "Step 1322-1"?

No Go to['Step 1322-87
Yes Go to['Step 1322-11"

Step 1322-8
Examine the FRU list of the service action event.

Are there any FRUSs listed for the service action event?

No Go to[‘Step 1321-11" on page 182}

Yes Go to|‘Step 1321-9” on page 182

Step 1322-9
Is the FRU list identical (same FRUs, same number of FRUs, and same order of
FRUSs) to the FRU list of the error code recorded in “St¢p 1322-1" on page 184? |

No Go to[‘Step 1322-10'
Yes Go to['Step 1322-11"

Step 1322-10
The FRU list is different.

Is the FRU you replaced and recorded in “Step 1322-1" on page 184 in the list of
FRUs for this service action event?

No Go to[‘Step 1322-33" on page 188

Note: There are service action events that will remain open when you leave
this MAP. Further service actions may be required to complete the
repair.

Yes Go to|‘Step 1322-11"

Step 1322-11
Examine the details of this service action event and record the partition(s) involved in

this service action event for use in a later step.

Step 1322-12
Is the error code associated with this service action event of the form A11-xxx or

AO0L-xxx?
No Go to['Step 1322-17" on page 186|
Yes Go to['Step 1322-13" on page 186}
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Step 1322-13
Have you begun a list of “Axx” partitions from prior service action events that
you processed in this map?

No Go to[‘Step 1322-14']
Yes Go to[‘Step 1322-15.

Step 1322-14
Begin a new list of “Axx” partitions by copying the list of partitions obtained in
[1322-11" on page 185} Go to['Step 1322-16'}

Step 1322-15
Add the partition list obtained in[*Step 1322-11" on page 185|to the existing list of “Axx”

partitions obtained from processing previous service action events in this map.

Step 1322-16

Remove all entries in the list of all partition(s) you recorded in|‘Step 1322-11" on|
age 185| If you are referred to the list of partition(s) obtained in ['step 1322-11” on|
age 185|in future steps, the list is empty. Go to [‘Steg 1322-17’1

Step 1322-17
Select and highlight the service action event from the “Error Associated With This
Serviceable Event” window.

Step 1322-18

Select the Close Event button.

Step 1322-19
Add comments for the serviceable event. Include any unique additional information.
Select the OK button.

Step 1322-20
The following steps will add or update FRU information.

Step 1322-21

Did you replace, add, or modify a FRU of the open service action event?

No Go to[‘Step 1322-237.
Yes Go to[‘Step 1322-22'.

Step 1322-22
From the FRU list, select a FRU that you need to update. Double-click on the FRU and

update the FRU information. Go tq“Step 1322-24"

Step 1322-23
Select the No FRU Replaced for this Serviceable Event  option.

Step 1322-24

Select OK to close the service action event.
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Step 1322-25
Is the list of all partition(s) you recorded in “Stdp 1322-11" on page 185 empfy?

No Go to[‘Step 1322-26']

Yes Go to['Step 1322-33" on page 188

Step 1322-26
Does the list of all partition(s) you recorded in “Stdp 1322-11" on page 185 |
contain more than one entry?

No Go to['Step 1322-33" on page 188

Yes Go to ['Step 1322-277

Step 1322-27
Is the error class recorded in “Step 1322-6" on page 184 AlX?

No Go to[‘Step 1322-33" on page 188

Yes Go to[‘Step 1322-28'.

Step 1322-28

Perform the following steps for each entry in the list of all partition(s) you recorded in
[‘'Step 1322-11" on page 185 except the partition you were using to debug the original
problem.

Step 1322-29
From the HMC VTERM window of a partition in the list of all partitions, type diag at the
AIX command prompt.

Step 1322-30
1. When the diagnostic operating instructions are displayed, press Enter.
2. Select the Task Selection option.

Note: If the terminal type is not defined, you are prompted to define it before you
can proceed.

3. Select the Log Repair option.

4. Select the resource associated with the repair action. If the repair action was
reseating a cable or adapter, select the resource associated with that repair action.
If the resource associated with your repair action is not displayed on the Resource
List, select sysplanaro0.

5. Press commit after you have made your selection.

Step 1322-31
Exit from diagnostics in this partition and return to the AIX prompt.
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Step 1322-32
Have all the partitions in the list of all partition(s) you recorded in “Step| 1322-11"
on page 185 [peen processed?

No Go to['Step 1322-28" on page 187 to process the next partition in the list you
recorded in ['Step 1322-11” on page 185|

Yes Go to[‘Step 1322-33'

Step 1322-33
Have all the serviceable events recorded in “Siep 1322-4" on page 184 beeh
processed?

No Go to['Step 1322-5” on page 184] and process the next service action event in
the list of serviceable events recorded in list of serviceable events recorded in
['Step 1322-4” on page 184}

Yes  Go to[Step 1322-34}
Step 1322-34

While processing all service action events, were you directed to “Steq 1322-14"
on page 186%

No This completes the repair, return the system to the customer.

Note: If during the processing of the list of open service action events, some
service actions events were left open, further service actions may be
required to complete the repair.

Yes  Go to[Step 1322:35]
Step 1322-35

Perform the following steps for each entry in the list of “Axx” partitions you began
recording in[‘Step 1322-14" on page 186|, except the partition you were using to debug
the original problem.

Step 1322-36
From the HMC VTERM window of a partition in the list of “Axx” partitions, type diag at
the AIX command prompt.

Step 1322-37
1. When the diagnostic operating instructions are displayed, press Enter.
2. Select the Task Selection option.

Note: If the terminal type is not defined, you are prompted to define it before you
can proceed.

3. Select the Log Repair option.

Select the resource associated with the repair action. If the repair action was
reseating a cable or adapter, select the resource associated with that repair action.
If the resource associated with your repair action is not displayed on the Resource
List, select sysplanar0.
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5. Press com

mit after you have made your selection.

Step 1322-38

Exit from diagnostics in this partition and return to the AIX prompt.

Step 1322-39
Have all the partitions in the list of “Axx” partitions(s) you began recording in

['Step 1322-14” on page 186 Heen processed?

No Go to['Step 1322-35" on page 188| to process the next partition in the list you
recorded in['Step 1322-14" on page 186|

Yes This completes the repair, return the system to the customer.
Note: If during the processing of the list of open service action events, some

service actions events were left open, further service actions may be
required to complete the repair.
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MAP 1420: Recovery Procedures for Hot-Pluggable PCI Adapters

This procedure is used to locate problems that might occur when performing a PCI
adapter hot-plug operation.

Find the symptom in the following table; then follow the instructions given in the Action
column.

Recovery Procedures for Hot-Pluggable PCI Adapters

Symptom/Reference Code \ction

Partition will not boot rendering PCI hot-plug manager Go to ['MAP 1421: Partition Will Not Boot Due to Faulty|
useless.

[Adapter’]

Partition boots, but PCI adapter is not recognized and Go to ['MAP 1422: Slot is Empty Even When Populated’]

slot status is empty. bn page 191}

MAP 1421: Partition Will Not Boot Due to Faulty Adapter

190

Step 1421-1

The entire system must be shut down and powered off to repair.

Does the customer wish to restore the partition by isolating the faulty adapter
without powering off the entire system?
NO Go to [‘Step 1421-12" on page 191|

YES  Go tofStep 14212}
Step 1421-2

At the HMC, view the resources assigned to the partition that will not boot.

Step 1421-3
Remove the faulty resource from the partition that will not boot. Record the slot location
and the adapter type.

Step 1421-4
Attempt to boot the partition.

Does the partition boot?

NO Go to['Step 1421-12” on page 191l

YES Go to[‘Step 1421-57

Step 1421-5
Shut down the partition.
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Step 1421-6
Is the PCI slot power LED of the location recorded in “Stdp 1421-3” on page 190 |
on?

NO Go to|'Step 1421-71.
YES Go to['Step 1421-127

Step 1421-7
Are there any empty PCI slots attached to the system that are not assigned to
any partitions?

NO Go to|‘Step 1421-12'}
YES Go to['Step 1421-8']

Step 1421-8
Assign the available empty and unassigned slot to the partition that will not boot.

Step 1421-9
Insert a new adapter of the same type recorded in[‘Step 1421-3” on page 190|into the
slot assigned in [‘'Step 1421-8"

Step 1421-10

Move any external cabling from the adapter in the slot recorded in|“Step 1421-3” on|
to the adapter in the slot assigned in ['Step 1421-8'}

Step 1421-11
Attempt to boot the partition.

Does the partition boot?

NO Go to|'Step 1421-121.

YES Partition and all resources are operational. Schedule repair for the slot
recorded in [‘Step 1421-3” on page 190| with the customer. Go to "MAP 0410:
Repair Checkout” in the RS/6000 and @server pSeries Diagnostic Information
for Multiple Bus Systems. This ends the procedure

Step 1421-12
Cannot isolate the adapter without powering off the entire system. Schedule repair for

the slot recorded in ['Step 1421-3” on page 190| with the customer. This ends the
procedure .

MAP 1422: Slot is Empty Even When Populated
Step 1422-1

Record the 1/0 drawer and slot location of the slot that is populated with an adapter but
shows empty in the PCI hot-plug manager. Also record the adapter type.
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Step 1422-2

Is the PCI slot power LED of the location recorded in “Stgp 1422-1" on page 191

on?
NO Go to['Step 1422-3}.
YES Go to[‘Step 1422-71

Step 1422-3

Disconnect any external cables from the adapter identified in[‘Step 1422-1" on
page 191

Step 1422-4

Remove the adapter identified in ['Step 1422-1” on page 191}

Step 1422-5
Follow the procedure [‘Installing a Hot-Pluggable PCI Adapter” on page 896|to add a

new adapter at the location recorded in [‘Step 1422-1" on page 191l The new adapter
should be the same type as that removed in [‘Step 1422-1”" on page 191 Return to

‘Step 1422-6"| after the new adapter is added.
Step 1422-6

Did the PCI hot-plug procedure successfully add a new adapter at the location
recorded in ‘Step 1422-1" on page 1917 |

NO Go to['Step 1422-7'].

YES Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems. This ends the procedure

Step 1422-7

Shut down the partition that the faulty slot is assigned to.

Step 1422-8

Is the PCI slot power LED of the location recorded in “Stgp 1422-1" on page 191

on?

NO Go to[‘Step 1422-9.

YES  Go to['Step 1422-14” on page 193

Step 1422-9
Are there any empty PCI slots attached to the system that are not assigned to
any partitions?

NO Go to['Step 1422-14” on page 193

YES Go to['Step 1422-10']

Step 1422-10
Assign the available empty and unassigned slot to the partition that the faulty slot is
assigned to.
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Step 1422-11
Insert a new adapter of the same type recorded in[‘Step 1422-1" on page 191|into the
slot assigned in ['Step 1422-10" on page 192]

Step 1422-12
Move any external cabling from the adapter in the slot recorded in|“Step 1422-1" on|

page 191]to the adapter in the slot assigned in [‘Step 1422-10" on page 192|

Step 1422-13
Attempt to boot the partition.

Does the partition boot?

NO Go to[‘Step 1422-14']

YES Partition and all resources are operational. Schedule repair with the customer
for the slot recorded in[‘Step 1422-1" on page 191} Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems. This ends the procedure

Step 1422-14

Cannot repair the adapter without powering off the entire system. Schedule repair with
the customer for the slot recorded in|“Step 1422-1" on page 191} This ends the
procedure .

Chapter 3. Maintenance Analysis Procedures 193



MAP 1520: Power

194

This procedure is used to locate power problems in the processor subsystem, 1/0
subsystem(s) or rack If a problem is detected, this procedure helps you isolate the
problem to a failing unit.

Observe the following safety notices during service procedures.

DANGER

An electrical outlet that is not correctly wired could place hazardous voltage
on metal parts of the system or the devices that attach to the system. It is the
responsibility of the customer to ensure that the outlet is correctly wired and
grounded to prevent an electrical shock.

Use one hand, when possible, to connect or disconnect signal cables to
prevent a possible shock from touching two surfaces with different electrical
potentials.

During an electrical storm, do not connect cables for display stations, printers,
telephones, or station protectors for communications lines.
D06

CAUTION:

This product is equipped with a three-wire power cable and plug for the user’s
safety. Use this power cable with a properly grounded electrical outlet to avoid
electrical shock.

co1

CAUTION:
Energy hazard, remove power before servicing.
c22

Attention:  To identify a FRU, these MAPs refer to FRU Identify LEDs. Information
about the FRU Identify LEDs can be found in ['FRU Identify LEDs” on page 62|
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Find the symptom in the following table; then follow the instructions given in the Action

column.

Power Problems

Symptom/Reference Code

A\ction

The system will not power on and no error codes are
available

Go to[‘Map 1521: The System Will Not Power On And No|
[Error Codes Are Available” on page 19§

1011 8700, 1011 8701

Go to[‘Map 152a: Loss of ac Power or Phase Missing” on|

|page 214|

1014 6014, 1014 6814, 1014 B014, 1014 B814,
1015 6014, 1015 6814, 1015 B014, 1015 B814,
1016 6014, 1016 6814, 1016 BO14, 1016 B814,
1017 6014, 1017 6814, 1017 B014, 1017 B814,
1021 6014, 1021 6814, 1021 BO14, 1021 B814,
1022 6014, 1022 6814, 1022 B014, 1022 B814,
1023 6014, 1023 6814, 1023 B014, 1023 B814,
1024 6014, 1024 6814, 1024 B014, 1024 B814,
1025 6014, 1025 6814, 1025 B014, 1025 B814

Go to[‘Map 152h: 3.3V Current/Voltage Problem in 1/0]
[Subsystem” on page 260

1014 6024, 1014 6824, 1014 B024, 1014 B824,
1015 6024, 1015 6824, 1015 B024, 1015 B824,
1016 6024, 1016 6824, 1016 B024, 1016 B824,
1017 6024, 1017 6824, 1017 B024, 1017 B824,
1021 6024, 1021 6824, 1021 B024, 1021 B824,
1022 6024, 1022 6824, 1022 B024, 1022 B824,
1023 6024, 1023 6824, 1023 B024, 1023 B824,
1024 6024, 1024 6824, 1024 B024, 1024 B824,
1025 6024, 1025 6824, 1025 B024, 1025 B824

Go to[‘Map 152i: 5.0 V Current/Voltage Problem in 1/0Q]
[Subsystem” on page 268

1014 6034, 1014 6834, 1014 B034, 1014 B834,
1015 6034, 1015 6834, 1015 B034, 1015 B834,
1016 6034, 1016 6834, 1016 B034, 1016 B834,
1017 6034, 1017 6834, 1017 B0O34, 1017 B834,
1021 6034, 1021 6834, 1021 B034, 1021 B834,
1022 6034, 1022 6834, 1022 B034, 1022 B834,
1023 6034, 1023 6834, 1023 B034, 1023 B834,
1024 6034, 1024 6834, 1024 B034, 1024 B834,
1025 6034, 1025 6834, 1025 B034, 1025 B834

Go to['‘Map 152j: 2.5 V Current/Voltage Problem in 1/0|
[Subsystem” on page 277

1014 6044, 1014 6844, 1014 B044, 1014 B844,
1015 6044, 1015 6844, 1015 B044, 1015 B844,
1016 6044, 1016 6844, 1016 B044, 1016 B844,
1017 6044, 1017 6844, 1017 B044, 1017 B844,
1021 6044, 1021 6844, 1021 B044, 1021 B844,
1022 6044, 1022 6844, 1022 B044, 1022 B844,
1023 6044, 1023 6844, 1023 B044, 1023 B844,
1024 6044, 1024 6844, 1024 B044, 1024 B844,
1025 6044, 1025 6844, 1025 B044, 1025 B844

Go to FMap 152k: 12.0 V Current/Voltage Problem in I/O|
[Subsystem” on page 285
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Power Problems

Symptom/Reference Code

\ction

1014 6054, 1014 6854, 1014 B0O54, 1014 B854,
1015 6054, 1015 6854, 1015 B054, 1015 B854,
1016 6054, 1016 6854, 1016 B054, 1016 B854,
1017 6054, 1017 6854, 1017 B0O54, 1017 B854,
1021 6054, 1021 6854, 1021 B054, 1021 B854,
1022 6054, 1022 6854, 1022 B054, 1022 B854,
1023 6054, 1023 6854, 1023 B054, 1023 B854,
1024 6054, 1024 6854, 1024 B054, 1024 B854,
1025 6054, 1025 6854, 1025 B054, 1025 B854

Go to[‘Map 152I: -12.0V Current/Voltage Problem in 1/0|
|Subsystem” on page 294

1014 CD96, 1014 CDAG6, 1014 CDB6, 1014 CDCS6,
1015 CD96, 1015 CDAG6, 1015 CDB6, 1015 CDC6,
1016 CD96, 1016 CDAG6, 1016 CDB6, 1016 CDCS6,
1017 CD96, 1017 CDAG6, 1017 CDB6, 1017 CDCS6,
1021 CD96, 1021 CDAG6, 1021 CDB6, 1021 CDCS,
1022 CD96, 1022 CDAG6, 1022 CDB6, 1022 CDCS6,
1023 CD96, 1023 CDAG6, 1023 CDB6, 1023 CDC6,
1024 CD96, 1024 CDAG6, 1024 CDB6, 1024 CDCS6,
1025 CD96, 1025 CDAG6, 1025 CDB6, 1025 CDC6

Go to[‘Map 152n: DASD Subsystem Power Problem” on|

|page 306|

101A FE16 for BPC A or
101B FE16 for BPC B

Go to['Map 1522: UEPO Switch On The BPC Is In The]
|Bypass Position” on page 201|

101A 0856 or 101A FE56for BPR 1A
101A 0866 or 101A FE66 for BPR 2A
101A 0876 or 101A FE76 for BPR 3A
101B 0856 or 101B FE56 for BPR 1B
101B 0866 or 101B FE66 for BPR 2B
101B 0876 or 101B FE76 for BPR 3B

Go to[‘Map 1523: There Is a Bulk Power Regulator (BPR)|
|Communications Fault” on page 202}

101A FDB6 for BPI A or
101B FDB6 for BPI B

Go to['‘Map 1524: An Open Room EPO Switch Has Been|
|Detected From One Side” on page 202|

101A 0D06 for BPA A or
101B 0DO06 for BPA B

Go to FMap 1525: There Is a 350 Volt Bulk Failure” on|

|page 204]

101A 7A86 or 101A 7B86 for IBF 1A
101A 7A96 or 101A 7B96 for IBF 2A
101A 7AA6 or 101A 7BA6 for IBF 3A
101B 7A86 or 101B 7B86 for IBF 1B
101B 7A96 or 101B 7B96 for IBF 2B
101B 7AA6 or 101B 7BA6 for IBF 3B

Go to[‘Map 1526: There Is An Integrated Battery Feature|
(IBF) Failure” on page 207

101A 1CO06, 101B 1C06, 101C 1CO06, 1014 1CO06,
1015 1C06, 1016 1C06, 1017 1C06, 1021 1CO06,
1022 1C06, 1023 1C06

Go to['‘Map 1527: An Airflow Loss Has Been Detected” on|
page 210

101C EO06 or 101C E106

Go to[‘Map 1528: There Is A Processor (Critical/Warning)|
|Overtemperature Fault” on page 212|

101A D216 for BPA A or 101B D216 for BPA B

Go to[‘Map 1529: There Is A Bulk Power Assembly (BPA)|
|Communication Failure” on page 212}

101A F806 or 101A F906 for BPC A
or
101B F806 or 101B F906 for BPC B

Go to['‘Map 152a: Loss of ac Power or Phase Missing” on|

|Qage 214|
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Power Problems

Symptom/Reference Code

Action

101A x115, 101A x125, 101A x135, 101A x215
101A x225, 101A x235, 101A x315, 101A x325,
101A x335, 101A x415, 101A x425, 101A x435,
101A x515, 101A x525, 101A x535, 101A x615,
101A x625, 101A x635, 101A x715, 101A x725,
101A x735, 101A x825, 101A x835, 101A x925,
101A x935, 101A xA25, 101A xA35

101B x115, 101B x125, 101B x135, 101B x215
101B x225, 101B x235, 101B x315, 101B x325,
101B x335, 101B x415, 101B x425, 101B x435,
101B x515, 101B x525, 101B x535, 101B x615,
101B x625, 101B x635, 101B x715, 101B x725,
101B x735, 101B x825, 101B x835, 101B x925,
101B x935, 101B xA25, 101B xA35

Go to['‘Map 152m: Cable Problem in Power Subsystem’]

|on page 302[

101C 6014, 101C 6814, 101C B014, 101C B814

Go to['‘Map 152b: 2.5 V Current/Voltage Problem in|
[Processor Subsystem” on page 216]

101C 6114, 101C 6914, 101C B114, 101C B914

Go to[‘Map 152c: 1.8 V Current/Voltage Problem in|
[Processor Subsystem” on page 222|

101C 6124, 101C 6924, 101C B124, 101C B924

Go to[‘Map 152e: 1.5 V CPU Current/Voltage Problem in|
[Processor Subsystem” on page 239]

101C 6134, 101C 6934, 101C B134, 101C B934

Go to|'Map 152d: 1.5 V Auxiliary Current/Voltage
[Problem in Processor Subsystem” on page 231%

101C 6144, 101C 6944, 101C B144, 101C B944

Go to |“MaE 152f: 3.3 V Current/Voltage Problem in|
Processor Subsystem” on page 245[

101C 6514, 101C 6D14, 101C B514, 101C BD14

Go to[‘Map 152g: 5.0 V Current/Voltage Problem in|
[Processor Subsystem” on page 253}
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Map 1521: The System Will Not Power On And No Error Codes Are Available

Step 1521-1

Ensure that the following are true:

Both power cords are properly connected

The UEPO panel switch is in the ON position

The UEPO BYPASS switches on both BPCs are in the Normal position
The on/off switches located on all the BPRs are in the on (left) position

Note: A switch set to the off position cannot cause this problem, however, any
switch found in the off position must be reset to the on position (wait 10
seconds) before proceeding.

The cable from UEPO connector JOO to BPC-A connector JO5 and the cable from

UEPO connector JO1 to BPC-B connector JO5 are properly connected without visible
sign of damage.

The room temperature is not in excess of the maximum allowed (40 degrees Celsius
or 104 degrees Fahrenheit)

Note: If the room temperature exceeds the specified maximum, the machine may
continually cycle on and off.

Are all the above conditions true?

NO Correct any problems and go to "MAP 0410: Repair Checkout” in the RS/6000

and @server pSeries Diagnostic Information for Multiple Bus Systems.

YES Go to['Step 1521-2]].

Step 1521-2
Check the LEDs on both sides of the bulk power assembly (BPA).

Are all LEDs off on both sides of BPA?

NO Go to['Step 1521-3.

YES  Go to['Step 1521-9” on page 200

Step 1521-3
Check the following LED states on both Bulk Power Controllers (BPCs):

UEPO PWR LED turned on
BPC GOOD LED turned on
All other LEDs are off

Are all of the above true?
NO Go to['Step 1521-4” on page 199,
YES  Go to['Step 1521-5” on page 199
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Step 1521-4
Independent faults are indicated on both sides of the BPA. Each side must be isolated
separately. Call for support. This ends the procedure.

Step 1521-5
Check the External (Room) EPO Connection if used.

If a room emergency power off (EPO) circuit is used, the external room EPO circuit is
connected to the JO2 connector on the lower edge of the UEPO Switch.

Is a cable connected into the connector J02 on the UEPO Switch?

NO Go to ['Step 1521-67.
YES Go to|'Step 1521-77.

Step 1521-6
Is the internal toggle switch on the EPO panel card set to the 'RM EPO BYPASS’
position?

NO Set the internal toggle switch to the 'RM EPO BYPASS’ position, and go to
"MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

YES Exchange the UEPO card assembly. Follow all the steps in the removal and
replacement procedure for the [‘Unit Emergency Power Off (UEPO) Card|
[Assembly” on page 832 Go to[“Step 1521-8" on page 200}

Step 1521-7

Note: Read the Danger and Caution notices under [‘Safety Notices” on page xi| before
continuing with this procedure.

Disconnect the cable from UEPO connector JO2, and set the toggle switch to the 'RM
EPO BYPASS' position.

Does the UEPO CMPLT LED on at least one BPC become lit?

NO Exchange the UEPO card assembly. Follow all the steps in the removal and
replacement procedure for the[*Unit Emergency Power Off (UEPO) Card|
Assembly” on page 832 Go to[‘Step 1521-8” on page 200}

YES Notify the customer that the room EPO circuit is defective at this connection
and requires service. This ends the procedure.
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Step 1521-8
Is the error code that sent you to this MAP still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Call for support. This ends the procedure.

Step 1521-9

Note: Read the Danger and Caution notices under [‘Safety Notices” on page xi| before
continuing with this procedure.

1. Prepare a multimeter to measure up to 600 V ac.
2. Use the multimeter to measure the ac voltage at the test points on the frame

labeled Phase A and Phase B.
Is the ac voltage greater than 180 V ac?

NO Inform the customer that the line voltage into the BPA is missing or too low.
This ends the procedure.

YES Independent faults are indicated on both sides of the BPA. Each side must be
isolated separately. Call for support. This ends the procedure.
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Map 1522: UEPO Switch On The BPC Is In The Bypass Position

Step 1522-1
Check the UEPO Switch on the BPC on the BPA that is exhibiting the failure.

Is the switch in the NORMAL position?
NO Set UEPO switch on the BPC to the NORMAL position and go to

YES o o[SEp T5227])
Step 1522-2

Press the Service Complete button.

Is error code 101A FE16 or 101B FE16 displayed?

NO The problem has already been corrected. Go to "MAP 0410: Repair Checkout”
in the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Replace the BPC on the side that is exhibiting the failure. Follow all the steps
in the [‘Bulk Power Controller (BPC)” on page 827} Go to[‘Step 1522-31

Step 1522-3
If not done already, press the service complete button.

Is error code 101A FE16 or 101B FE16 displayed?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems. This ends the procedure.

YES Call for support. This ends the procedure.
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Map 1523: There Is a Bulk Power Regulator (BPR) Communications Fault

Step 1523-1

Check the position of the on/off switch on the BPR referenced by the error code that
sent you to this MAP.

Is the switch in the ON position (to the left)?

NO Set the switch to the ON position (to the left), and go to "MAP 0410: Repair

Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

YES Go to['Step 1523-2'|.

Step 1523-2
Exchange the following FRUs one at a time:

BPR referenced by the error code that sent you to this MAP. Follow all steps in the
removal and replacement procedures for ['‘Bulk Power Regulator (BPR)" on page 826]

BPC on the side referenced by the error code that sent you to this MAP. Follow all

steps in the removal and replacement procedures for ['‘Bulk Power Controller (BPC)'|

BPE on the side referenced by the error code that sent you to this MAP. Follow all

steps in the removal and replacement procedures for ['‘Bulk Power Enclosure (BPE)]

After each FRU exchanged, is the error code that sent you to this MAP still
reported?

NO Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries

Diagnostic Information for Multiple Bus Systems. This ends the procedure.

YES Replace the next FRU on the list.

Map 1524: An Open Room EPO Switch Has Been Detected From One Side

202

Step 1524-1
Check the unit emergency power off (UEPO) panel.

Is a customer room EPO cable plugged into the UEPO panel?
NO Go to['Step 1524-3” on page 203
YES  Go to['Step 1524-2” on page 203
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Step 1524-2

1. Set UEPO switch on both BPCs to the BYPASS position.
Unplug the customer room EPO cable.

Set switch (J4) on the UEPO panel to EPO BYPASS position.
Set UEPO switch on both BPCs back to the NORMAL position.
Press the service complete button.

AN ol

Is 101A FDB6 or 101B FDB6 generated?

NO Go to['Step 1524-4]
YES Go to[‘Step 1524-3']

Step 1524-3

Exchange the following FRUs one at a time:

1. UEPO card assembly. Follow all steps in the removal and replacement procedures
for [‘Unit Emergency Power Off (UEPO) Card Assembly” on page 832}

2. Cable from UEPO to BPC on the side referenced by the error code that sent you to
this MAP.

3. BPC on the side referenced by the error code that sent you to this MAP. Follow all
steps in the removal and replacement procedures for|[‘Bulk Power Controller (BPC)1]

After each FRU exchanged, is the error code that sent you to this MAP still
reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Replace the next FRU on the list. If all FRUs on the list have been replaced,
call for support.

Step 1524-4

Perform the following actions one at a time:

1. Replace the UEPO card assembly. Follow all steps in the removal and replacement
procedures for [‘Unit Emergency Power Off (UEPQ) Card Assembly” on page 832}

2. Check with the customer’s site services to have them test the room EPO switch for
correct operation.

After each action is performed, is the error code that sent you to this MAP still
reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Perform the next action on the list. If all actions on the list have been
performed, call for support.
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Map 1525: There Is a 350 Volt Bulk Failure

204

Step 1525-1

Note: Read the Danger and Caution notices under [‘Safety Notices” on page xi| before
continuing with this procedure.

Prepare a multimeter to measure up to 600 V ac.

Use the multimieter to measure the ac voltage at the following test points on the
faceplate of the BOA that is referecned by the error code that sent you to this MAP:

* Phase A and phase B
* Phase B and phase C
* Phase C and phase A

Are all the readings greater than 180 V ac?
NO Go to[‘Step 1525-7” on page 208

YES  Go to[Step 15252}
Step 1525-2

Notes:

1. This problem can be caused by any BPR plugged into the failing BPA.

2. The system can have one or two BPRs, depending on the system configuration.
3. Each BPR on the failing BPA must be checked independently.

The following steps check all the BPRs on the side of the BPA (A or B) referenced by
the error code that sent you to this MAP.

Are there any remaining BPRs to be checked?

NO Go to[‘Step 1525-3

YES  Go to['Step 1525-4” on page 205

Step 1525-3

Notes:

1. This problem can be caused by any BPD plugged into the failing BPA.

2. The system can have up to three BPDs, depending on the system configuration.
3. Each BPD on the failing BPA must be checked independently.

The following steps check all the BPDs on the side of the BPA (A or B) referenced by
the error code that sent you to this MAP.

Are there any BPDs remaining to be checked?
NO

Exchange the following FRUs one at a time:
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» BPC on the side referenced by the error code that sent you to this MAP.

Follow all steps in the removal and replacement procedures for|‘Bulk Powe
|Controller (BPC)” on page 827|

* Replace the BPE on the side referenced by the error code that sent you to
this MAP. Follow all steps in the removal and replacement procedures for
[‘Bulk Power Enclosure (BPE)” on page 830}

After each FRU is exchanged, is the error code that sent you to this MAP
still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

YES Replace the next FRU on the list. If all FRUs on the list have been
replaced, call for support.

YES  Go tofStep 1525-5}
Step 15254

Note: Be sure you are working on the side of the BPA (A or B) referenced by the error
code that sent you to this MAP. FRUs on the operating side of the BPA (with
BPC GOOD LED on) must not be disturbed during this procedure.

Turn the BPR on/off switch to the off position (to the right).

Unplug the BPR to be checked and carefully pull it approximately 25 mm (1 inch)
away from the backplane without unplugging any cables.

If there is more than one BPR left to be checked, start with the uppermost
unchecked BPR and make a note of which BPR you unplugged.

Does the BPC GOOD LED on the BPC come on and stay on?

NO Replug the BPR and set all the BPR on/off switches on this BPA to the on
position (to the left), and continue with ['Step 1525-1" on page 204}

YES Replace the BPR that is currently unplugged. Follow all steps in the removal
and replacement procedures for|‘Bulk Power Regulator (BPR)” on page 826
Go to['Step 1525-6” on page 206]

Step 1525-5

Note: Be sure you are working on the side of the BPA (A or B) referenced by the error
code that sent you to this MAP. FRUs on the operating side of the BPA (with
BPC GOOD LED on) must not be disturbed during this procedure.

1. Turn all the BPR on/off switches on this BPA to the off position (to the right).

Unplug the BPD to be checked and carefully pull it approximately 25 mm (1 inch)
away from the backplane without unplugging any cables.

If there is more than one BPD left to be checked, start with the uppermost
unchecked BPD and make a note of which BPD you unplugged.

3. Set all the BPR on/off switches on this BPA to the on position (to the left).

Chapter 3. Maintenance Analysis Procedures 205



Does the BPC GOOD LED on the BPC come on and stay on?

NO Replug the BPD and continue with ['Step 1525-3” on page 204]

YES Replace the BPD that is currently unplugged. Follow all steps in the removal
and replacement procedures for[‘Bulk Power Distributor (BPD)” on page 828,

Go to['Step 152561
Step 1525-6

Is the error code that sent you to this MAP still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Call for support.

Step 1525-7
Inform the customer that the line voltage into the BPA is missing or is too low and must
be checked.

Can the line voltage be checked now?

NO Defer this repair until the customer’s utility can check the line voltage.
YES Go to|‘Step 1525-8'].

Step 1525-8

Does the customer utility voltage checkout OK?

NO The customer must restore utility voltage.

YES Exchange the power cord and go to|“Step 1525-9”

Step 1525-9

Press the service complete button.

Is the error code that sent you to this MAP reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Call for support.
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Map 1526: There Is An Integrated Battery Feature (IBF) Failure

Step 1526-1

Is the IBF feature installed?

NO Replace the BPR that is connected to the IBF referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures in|*Bulk Power Regulator (BPR)” on page 826 Go to ['Step 1526-7’]

|on page 210|
YES  Go to[Step 1526-2]
Step 1526-2
Did any of the following error codes send you to this MAP?
* 101A 7A86
* 101A 7A96
* 101A 7AA6
» 101B 7A86
* 101B 7A96
* 101B 7AA6

NO Go to ['Step 1526-37

YES  Go to['Step 1526-5” on page 209

Step 1526-3
Check the cable between the BPR and the IBF. The IBF LED on the IBF referenced in

the error code that brought you to this MAP will be off.
Is the cable plugged on both sides?

NO Plug in the cable and go to "MAP 0410: Repair Checkout” in the RS/6000 and
@server pSeries Diagnostic Information for Multiple Bus Systems.

YES  Go to[‘Step 1526-4” on page 208
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Step 1526-4

Check the circuit breaker on the IBF referenced in the error code that brought you to
this MAP. The IBF LED on the IBF referenced in the error code that brought you to this
MAP will be off.

Is the circuit breaker set on?

NO Replace the IBF referenced in the error code that brought you to this MAP.
Follow all steps in the removal and replacement procedures in [‘Integrated|
[Battery Feature (IBF)” on page 838} Go to['Step 1526-7” on page 210

YES

Exchange the following FRUs one at a time:

* The BPR that is connected to the IBF referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for[‘Bulk Power Regulator (BPR)” on page 826}

* The IBF that is referenced in the error code that brought you to this MAP.
Follow all steps in the removal and replacement procedures for [Integrated
|Battery Feature (IBF)” on page 838

* The cable between the BPR and the IBF referenced in the error code that
brought you to this MAP.

After each FRU is exchanged, is the error code that sent you to this MAP
still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems

YES Replace the next FRU on the list. If all FRUs in the list have been
replaced, call for support.
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Step 1526-5

Check the circuit breaker on the IBF referenced in the error code that brought you to
this MAP. The IBF LED on the IBF referenced in the error code that brought you to this
MAP will be off.

Is the circuit breaker set on?

NO Go to|*Step 1526-6’

YES Replace the IBF referenced in the error code that brought you to this MAP.
Follow all steps in the removal and replacement procedures in f‘lntegrated|
[Battery Feature (IBF)” on page 838] Go to['Step 1526-7” on page 210

Step 1526-6
Set the breaker to the on (down) position. Wait 10 seconds after the LED on the IBF
referenced in the error code that brought you to this MAP comes on.

Does the circuit breaker remain on?
NO

Exchange the following FRUs one at a time:

* The BPR that is connected to the IBF referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for|“Bulk Power Regulator (BPR)” on page 826}

* The IBF that is referenced in the error code that brought you to this MAP.

Follow all steps in the removal and replacement procedures for|“Integrated
|Battery Feature (IBF)” on page 838

* The cable between the BPR and the IBF referenced in the error code that
brought you to this MAP.

After each FRU is exchanged, is the error code that sent you to this MAP
still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

YES Replace the next FRU on the list. If all FRUs in the list have been
replaced, call for support.

YES Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.
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Step 1526-7
Is the error code that sent you to this MAP still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

YES Call for support.

Map 1527: An Airflow Loss Has Been Detected

Step 1527-1
Check the following air inlets and outlets for blockage or obstruction:

* Front and rear frame door openings (except for acoustical foam)
* Bulk power assembly (BPA) cage

— Inlet opening in left side of front BPA, BPA A

— Outlet opening in right side of rear BPA, BPB B

— Bulk power fan (BPF) cover is present on front BPA and absent on rear BPA
* Processor subsystem cage

— Inlet opening at top front of processor subassembly

— Outlet opening at top rear of processor subassembly
* /O subsystem

— Inlet opening at front of the I/O subassembly

— Outlet opening at rear of I/O subassembly

Are all of these openings clear and unobstructed?

NO Remove any obstructions and go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus

Systems.
YES Go to|'Step 1527-2'].
Step 1527-2

Do all book positions in the processor subsystem contain books or fillers?

NO Fill any open positions with books or fillers, and go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

YES Go to['Step 1527-3" on page 211}
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Step 1527-3
Are the air filters clean and free of any obstructions?

NO Clean and replace the air filters, then go to "MAP 0410: Repair Checkout” in
the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus

Systems.
YES  Go to['Step 1527-4]
Step 1527-4

Remove the blowers or fans from the affected subsystem.
Attention: Do not put your hand into the enclosure.

Push the spring-loaded door open and hold it open with one hand. Using a suitably long
instrument (a 12-inch ruler or long-handled screwdriver), push gently against the
recirculation flaps at the back of each blower or fan enclosure.

Are all the recirculation flaps in all enclosures free to swing up?

NO The enclosure is not a replaceable FRU. Call your next level of support.

YES Reinstall the blower or fans removed earlier and go to[‘Step 1527-5'1 "MAP
0410: Repair Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

Step 1527-5
Call your next level of support.
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Map 1528: There Is A Processor (Critical/Warning) Overtemperature Fault

Step 1528-1

Is the room ambient temperature in normal range (less than 35 deg C/ 95 deg F)?

NO Notify the customer. The customer must bring the room temperature within
normal range. Go to "MAP 0410: Repair Checkout” in the RS/6000 and
@server pSeries Diagnostic Information for Multiple Bus Systems.

YES Go to|'Step 1528-2'|.

Step 1528-2

Are the system front and rear doors free of obstructions?

NO Notify the customer. The system must be free of obstructions for proper airflow.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

YES

Exchange the following FRUs one at a time:

1.

The processor MCM module 0, at location U1.18-P1-C1. Follow all steps in
the removal and replacement procedures for ['MCM Module (Processor)|
land Passthru Modules” on page 850}

The processor MCM module 3, at location U1.18-P1-C2, if present. Follow
all steps in the removal and replacement procedures for|“MCM Modulg|
|(Processor) and Passthru Modules” on page 850}

The processor MCM module 1, at location U1.18-P1-C3. Follow all steps in
the removal and replacement procedures for {'MCM Module (Processor)|
land Passthru Modules” on page 850}

The processor MCM module 2, at location U1.18-P1-C4. Follow all steps in

the removal and replacement procedures for 'MCM Module (Processor)|
land Passthru Modules” on page 850}

After each FRU is exchanged, is the error code that sent you to this MAP

still

NO

reported?

The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

YES Replace the next FRU on the list. If all FRUs on the list have been

replaced, call for support.

Map 1529: There Is A Bulk Power Assembly (BPA) Communication Failure

Step 1529-1
Check the position of the on/off switch on the BPRs.

Is the switch in the ON position (to the left)?
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NO Set

the switch to the ON position (to the left), and go to "MAP 0410: Repair

Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

YES Go

to['Step 1529-2']

Step 1529-2

Note: Read

the Danger and Caution notices under|‘Safety Notices” on page xif before

continuing with this procedure.

1. Prepare

a multimeter to measure up to 600 V ac.

Use the multimeter to measure the ac voltage at the following test points on the
face plate of the BPA that is not referenced by the error code that sent you to this

MAP:

* Phase A and phase B
* Phase B and phase C
* Phase C and phase A

Are all the readings greater than 180 V ac?

NO Go
YES

to [‘Step 1529-3" on page 214

Exchange the following FRUs one at a time:

1.

BPR 1, that is connected to the IBF not referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)” on page 826]

BPR 2, that is connected to the IBF not referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)” on page 826]

BPR 3, that is connected to the IBF not referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)” on page 826]

BPC on the other side not referenced by the error code that sent you to
this MAP. Follow all steps in the removal and replacement procedures for
[‘Bulk Power Controller (BPC)” on page 827}

BPE on the other side not referenced by the error code that sent you to

this MAP. Follow all steps in the removal and replacement procedures for
[‘Bulk Power Enclosure (BPE)” on page 830|

After each FRU is exchanged, is the error code that sent you to this MAP

still
NO

reported?

The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems

YES Replace the next FRU on the list. If all FRUs on the list have been

replaced, call for support.
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Step 1529-3

Inform the customer that the line voltage into the BPA is missing or too low, and needs
to be checked.

Can the line voltage be checked now?

NO Defer this repair until the customer’s utility can check the line voltage. This
ends the procedure.

YES Go to['Step 1529-4'].

Step 1529-4
Does the customer utility voltage checkout OK?

NO The customer must restore utility voltage. This ends the procedure.
YES Exchange the power cord, and go to ['Step 1529-5]

Step 1529-5

Press the service complete button.

Is error code that sent you to this MAP still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems. This ends the procedure.

YES

Call for support. This ends the procedure.

Map 152a: Loss of ac Power or Phase Missing

Step 152a-1
Press the Service complete button.

Is the error code that sent you to this MAP still reported?

NO This was a transient condition. The condition no longer exists. No service
action is required.

YES Go to[‘Step 152a-2']

Step 152a-2

Check all LEDs on the BPA that is not referenced by the error code that sent you to this
MAP.

Are they OK?

NO Defer this repair until the failure on the other BPA can be repaired. This ends
the procedure.

YES  Go to['Step 152a-3” on page 215
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Step 152a-3

Note: Read the Danger and Caution notices under|‘Safety Notices” on page xi| before
continuing with this procedure.

1. Prepare a multimeter to measure up to 600 V ac.

2. Use the multimeter to measure the ac voltage at the following test points on the
faceplate of the BPA that is referenced by the error code that sent you to this MAP:

* Phase A and phase B
* Phase B and phase C
* Phase C and phase A

Are all the readings greater than 180 V ac?
NO Go to[‘Step 152a-4" on page 216|
YES

Exchange the following FRUs one at a time:

1. BPR 1, that is connected to the BPA side referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)" on page 826}

2. BPR 2, that is connected to the BPA side referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)” on page 826}

3. BPR 3, that is connected to the BPA side referenced in the error code that
brought you to this MAP. Follow all steps in the removal and replacement
procedures for [‘Bulk Power Regulator (BPR)” on page 826]

4. BPC on the side referenced by the error code that sent you to this MAP.
Follow all steps in the removal and replacement procedures for ['Bulq
[Power Controller (BPC)” on page 827}

5. BPE on the side referenced by the error code that sent you to this MAP.

Follow all steps in the removal and replacement procedures for
[Power Enclosure (BPE)” on page 830

After each FRU is exchanged, is the error code that sent you to this MAP
still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

YES Replace the next FRU on the list. If all FRUs on the list have been
replaced, call for support.
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Step 152a-4

Inform the customer that the line voltage into the BPA is missing or too low, and must
be checked.

Can the line voltage be checked now?

NO Defer this repair until the customer’s utility can check the line voltage. This
ends the procedure.

YES Go to[‘Step 152a-5.

Step 152a-5
Does the customer utility voltage checkout OK?

NO The customer must restore utility voltage. This ends the procedure.

YES Exchange the power cord, and go to ['Step 152a-6"}
Step 152a-6

Press the service complete button.
Is error code that sent you to this MAP still reported?

NO The problem has been corrected. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems. This ends the procedure.

YES

Call for support. This ends the procedure.

Map 152b: 2.5 V Current/Voltage Problem in Processor Subsystem

Step 152b-1
Record the error code and location code(s) that sent you to this MAP.

Step 152b-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152b-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152b-4” on page 217

No Call for support.
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Step 152b-4

Pull out the following books about 25 mm (1 inch), if present:
* Memory book 0, at location U1.18-P1-M2

* Memory book 1, at location U1.18-P1-M3

* Memory book 2, at location U1.18-P1-M7

* Memory book 3, at location U1.18-P1-M6

Step 152b-5

Turn on the power.

Step 152b-6
Did the system stop with the same error code as recorded in “Step 152b-1" on

page 216}

Yes Go to['Step 152b-12” on page 218,
No Go to[‘Step 152b-7’].

Step 152b-7
One of the books just removed is defective.

1. Turn off the power.

2. Make sure all amber logic-power LEDs of all installed processor subsystem DCAs
are off.

Step 152b-8
Reinsert one of the books that is pulled out and listed in step 152b-4.

Step 152b-9

Turn on the power.

Step 152b-10
Did the si/;stem stop with the same error code as recorded in “Step 152b-1" on |

page 216}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|'Step 152b-11"

Step 152b-11
Have all the books listed in step 152b-4 been reinserted?

Yes The symptom has changed. This ends the procedure
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152b-8']

Chapter 3. Maintenance Analysis Procedures 217



Step 152b-12
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152b-13
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152b-147].

No Call for support.

Step 152b-14
Pull out the following books about 25 mm (1 inch), if present:

* Memory book 4, at location U1.18-P1-M4
* Memory book 5, at location U1.18-P1-M8
* Memory book 6, at location U1.18-P1-M5
* Memory book 7, at location U1.18-P1-M1

Step 152b-15
Turn on the power.

Step 152b-16
Did the si/:stem stop with the same error code as recorded in “Step 152b-1" on

page 216}

Yes Go to [‘Step 152b-22" on page 219

No Go to['Step 152b-171].

Step 152b-17
One of the books just removed is defective.

1. Turn off the power.

2. Make sure all amber logic-power LEDs of all installed processor subsystem DCAs
are off.

Step 152b-18
Reinsert one of the books that is pulled out and listed in step [‘'Step 152b-14’

Step 152b-19

Turn on the power.
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Step 152b-20
Did the system stop with the same error code as recorded in “Step 152b-1" on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152b-21"]

Step 152b-21
Have all the books listed in “Jtep 152b-14" on page 218 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152b-18" on page 218

Step 152b-22

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152b-23

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|‘Step 152b-241.

No Call for support.

Step 152b-24
Pull out the following books about 25 mm (1 inch), if present:

» Secondary 1/0 book, at location U1.18-P1-H3
¢ Third I/0O book, at location U1.18-P1-H4
» Capacitor book, at location U1.18-P1-V3
» Capacitor book, at location U1.18-P1-V7

Step 152b-25
Turn on the power.

Step 152b-26

Did the system stop with the same error code as recorded in “Step 152b-1" on

page 216}

Yes Go to['Step 152b-32" on page 220
No Go to|'Step 152b-27” on page 220,
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Step 152b-27
One of the books just removed is defective.

1. Turn off the power.

2. Make sure all amber logic-power LEDs of all installed processor subsystem DCAs
are off.

Step 152b-28
Reinsert one of the books that is pulled out and listed in ['Step 152b-24" on page 219|

Step 152b-29
Turn on the power.

Step 152b-30
Did the system stop with the same error code as recorded in “Step 152b-1” on |

page 216}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152b-31'].

Step 152b-31
Have all the books listed in “Step 152b-24" on page 219 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go to[Step 152b-28}
Step 152b-32

Turn off the power.
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152b-33

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152b-34” on page 221l

No Call for support.
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Step 152b-34

Replace the books in the following list, if present, one at a time and in the order listed:
e Primary 1/0 Book, at location U1.18-P1-H2

¢ DCA 1-RH, at location U1.18-P1-V1

* DCA 2-RH, at location U1.18-P1-V2

* DCA 3-RH, at location U1.18-P1-V4

« DCA 4-RH, at location U1.18-P1-V5

¢ DCA 5-RH, at location U1.18-P1-V6

* DCA 6-RH, at location U1.18-P1-V8

Step 152b-35

Turn on the power.

Step 152b-36
Did the system stop with the same error code as recorded in “Step 152b-1" on

page 216}
Yes  Go to['Step 152b-371]

No The book just replaced is defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152b-37

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152b-38

Remove the new book that was just installed in|‘Step 152b-34"|and reinstall the original
book.

Step 152b-39
Have all the books listed in|‘Step 152b-34" been replaced with new or original books?

Yes Go to[‘Step 152b-401.
No Go to[‘Step 152b-341]

Step 152b-40
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152b-41

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|'Step 152b-42” on page 222,

No Call for support.
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Step 152b-42
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at location U1.18-P1.

Step 152b-43
Turn on the power.

Step 152b-44

Did the system stop with the same error code as recorded in “Step 152b-1" on

page 216
Yes Go to[‘Step 152b-45'].

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152b-45
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152b-46

Has the system backplane been replaced?

Yes Call for support.
No  Go tofStep 152b-42}
Map 152c: 1.8 V Current/Voltage Problem in Processor Subsystem

Step 152c-1
For future reference, record the error code in the operator panel display.

Step 152c¢-2

Turn off the power.
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152c¢-3

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152¢-4" on page 223|

No Call for support.
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Step 152c-4

Pull out the following books about 25 mm (1 inch), if present:
* Memory book 0, at location U1.18-P1-M2

* Memory book 1, at location U1.18-P1-M3

* Memory book 2, at location U1.18-P1-M7

* Memory book 3, at location U1.18-P1-M6

Step 152c¢-5

Turn on the power.

Step 152c¢-6
Did the system stop with the same error code as recorded in “Step 152c-1" on

page 222

Yes Go to['Step 152c-12” on page 224}
No Go to ['Step 152¢-7"

Step 152c¢-7
One of the books just removed is defective.

1. Turn off the power.

2. Make sure all amber logic-power LEDs of all installed processor subsystem DCAs

are off.
Step 152c¢-8
Reinsert one of the books that is pulled out and listed in ['Step 152c-4"
Step 152¢-9

Turn on the power.

Step 152c¢-10
Did the si/;stem stop with the same error code as recorded in “Step 152¢-1" on |

page 222}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152c-11"]

Step 152c¢-11
Have all the books listed in “Step 152c-4" begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to ['Step 152c-8"
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Step 152c¢-12
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152¢-13
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152c¢-14"

No Call for support.

Step 152c¢-14

Pull out the following books about 25 mm (1 inch), if present:
* Memory book 4, at location U1.18-P1-M4

* Memory book 5, at location U1.18-P1-M8

* Memory book 6, at location U1.18-P1-M5

* Memory book 7, at location U1.18-P1-M1

Step 152c¢-15

Turn on the power.

Step 152c¢-16
Did the sistem stop with the same error code as recorded in “Step 152c-1" on

page 222}

Yes Go to [‘Step 152¢-22" on page 225|

No Go to[‘Step 152c¢-17"

Step 152c¢-17
One of the books just removed is defective.

1. Turn off the power.

2. Make sure all amber logic-power LEDs of all installed processor subsystem DCAs
are off.

Step 152c¢-18
Reinsert one of the books that is pulled out and listed in ['Step 152c-14"

Step 152c¢-19

Turn on the power.
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Step 152¢-20
Did the system stop with the same error code as recorded in “Step 152¢-1" on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to [‘'Step 152¢-21"

Step 152c¢-21
Have all the books listed in “Jtep 152c-14" on page 224 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152c-18" on page 224}

Step 152c¢-22

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152¢-23

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152¢c-24"

No Call for support.

Step 152c¢-24
Pull out the following books about 25 mm (1 inch), if present:

» Secondary 1/0 book, at location U1.18-P1-H3
¢ Third I/0O book, at location U1.18-P1-H4
» Capacitor book, at location U1.18-P1-V3
» Capacitor book, at location U1.18-P1-V7

Step 152c¢-25
Turn on the power.

Step 152c¢-26

Did the system stop with the same error code as recorded in “Step 152c-1" on

page 222

Yes Go to['Step 152¢-32” on page 226}

No Go to['Step 152c-27” on page 226}
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Step 152¢-27
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152c¢-28
Reinsert one of the books that is pulled out and listed in ['Step 152c-24" on page 225

Step 152c¢-29
Turn on the power.

Step 152¢-30
Did the si/;stem stop with the same error code as recorded in “Step 152¢-1” on |

page 222}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152c¢-31"

Step 152c¢-31
Have all the books listed in “Jtep 152c-24" on page 225 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go to[Step 152¢-28
Step 152¢-32

Turn off the power.
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152¢-33

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152¢-34” on page 227}

No Call for support.
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Step 152¢-34

Replace the books in the following list, if present, one at a time and in the order listed:
e Primary 1/0 book, at location U1.18-P1-H2

¢ DCA 1-RH, at location U1.18-P1-V1

* DCA 2-RH, at location U1.18-P1-V2

* DCA 3-RH, at location U1.18-P1-V4

« DCA 4-RH, at location U1.18-P1-V5

¢ DCA 5-RH, at location U1.18-P1-V6

* DCA 6-RH, at location U1.18-P1-V8

Step 152¢-35

Turn on the power.

Step 152c¢-36
Did the system stop with the same error code as recorded in “Step 152¢-1" on

page 222}
Yes Go to|‘Step 152¢-377

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152¢-37

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152c¢-38

Remove the new book that was just installed in[‘Step 152c-34"l and reinstall the original
book.

Step 152¢-39
Have all the books listed in “Step 152c-34" been replaced with new or original

books?

Yes Go to[‘Step 152c¢-407
No Go to|‘Step 152c¢-34"

Step 152c¢-40

Turn off the power.
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152c-41

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152¢-42” on page 228}
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No Call for support.

Step 152c-42

Record the location of each installed L3 module.

Attention: L3 modules have a limit of three plug cycles. Before removing any of the
L3 modules in the following list, call for support.

Remove all of the following modules, if present:
¢ L3 module, at location U1.18-P1-C5

* L3 module, at location U1.18-P1-C6

* L3 module, at location U1.18-P1-C7

¢ L3 module, at location U1.18-P1-C8

¢ L3 module, at location U1.18-P1-C9

* L3 module, at location U1.18-P1-C10
* L3 module, at location U1.18-P1-C11
¢ L3 module, at location U1.18-P1-C12
* L3 module, at location U1.18-P1-C13
* L3 module, at location U1.18-P1-C14
* L3 module, at location U1.18-P1-C15
¢ L3 module, at location U1.18-P1-C16
* L3 module, at location U1.18-P1-C17
* L3 module, at location U1.18-P1-C18
¢ L3 module, at location U1.18-P1-C19
e L3 module, at location U1.18-P1-C20
« System clock, at location U1.18-P1-X5

Step 152c¢-43

Turn on the power.

Step 152c-44
Did the si/:stem stop with the same error code as recorded in “Step 152c-1" on

page 222}

Yes Go to['Step 152¢-50” on page 229}

No Go to|‘Step 152¢-45"

Step 152c¢-45
One of the modules just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.
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Step 152c¢-46
Reinstall one of the modules that is removed and listed in[‘Step 152c-42” on page 228}

Step 152c¢c-47

Turn on the power.

Step 152c¢-48
Did the system stop with the same error code as recorded in “Step 152¢-1” on

page 222

Yes The module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152¢c-49”

Step 152c¢-49
Have all the modules listed in “Step 152¢c-42” on page 228 beg¢n reinstalled?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152c-45" on page 228]

Step 152¢-50
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152c¢-51

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|‘Step 152¢c-52"

No Call for support.

Step 152¢-52
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane, at location U1.18-P1.

Step 152¢-53
Turn on the power.
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Step 152c¢-54
Did the system stop with the same error code as recorded in “Step 152c-1" on

page 222f
Yes Go to[‘Step 152c¢-55"

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152c¢-55

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152c¢-56

Has the system backplane been replaced?

Yes Call for support.

No Go to [‘Step 152¢-52" on page 229|
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Map 152d: 1.5 V Auxiliary Current/Voltage Problem in Processor Subsystem
Step 152d-1

Record the error code and the location code(s) that sent you to this MAP.

Step 152d-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|'Step 152d-4].

No Call for support.

Step 152d-4
Pull out the following books about 25 mm (1 inch), if present:

* Memory book 0, at location U1.18-P1-M2
e Memory book 1, at location U1.18-P1-M3
* Memory book 2, at location U1.18-P1-M7
* Memory book 3, at location U1.18-P1-M6

Step 152d-5
Turn on the power.

Step 152d-6
Did the system stop with the same error code as recorded in “Step 152d-1"?

Yes Go to[‘Step 152d-12" on page 232}

No Go to|'Step 152d-7’]

Step 152d-7
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.
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Step 152d-8
Reinsert one of the books that is pulled out and listed in ['Step 152d-4” on page 231}

Step 152d-9

Turn on the power.

Step 152d-10
Did the system stop with the same error code as recorded in “Step 152d-1" on |

page 231

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152d-11"

Step 152d-11
Have all the books listed in “Step 152d-4" on page 231 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|‘Step 152d-87.

Step 152d-12
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-13
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152d-14"].

No Call for support.

Step 152d-14
Pull out the following books about 25 mm (1 inch), if present:

* Memory book 4, at location U1.18-P1-M4
* Memory book 5, at location U1.18-P1-M8
* Memory book 6, at location U1.18-P1-M5
* Memory book 7, at location U1.18-P1-M1
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Step 152d-15
Turn on the power.

Step 152d-16

Did the system stop with the same error code as recorded in “Step 152d-1" on

Yes Go to|['Step 152d-22” on page 234,

No Go to[‘Step 152d-17’].

Step 152d-17
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152d-18
Reinsert one of the books that is pulled out and listed in ['Step 152d-14" on page 232|

Step 152d-19

Turn on the power.

Step 152d-20
Did the s¥stem stop with the same error code as recorded in “Step 152d-1" on |

page 231}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152d-211.

Step 152d-21
Have all the books listed in “Jtep 152d-14” on page 232 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152d-18'.
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Step 152d-22
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-23
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152d-24"].

No Call for support.

Step 152d-24
Pull out the following books about 25 mm (1 inch), if present:

» Secondary /O book, at location U1.18-P1-H3
» Third I/O book, at location U1.18-P1-H4
» Capacitor book, at location U1.18-P1-V3
» Capacitor book, at location U1.18-P1-V7

Step 152d-25
Turn on the power.

Step 152d-26
Did the si/:stem stop with the same error code as recorded in “Step 152d-1" on

page 231F

Yes Go to [‘Step 152d-32" on page 235

No Go to['Step 152d-27].

Step 152d-27
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152d-28
Reinsert one of the books that is pulled out and listed in ['Step 152d-24"}

Step 152d-29

Turn on the power.
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Step 152d-30
Did the system stop with the same error code as recorded in “Step 152d-1" on

Yes

Step 152d-31

The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152d-31"]

Have all the books listed in “Jtep 152d-24” on page 234 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152d-28" on page 234|

Step 152d-32

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-33

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|‘Step 152d-341.

No Call for support.

Step 152d-34
Replace the books in the following list, if present, one at a time and in the order listed:

DCA 1-RH, at location U1.18-P1-V1
DCA 2-RH, at location U1.18-P1-V2
DCA 3-RH, at location U1.18-P1-V4
DCA 4-RH, at location U1.18-P1-V5
DCA 5-RH, at location U1.18-P1-V6
DCA 6-RH, at location U1.18-P1-V8

Step 152d-35

Turn on the power.
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Step 152d-36
Did the system stop with the same error code as recorded in “Step 152d-1” on

Yes Go to[‘Step 152d-37'}.

No The book just replaced was defective. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152d-37

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152d-38
Remove the new book that was just installed in|[*Step 152d-34" on page 235|and
reinstall the original book.

Step 152d-39
Have all the books listed in “Step 152d-34" on page 235 beén replaced with new
or original books?

Yes Go to|‘Step 152d-401.

No Go to [‘Step 152d-34" on page 235

Step 152d-40
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-41
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152d-42'].

No Call for support.

Step 152d-42

Record the location of each installed L3 module.

Attention: L3 modules have a limit of three plug cycles. Before removing any of the
L3 modules in the following list, call for support.

Remove all of the following modules if present:
* L3 module, at location U1.18-P1-C5
* L3 module, at location U1.18-P1-C6
¢ L3 module, at location U1.18-P1-C7
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¢ L3 module, at location U1.18-P1-C8

¢ L3 module, at location U1.18-P1-C9

e L3 module, at location U1.18-P1-C10
¢ L3 module, at location U1.18-P1-C11
* L3 module, at location U1.18-P1-C12
¢ L3 module, at location U1.18-P1-C13
¢ L3 module, at location U1.18-P1-C14
¢ L3 module, at location U1.18-P1-C15
¢ L3 module, at location U1.18-P1-C16
e L3 module, at location U1.18-P1-C17
¢ L3 module, at location U1.18-P1-C18
¢ L3 module, at location U1.18-P1-C19
e L3 module, at location U1.18-P1-C20

Step 152d-43

Turn on the power.

Step 152d-44
Did the s¥stem stop with the same error code as recorded in “Step 152d-1" on

page 231}

Yes Go to[‘Step 152d-50" on page 238

No Go to|‘Step 152d-45]

Step 152d-45
One of the modules just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152d-46

Reinstall one of the L3 modules that is removed and listed in[‘Step 152d-42” on|

Step 152d-47

Turn on the power.

Step 152d-48
Did the system stop with the same error code as recorded in “Step 152d-1" on

Yes The module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152d-49” on page 238
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Step 152d-49
Have all the modules listed in “Step 152d-42” on page 236 begn reinstalled?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152d-45" on page 237

Step 152d-50
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152d-51
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152d-52].

No Call for support.

Step 152d-52
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane, at location U1.18-P1.

Step 152d-53
Turn on the power.

Step 152d-54
Did the si/:stem stop with the same error code as recorded in “Step 152d-1" on

page 231}
Yes  Go to[Step 152d-55}

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152d-55
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152d-56

Has the system backplane been replaced?

Yes Call for support.

No Go to[‘Step 152d-52'}
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Map 152e: 1.5 V CPU Current/Voltage Problem in Processor Subsystem

Step 152e-1

Record the error code and the location code(s) that sent you to this MAP.

Step 152e-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152e-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152e-4']

No Call for support.

Step 152e-4
Pull out the following books about 25 mm (1 inch), if present:

» Capacitor book, at location U1.18-P1-V3
» Capacitor book, at location U1.18-P1-V7

Step 152e-5

Turn on the power.

Step 152e-6
Did the system stop with the same error code as recorded in “Step 152e-1"?

Yes Go to[‘Step 152e-12" on page 240

No  Go tof'Step 152e-7]
Step 152e-7

One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are

off.

Step 152e-8

Reinsert one of the books that is pulled out and listed in ['Step 152e-4']
Step 152e-9

Turn on the power.
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Step 152e-10
Did the system stop with the same error code as recorded in “Step 152e-1" on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152e-11"

Step 152e-11
Have all the books listed in “Step 152e-4” on page 239 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to [‘Step 152e-8” on page 239

Step 152e-12

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152e-13

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152e-14".

No Call for support.

Step 152e-14
Replace the books in the following list, if present, one at a time and in the order listed:

e DCA 1, at location U1.18-P1-V1
« DCA 2, at location U1.18-P1-V2
« DCA 3, at location U1.18-P1-V4
* DCA 4, at location U1.18-P1-V5
* DCAS5, at location U1.18-P1-V6
« DCA 6, at location U1.18-P1-V8

Step 152e-15

Turn on the power.
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Step 152e-16
Did the system stop with the same error code as recorded in “Step 152e-1" on

page 239
Yes Go to['Step 152e-17

No The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152e-17

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152e-18
Remove the new book that was just installed in|‘Step 152e-14" on page 240|and
reinstall the original book.

Step 152e-19
Have all the books listed in[‘Step 152e-14" on page 240 been replaced with new or
original books?

Yes Go to|‘Step 152e-201

No Go to[‘Step 152e-14" on page 240

Step 152e-20
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152e-21
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152e-22'

No Call for support.

Step 152e-22

Attention:  Before you remove or replace any MCM or L3 module, stop, read and
understand the following procedures:["MCM Module (Processor) and Passthru Modules’
|on page 850|and ['L3 Cache Modules” on page 862

Record the location of each installed MCM module.

Attention.  MCM modules have a limit of three plug cycles. Before replacing any of
the MCMs in the following list, call for support.
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Record the original location on each MCM. Remove the following MCM modules, if
present:

* MCM module 0, at location U1.18-P1-C1

¢ MCM module 3, at location U1.18-P1-C2

« MCM module 1, at location U1.18-P1-C3

* MCM module 2, at location U1.18-P1-C4
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Step 152e-23
Turn on the power.

Step 152e-24

Did the system stop with the same error code as recorded in “Step 152e-1" on

Yes Go to|'Step 152e-30” on page 244,

No Go to ['Step 152e-257

Step 152e-25
One of the modules just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152e-26

Attention:  Before you remove or replace any MCM or L3 module, stop, read, and
understand the following procedures: [“MCM Module (Processor) and Passthru Modules’|
lon page 850|and ['L3 Cache Modules” on page 862

Reinstall one of the MCM modules that is removed and listed in [‘'Step 152e-22" onl

Step 152e-27

Turn on the power.

Step 152e-28
Did the si/:stem stop with the same error code as recorded in “Step 152e-1" on

page 239}

Yes The module just reinserted was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152e-297.

Step 152e-29
Have all the modules listed in “Step 152e-22” on page 241 be¢n reinstalled?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152e-257
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Step 152e-30
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152e-31

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152e-327.

No Call for support.

Step 152e-32
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane, at location U1.18-P1.

Step 152e-33
Turn on the power.

Step 152e-34
Did the siéstem stop with the same error code as recorded in “Step 152e-1" on

page 239}
Yes Go to[‘Step 152e-35'].

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152e-35
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152e-36

Has the system backplane been replaced?

Yes Call for support.

No Go to[‘Step 152e-327.
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Map 152f: 3.3 V Current/Voltage Problem in Processor Subsystem
Step 152f-1

Record the error code and the location code(s) that sent you to this MAP.

Step 152f-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152f-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|'Step 152f-4"

No Call for support.

Step 152f-4
Pull out the following books about 25 mm (1 inch), if present:

* Memory book 0, at location U1.18-P1-M2
e Memory book 1, at location U1.18-P1-M3
* Memory book 2, at location U1.18-P1-M7
* Memory book 3, at location U1.18-P1-M6

Step 152f-5
Turn on the power.

Step 152f-6
Did the system stop with the same error code as recorded in “Step 152f-1"?

Yes Go to['Step 152f-12” on page 246}

No Go to|'Step 152f-7"

Step 152f-7
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-8
Reinsert one of the books that is pulled out and listed in ['Step 152f-4”
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Step 152f-9
Turn on the power.

Step 152f-10

Did the system stop with the same error code as recorded in “Step 152f-1" on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152f-11"]

Step 152f-11
Have all the books listed in “Jtep 152f-4” on page 245 beg¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[Step 152f-8” on page 245|

Step 152f-12
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152f-13
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152f-14"

No Call for support.

Step 152f-14

Pull out the following books about 25 mm (1 inch), if present:
* Memory book 4, at location U1.18-P1-M4
* Memory book 5, at location U1.18-P1-M8
* Memory book 6, at location U1.18-P1-M5
* Memory book 7, at location U1.18-P1-M1

Step 152f-15

Turn on the power.
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Step 152f-16
Did the system stop with the same error code as recorded in “Step 152f-1” on

page 245}
Yes Go to['Step 152f-22"]
No Go to[‘Step 152f-17"

Step 152f-17

One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-18
Reinsert one of the books that is pulled out and listed in ['Step 152f-14” on page 246

Step 152f-19
Turn on the power.

Step 152f-20
Did the S¥Stem stop with the same error code as recorded in “Step 152f-1" on |

page 245}

Yes The book just reinserted is defective. Replace it. This ends the procedure

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|'Step 152f-21"

Step 152f-21
Have all the books listed in “Jtep 152f-14” on page 246 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152f-18"

Step 152f-22
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.
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Step 152f-23
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to|'Step 152f-24"

No Call for support.

Step 152f-24
Pull out the following books about 25 mm (1 inch), if present:

« Secondary /O book, at location U1.18-P1-H3
» Third I/O book, at location U1.18-P1-H4

Step 152f-25

Turn on the power.

Step 152f-26
Did the siéstem stop with the same error code as recorded in “Step 152f-1” on

page 245}

Yes Go to ['Step 152-32” on page 249|

No  Go tofStep 152f-271
Step 152f-27

The book just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-28
Reinsert the book that is pulled out and listed in [‘Step 152f-24"

Step 152f-29

Turn on the power.

Step 152f-30
Did the sistem stop with the same error code as recorded in “Step 152f-1" on |

page 245f

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152f-31” on page 249|
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Step 152f-31
Have all the books listed in “Step 152f-24” on page 248 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152f-28” on page 248}

Step 152f-32
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152f-33
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152f-34"

No Call for support.

Step 152f-34

Replace the books in the following list, if present, one at a time and in the order listed:
e Primary 1/O book, at location U1.18-P1-H2

¢ DCA 1-RH, at location U1.18-P1-V1

« DCA 2-RH, at location U1.18-P1-V2

¢« DCA 3-RH, at location U1.18-P1-V4

* DCA 4-RH, at location U1.18-P1-V5

¢ DCA 5-RH, at location U1.18-P1-V6

¢« DCA 6-RH, at location U1.18-P1-V8

Step 152f-35

Turn on the power.

Step 152f-36
Did the siéstem stop with the same error code as recorded in “Step 152f-1” on

page 245}
Yes Go to[‘Step 152f-37"

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152f-37
Turn off the power.
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Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-38
Remove the new book that was just installed in[*Step 152f-34" on page 249 and
reinstall the original book.

Step 152f-39
Have all the books listed in “Step 152f-34" on page 249 begn replaced with new or
original books?

Yes Go to[‘Step 152f-40"

No Go to['Step 152f-34” on page 249|

Step 152f-40
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152f-41
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152f-42"

No Call for support.

Step 152f-42

Remove the system clock card, at location U1.18-P1-X5.

Step 152f-43

Turn on the power.

Step 152f-44
Did the sistem stop with the same error code as recorded in “Step 152f-1" on

page 245}

Yes Go to[‘Step 152f-50” on page 251}

No Go to['Step 152f-45"

Step 152f-45
The system clock card is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-46
Reinstall the system clock card that you removed in|‘Step 152f-42"
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Step 152f-47
Turn on the power.

Step 152f-48

Did the system stop with the same error code as recorded in “Step 152f-1" on |

Yes The system clock card just reinserted is defective, replace it. This ends the
procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152f-49”

Step 152f-49
Have all the modules listed in “Step 152f-42” on page 250 beén reinstalled?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152f-45" on page 250}

Step 152f-50

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152f-51
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152f-52”

No Call for support.

Step 152f-52

Attention:  Before replacing the system backplane, call for support.
Replace the system backplane, at location U1.18-P1.

Step 152f-53

Turn on the power.
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Step 152f-54
Did the system stop with the same error code as recorded in “Step 152f-1" on

page 245f
Yes Go to['Step 152f-55"

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152f-55

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152f-56
Has the system backplane been replaced?
Yes Call for support.

No Go to [‘Step 152f-52" on page 251]
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Map 152g: 5.0 V Current/Voltage Problem in Processor Subsystem
Step 152g-1

For future reference, record the error code and the location code(s) that sent you to this
MAP.

Step 152g-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152¢g-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152g-47

No Call for support.

Step 152g-4

Pull out the following books about 25 mm (1 inch), if present:
* Memory book 0, at location U1.18-P1-M2
* Memory book 1, at location U1.18-P1-M3
* Memory book 2, at location U1.18-P1-M7
* Memory book 3, at location U1.18-P1-M6

Step 152¢g-5

Turn on the power.

Step 152g-6
Did the system stop with the same error code as recorded in “Ste

Yes Go to[‘Step 152g-12" on page 254,

No  GotofStep 1529-7]
Step 152g-7

One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are

off.

Step 152g-8

Reinsert one of the books that is pulled out and listed in ['Step 152g-4’}
Step 152g-9

Turn on the power.
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Step 152g-10
Did the system stop with the same error code as recorded in “Step 152g-1” on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152g-11"

Step 152g-11
Have all the books listed in “Step 152g-4” on page 253 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 1529-8" on page 253

Step 152g-12

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152g-13

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152g-14"].

No Call for support.

Step 152g-14
Pull out the following books about 25 mm (1 inch), if present:

* Memory book 4, at location U1.18-P1-M4
* Memory book 5, at location U1.18-P1-M8
* Memory book 6, at location U1.18-P1-M5
* Memory book 7, at location U1.18-P1-M1

Step 152g-15
Turn on the power.
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Step 152g-16
Did the system stop with the same error code as recorded in “Step 152g-1” on

page 253}
Yes Go to ['Step 152g-227.
No Go to['Step 152g-177.

Step 152g-17

One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152g-18
Reinsert one of the books that is pulled out and listed in ['Step 152g-14" on page 254}

Step 152g-19
Turn on the power.

Step 152g-20
Did the S¥Stem stop with the same error code as recorded in “Step 152g-1" on |

page 253}

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|‘Step 152g-211

Step 152g-21
Have all the books listed in “Jtep 1529g-14" on page 254 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152g-18"

Step 152g-22
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.
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Step 152g-23
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 152g-24'].

No Call for support.

Step 152g-24
Pull out the following books about 25 mm (1 inch), if present:

« Secondary /O book, at location U1.18-P1-H3
» Third I/O book, at location U1.18-P1-H4

* Cap card at U1.18-P1-V3

* Cap card at U1.18-P1-V7

Step 152g-25

Turn on the power.

Step 152g-26
Did the siistem stop with the same error code as recorded in “Step 152g-1" on

page 253F

Yes Go to[‘Step 152g-32" on page 257}

No Go to[‘Step 152g-27’]

Step 152g-27
One of the books just removed is defective.

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 152g-28
Reinsert one of the books that is pulled out and listed in [‘Step 152g-24"]

Step 152g-29

Turn on the power.

Step 152g-30
Did the system stop with the same error code as recorded in “Step 152g-1” on |

Yes The book just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152g-31” on page 257]
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Step 152g-31
Have all the books listed in “Step 152g-24” on page 256 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152g-28" on page 256,

Step 152g-32
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152g-33
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to ['Step 152g-341

No Call for support.

Step 152g-34

Replace the book in the following list, if present, one at a time and in the order listed:
e Primary 1/O book, at location U1.18-P1-H2

» DCA 1-RH at U1.18-P1-V1

* DCA 2-RH at U1.18-P1-V2

Step 152g-35

Turn on the power.

Step 152g-36
Did the si/:stem stop with the same error code as recorded in “Step 152g-1” on

page 253}
Yes Go to['Step 152g-37.

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152g-37

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.
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Step 152g-38
Remove the new book that was just installed in[*Step 152g-34” on page 257|and
reinstall the original book.

Step 152g-39
Have all the books listed in “Jtep 152g-34” on page 257 be¢n replaced with new
or original books?

Yes Go to[‘Step 152g-40’].

No Go to['Step 152g-34” on page 257]

Step 152g-40

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 152g-41
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 152g-42]

No Call for support.

Step 152g-42

Attention:  Before replacing the system backplane, call for support.
Replace the system backplane, at location U1.18-P1.

Step 152g-43

Turn on the power.

Step 152g-44
Did the si/:stem stop with the same error code as recorded in “Step 152g-1” on

page 253}
Yes Go to['Step 152g-45']

No The system backplane was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152g-45

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.
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Step 152g-46
Has the system backplane been replaced?

Yes Call for support.

No Go to['Step 152g-42" on page 258
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Map 152h: 3.3V Current/Voltage Problem in 1/O Subsystem
Step 152h-1

Record the error code and the location code(s) that sent you to this MAP.

Step 152h-2

Determine the I/O subsystem number from the error code (10yy xxxx) and the following
list. The remaining steps of this map refer to this I/O subsystem:
« If yy=14, 1/O subsystem number is 1, location is U1.9

« If yy=15, I/0O subsystem number is 2, location is U1.5

« If yy=16, 1/0 subsystem number is 3, location is U1.1

» If yy=17, 1/O subsystem number is 4, location is U1.13

« If yy=21, I/O subsystem number is 5, location is U2.1

« If yy=22, 1/0 subsystem number is 6, location is U2.5

» If yy=23, I/O subsystem number is 4, location is U2.9

« If yy=24, 1/0O subsystem number is 7, location is U2.13

* If yy=25, 1/0O subsystem number is 8, location is U2.19

Step 152h-3
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152h-4
Are all green "power good out " LEDs of both 1/0O subsystem DCAs off?

Yes Go to['Step 152h-5].

No Call for support.

Step 152h-5

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P1-I11

* Adapter card at P1-12

* Adapter card at P1-I3

* Adapter card at P1-14

* Adapter card at P1-I15

Step 152h-6
Turn on the power.

Step 152h-7
Did the system stop with the same error code as recorded in “Step 152h-1"?

Yes Go to['Step 152h-13” on page 261}
No Go to['Step 152h-8” on page 261
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Step 152h-8
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-9

Reinsert one of the cards that is removed and listed in[*Step 152h-5" on page 260,

Step 152h-10

Turn on the power.

Step 152h-11
Did the si/;stem stop with the same error code as recorded in “Step 152h-1" on |

page 260}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|‘Step 152h-12'].

Step 152h-12
Have all the cards listed in “Jtep 152h-5" on page 260 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 152h-0]
Step 152h-13

Turn off the power.
Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152h-14
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to|'Step 152h-15" on page 262,

No Call for support.
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Step 152h-15

Remove the following adapter cards, if present, from the I/O subsystem. record the
adapter locations:

* Adapter card at P1-16

» Adapter card at P1-17

» Adapter card at P1-I8

* Adapter card at P1-19

* Adapter card at P1-110

Step 152h-16
Turn on the power.

Step 152h-17
Did the system stop with the same error code as recorded in “Step 152h-1" on

page 260

Yes Go to['Step 152h-23" on page 263

No  Go to[Step 152h-18}
Step 152h-18

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-19
Reinsert one of the cards that is removed and listed in[‘Step 152h-15"

Step 152h-20

Turn on the power.

Step 152h-21
Did the si/:stem stop with the same error code as recorded in “Step 152h-1" on |

page 260f

Yes The card just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152h-22” on page 263
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Step 152h-22
Have all the cards listed in “Step 152h-15" on page 262 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152h-19” on page 262

Step 152h-23
Turn off the power.

Examine the green "power good out” LEDs of both 1/0O subsystem DCAs.

Step 152h-24
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152h-25']

No Call for support.

Step 152h-25

Remove the following adapter cards, if present, from the /O subsystem. record the
adapter locations:

* Adapter card at P2-I11

* Adapter card at P2-12

* Adapter card at P2-13

* Adapter card at P2-14

e Adapter card at P2-15

Step 152h-26

Turn on the power.

Step 152h-27
Did the sistem stop with the same error code as recorded in “Step 152h-1" on

page 260}

Yes Go to['Step 152h-33" on page 264,

No Go to[‘Step 152h-28".

Step 152h-28
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-29
Reinsert one of the cards that is removed and listed in|‘Step 152h-25"
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Step 152h-30
Turn on the power.

Step 152h-31

Did the system stop with the same error code as recorded in “Step 152h-1" on |

Yes The card just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152h-32'}.

Step 152h-32
Have all the cards listed in[‘Step 152h-25" on page 263 been reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[Step 152h-29” on page 263

Step 152h-33
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152h-34
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152h-35'].

No Call for support.

Step 152h-35

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P2-16

* Adapter card at P2-17

* Adapter card at P2-I8

» Adapter card at P2-19

* Adapter card at P2-110
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Step 152h-36
Turn on the power.

Step 152h-37

Did the system stop with the same error code as recorded in “Step 152h-1" on

page 260
Yes Go to[‘Step 152h-43’].
No Go to[‘Step 152h-38'].

Step 152h-38
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-39
Reinsert one of the cards that is removed and listed in[*Step 152h-35” on page 264

Step 152h-40
Turn on the power.

Step 152h-41
Did the si/:stem stop with the same error code as recorded in “Step 152h-1" on |

page 260}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|‘Step 152h-42']

Step 152h-42
Have all the cards listed in “Step 152h-35” on page 264 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 152n-30]
Step 152h-43

Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Chapter 3. Maintenance Analysis Procedures 265



266

Step 152h-44
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152h-45'].

No Call for support.

Step 152h-45

Replace the DCAs in the following list, one at a time and in the order listed:
« DCA1latVi

« DCA2atV2

Step 152h-46

Turn on the power.

Step 152h-47
Did the siistem stop with the same error code as recorded in “Step 152h-1”" on |

page 260}
Yes  Go to['Step 152h-481

No The DCA just replaced is defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152h-48

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-49
Remove the new DCA that was just installed in[‘Step 152h-45"|and reinstall the original
DCA.

Step 152h-50
Have all the DCAs listed in “$tep 152h-45" bgen replaced with new or original

cards?

Yes Go to[‘Step 152h-51"
No Go to|‘Step 152h-45']

Step 152h-51
Examine the green "power good out” LEDs of both 1/O subsystem DCAs.
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Step 152h-52
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152h-53'].

No Call for support.

Step 152h-53

Replace the parts in the following list, one at a time and in the order listed:
* |/O subsystem backplane at P1

* |/O subsystem backplane at P2

Step 152h-54

Turn on the power.

Step 152h-55
Did the s¥stem stop with the same error code as recorded in “Step 152h-1" on

page 260}
Yes  Go to[Step 152h-561

No The part just replaced is defective. Replace it. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152h-56

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152h-57
Have all the cards listed in “Step 152h-53" bejen replaced with new or original

cards?

Yes Call for support.

No Go to|'Step 152h-53'].
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Map 152i: 5.0 V Current/Voltage Problem in I/O Subsystem

Step 152i-1

Record the error code and location code(s) that sent you to this MAP.

Step 152i-2

Determine the I/O subsystem number from the error code (10yy xxxx) and the following
list. The remaining steps of this map refer to this I/O subsystem:
« If yy=14, 1/O subsystem number is 1, location is U1.9

« If yy=15, I/0O subsystem number is 2, location is U1.5

« If yy=16, 1/0 subsystem number is 3, location is U1.1

» If yy=17, 1/O subsystem number is 4, location is U1.13

« If yy=21, I/O subsystem number is 5, location is U2.1

« If yy=22, 1/0 subsystem number is 6, location is U2.5

» If yy=23, I/O subsystem number is 4, location is U2.9

« If yy=24, 1/0O subsystem number is 7, location is U2.13

* If yy=25, 1/0O subsystem number is 8, location is U2.19

Step 152i-3
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152i-4
Are all the green "power good out " LEDs of both I/O subsystem DCAs off?

Yes Go to['Step 152i-5].

No Call for support.

Step 152i-5

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P1-I11

* Adapter card at P1-12

* Adapter card at P1-I3

* Adapter card at P1-14

* Adapter card at P1-I15

Step 152i-6
Turn on the power.

Step 152i-7
Did the system stop with the same error code as recorded in “Step 152i-1"?

Yes Go to['Step 152i-13” on page 269
No Go to['Step 152i-8” on page 269
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Step 152i-8
One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152i-9

Reinsert one of the cards that is removed and listed in[*Step 152i-5” on page 268,

Step 152i-10

Turn on the power.

Step 152i-11
Did the si/;stem stop with the same error code as recorded in “Step 152i-1” on |

page 268}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-12'}

Step 152i-12
Have all the cards listed in “Jtep 152i-5” on page 268 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 152i-9}
Step 152i-13

Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152i-14
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152i-15'}

No Call for support.

Step 152i-15

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:
* Adapter card at P1-16
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* Adapter card at P1-17
* Adapter card at P1-I8
* Adapter card at P1-19
* Adapter card at P1-110

Step 152i-16
Turn on the power.

Step 152i-17
Did the system stop with the same error code as recorded in “Step 152i-1" on

page 268

Yes Go to['Step 152i-23" on page 271l

No  Goto[Siep 152775]
Step 152i-18

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152i-19
Reinsert one of the cards that is removed and listed in[‘Step 152i-15” on page 269.

Step 152i-20

Turn on the power.

Step 152i-21
Did the si/:stem stop with the same error code as recorded in “Step 152i-1” on |

page 268}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-22.

Step 152i-22
Have all the cards listed in “Step 152i-15" on page 269 beg¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-19.
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Step 152i-23
Turn off the power.

Examine all the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152i-24
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152i-25']

No Call for support.

Step 152i-25
Remove the following adapter cards, if present, from the 1/0O subsystem. record the

adapter locations:

* Adapter card at P2-I11
* Adapter card at P2-12
» Adapter card at P2-13
» Adapter card at P2-14
* Adapter card at P2-15

Step 152i-26

Turn on the power.

Step 152i-27
Did the s¥stem stop with the same error code as recorded in “Step 152i-1” on

page 268}

Yes Go to[‘Step 152i-33" on page 272

No  Go tofStep 152i-28}
Step 152i-28

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152i-29
Reinsert one of the cards that is removed and listed in|‘Step 152i-25"
Step 152i-30

Turn on the power.
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Step 152i-31
Did the system stop with the same error code as recorded in “Step 152i-1" on |

Yes The card just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-327.

Step 152i-32
Have all the cards listed in ['Step 152i-25” on page 271 been reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-29” on page 271}

Step 152i-33

Turn off the power.

Examine all the green "power good out” LEDs of both I/O subsystem DCAs.

Step 152i-34
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to|‘Step 152i-351.

No Call for support.

Step 152i-35

Remove the following adapter cards, if present, from the I/O subsystem. record the
adapter locations:

* Adapter card at P2-16

» Adapter card at P2-17

* Adapter card at P2-I8

» Adapter card at P2-19

* Adapter card at P2-110

Step 152i-36
Turn on the power.
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Step 152i-37
Did the system stop with the same error code as recorded in “Step 152i-1” on

page 268
Yes Go to[‘Step 152i-43'}
No Go to[‘Step 152i-38']

Step 152i-38

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152i-39
Reinsert one of the cards that is removed and listed in[“Step 152i-35” on page 272

Step 152i-40

Turn on the power.

Step 152i-41
Did the s¥stem stop with the same error code as recorded in “Step 152i-1” on |

page 268}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-42']

Step 152i-42
Have all the cards listed in “Step 152i-35” on page 272 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152i-39']

Step 152i-43
Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.
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Step 152i-44
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152i-45.

No Call for support.

Step 152i-45

Remove the following DASD 4-packs, if present, from the 1/O subsystem. Record the
DASD locations:

* DASD 4-pack at P3

* DASD 4-pack at P4

» DASD 4-pack at P5

* DASD 4-pack at P6

Step 152i-46
Turn on the power.

Step 152i-47
Did the si/:stem stop with the same error code as recorded in “Step 152i-1" on

page 268F

Yes Go to[‘Step 152i-53” on page 275,

No  Go to['Step 152i-48]
Step 152i-48

One of the DASDs just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152i-49
Reinsert one of the DASD 4-packs that is removed and listed in
Step 152i-50

Turn on the power.

Step 152i-51
Did the system stop with the same error code as recorded in “Step 152i-1” on |

Yes One of the DASD in the DASD 4-pack just reinserted is defective. Replace it.
This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152i-52” on page 275,
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Step 152i-52
Have all the cards listed in “Step 152i-45” on page 274 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152i-49” on page 274

Step 152i-53
Turn off the power.

Examine the green "power good out” LEDs of both 1/0O subsystem DCAs.

Step 152i-54
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to|‘Step 152i-55'}

No Call for support.

Step 152i-55
Replace the books in the following list one at a time and in the order listed:
« DCAlatVl
e DCA2atV2

Step 152i-56

Turn on the power.

Step 152i-57
Did the si/:stem stop with the same error code as recorded in “Step 152i-1” on

page 268}
Yes Go to[‘Step 152i-581

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152i-58
Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152i-59

Remove the new card that was just installed in|“Step 152i-55"|and reinstall the original
card.
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Step 152i-60
Have all the cards listed in “Step 152i-55” on page 275 be¢n replaced with new or
original cards?

Yes Go to['Step 152i-61.

No Go to['Step 152i-55" on page 275

Step 152i-61
Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152i-62
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152i-63.

No Call for support.

Step 152i-63

Replace the parts in the following list one at a time and in the order listed:
* /O subsystem backplane at P1

* /O subsystem backplane at P2

Step 152i-64

Turn on the power.

Step 152i-65
Did the sistem stop with the same error code as recorded in “Step 152i-1" on

page 268f
Yes Go to|‘Step 152i-66.

No The card just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152i-66
Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152i-67
Have all the cards listed in “Step 152i-63" befen replaced?
Yes Call for support.

No Go to[‘Step 152i-63.
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Map 152j: 2.5 V Current/Voltage Problem in I/O Subsystem
Step 152j-1

Record the error code and location code(s) that sent you to this MAP.

Step 152j-2

Determine the I/O subsystem number from the error code (10yy xxxx) and the following
list. The remaining steps of this map refer to this I/O subsystem:
e If yy=14, 1/O subsystem number is 1, location is U1.9

e If yy=15, I/O subsystem number is 2, location is U1.5

e If yy=16, /O subsystem number is 3, location is U1.1

» If yy=17, /O subsystem number is 4, location is U1.13

» If yy=21, /O subsystem number is 5, location is U2.1

e If yy=22, /O subsystem number is 6, location is U2.5

» If yy=23, I/O subsystem number is 4, location is U2.9

e If yy=24, 1/0 subsystem number is 7, location is U2.13

» If yy=25, /O subsystem number is 8, location is U2.19

Step 152j-3
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152j-4
Are all the green "power good out " LEDs of both I/O subsystem DCAs off?

Yes Go to|‘Step 152j-57.

No Call for support.

Step 152j-5

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

* Adapter card at P1-11

* Adapter card at P1-12

» Adapter card at P1-13

* Adapter card at P1-14

* Adapter card at P1-15

Step 152j-6
Turn on the power.

Step 152j-7
Did the system stop with the same error code as recorded in “Step 152j-1"?

Yes Go to|'Step 152j-13” on page 278
No Go to['Step 152j-8" on page 278
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Step 152j-8
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152j-9

Reinsert one of the cards that is removed and listed in['Step 152j-5” on page 277,

Step 152j-10

Turn on the power.

Step 152j-11
Did the system stop with the same error code as recorded in “Step 152j-1” on |
page 277}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152j-121.

Step 152j-12
Have all the cards listed in “Jtep 152j-5" on page 277 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 1529}
Step 152j-13

Turn off the power.
Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152j-14
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152j-15" on page 279

No Call for support.
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Step 152j-15

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

* Adapter card at P1-16

* Adapter card at P1-17

* Adapter card at P1-18

* Adapter card at P1-19

» Adapter card at P1-110

Step 152j-16
Turn on the power.

Step 152j-17
Did the system stop with the same error code as recorded in “Step 152j-1" on

page 277

Yes Go to[‘Step 152j-23" on page 280,

No  Go tofStep 15218}
Step 152j-18

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152j-19
Reinsert one of the cards that is removed and listed in[‘Step 152-15"

Step 152j-20

Turn on the power.

Step 152j-21
Did the si/:stem stop with the same error code as recorded in “Step 152j-1" on

page 277}

Yes The card just reinserted is defective. Replace it.
This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152j-22" on page 280
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Step 152j-22
Have all the cards listed in “Step 152j-15”" on page 279 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152j-19” on page 279

Step 152j-23
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152j-24
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152j-25.

No Call for support.

Step 152j-25

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P2-I11

* Adapter card at P2-12

» Adapter card at P2-I3

* Adapter card at P2-14

* Adapter card at P2-I5

Step 152j-26

Turn on the power.

Step 152j-27
Did the si/:stem stop with the same error code as recorded in “Step 152j-1" on

page 277}

Yes Go to['Step 152j-33” on page 281}

No Go to|‘Step 152j-28.

Step 152j-28
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152j-29
Reinsert one of the cards that is removed and listed in[‘Step 152j-25"
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Step 152j-30
Turn on the power.

Step 152j-31
Did the system stop with the same error code as recorded in “Step 152j-1" on |

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152j-32'}

Step 152j-32
Have all the cards listed in[‘Step 152j-25” on page 280 been reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152j-29” on page 280

Step 152j-33
Turn off the power.

Examine the green "power good out” LEDs of both 1/0O subsystem DCAs.

Step 152j-34
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152j-35'}

No Call for support.

Step 152j-35

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

e Adapter card at P2-16

* Adapter card at P2-17

» Adapter card at P2-18

* Adapter card at P2-19

* Adapter card at P2-110

Step 152j-36
Turn on the power.
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Step 152j-37
Did the system stop with the same error code as recorded in “Step 152j-1" on

page 277f

Yes Go to['Step 152j-43.
No Go to[‘Step 152j-38.
Step 152j-38

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152j-39
Reinsert one of the cards that is removed and listed in[Step 152j-35” on page 281l.

Step 152j-40

Turn on the power.

Step 152j-41
Did the system stop with the same error code as recorded in “Step 152j-1" on |
page 277}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152j-42.

Step 152j-42
Have all the cards listed in “Step 152j-35” on page 281 beén reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152j-39.

Step 152j-43
Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.
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Step 152j-44
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152j-45']

No Call for support.

Step 152j-45
Replace the cards in the following list one at a time and in the order listed:
« DCAlatVi
« DCA2atV2

Step 152j-46

Turn on the power.

Step 152j-47
Did the system stop with the same error code as recorded in “Step 152j-1" on
page 277}

Yes Go to|'Step 152-48'}

No The card just replaced is defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152j-48

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152j-49
Remove the new card that was just installed in|“Step 152j-45"|and reinstall the original
card.

Step 152j-50
Have all the cards listed in “Step 152j-45" been replaced with new or original

cards?

Yes Go to[‘Step 152j-51"
No Go to[‘Step 152j-45']

Step 152j-51
Examine the green "power good out” LEDs of both I/O subsystem DCAs.
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Step 152j-52
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152j-53.

No Call for support.

Step 152j-53

Replace the parts in the following list one at a time and in the order listed:
* /O subsystem backplane at P1

* /O subsystem backplane at P2

Step 152j-54

Turn on the power.

Step 152j-55
Did the system stop with the same error code as recorded in “Step 152j-1” on
page 277}

Yes Go to['Step 152j-56'}.

No The part just replaced is defective. Replace it. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152j-56

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152j-57
Have all the cards listed in “Step 152j-53" been replaced with new or original

cards?

Yes Call for support.

No Go to['Step 152j-53.
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Map 152k: 12.0 V Current/Voltage Problem in I/O Subsystem

Step 152k-1

Record the error code and location code(s) that sent you to this MAP.

Step 152k-2
Determine the I/O subsystem number from the error code (10yy xxxx) and the following

list. The remaining steps of this map refer to this I/O subsystem:
e If yy=14, 1/O subsystem number is 1, location is U1.9

e If yy=15, I/O subsystem number is 2, location is U1.5

e If yy=16, /O subsystem number is 3, location is U1.1

» If yy=17, /O subsystem number is 4, location is U1.13

» If yy=21, /O subsystem number is 5, location is U2.1

e If yy=22, /O subsystem number is 6, location is U2.5

» If yy=23, I/O subsystem number is 4, location is U2.9

e If yy=24, 1/0 subsystem number is 7, location is U2.13

» If yy=25, /O subsystem number is 8, location is U2.19

Step 152k-3
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152k-4
Are all the green "power good out " LEDs of both I/O subsystem DCAs off?

Yes Go to|‘Step 152k-5"

No Call for support.

Step 152k-5

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

* Adapter card at P1-11

* Adapter card at P1-12

» Adapter card at P1-13

* Adapter card at P1-14

* Adapter card at P1-15

Step 152k-6
Turn on the power.

Step 152k-7
Did the system stop with the same error code as recorded in “Step 152k-1"?

Yes Go to['Step 152k-13" on page 286}
No Go to['Step 152k-8” on page 286}
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Step 152k-8
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152k-9

Reinsert one of the cards that is removed and listed in['Step 152k-5" on page 285|

Step 152k-10

Turn on the power.

Step 152k-11
Did the siéstem stop with the same error code as recorded in “Step 152k-1" on |

page 285}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152k-12"

Step 152k-12
Have all the cards listed in “Step 152k-5" on page 285 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 152k-91
Step 152k-13

Turn off the power.
Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152k-14
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152k-15" on page 287}

No Call for support.
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Step 152k-15

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

* Adapter card at P1-16

* Adapter card at P1-17

* Adapter card at P1-18

* Adapter card at P1-19

» Adapter card at P1-110

Step 152k-16
Turn on the power.

Step 152k-17
Did the system stop with the same error code as recorded in “Step 152k-1” on

page 285}

Yes Go to[‘Step 152k-23" on page 288|

No  Go tofStep 152k-181
Step 152k-18

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152k-19
Reinsert one of the cards that is removed and listed in

Step 152k-20

Turn on the power.

Step 152k-21
Did the si/:stem stop with the same error code as recorded in “Step 152k-1" on |

page 285}

Yes The card just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152k-22” on page 288}
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Step 152k-22
Have all the cards listed in “Step 152k-15" on page 287 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152k-19” on page 287}

Step 152k-23
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152k-24
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152k-25"

No Call for support.

Step 152k-25

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P2-I11

* Adapter card at P2-12

» Adapter card at P2-I3

* Adapter card at P2-14

* Adapter card at P2-I5

Step 152k-26

Turn on the power.

Step 152k-27
Did the si/:stem stop with the same error code as recorded in “Step 152k-1" on

page 285}

Yes Go to['Step 152k-33” on page 289|

No Go to|‘Step 152k-28"

Step 152k-28
One of the cards just removed is defective.

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152k-29
Reinsert one of the cards that is removed and listed in|‘Step 152k-25’
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Step 152k-30
Turn on the power.

Step 152k-31

Did the system stop with the same error code as recorded in “Step 152k-1" on |

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152k-32"

Step 152k-32
Have all the cards listed in “Step 152k-25" on page 288 been reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152k-29" on page 288}

Step 152k-33
Turn off the power.

Examine the green "power good out” LEDs of both 1/0O subsystem DCAs.

Step 152k-34
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152k-35"

No Call for support.

Step 152k-35

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:

e Adapter card at P2-16

* Adapter card at P2-17

» Adapter card at P2-18

* Adapter card at P2-19

* Adapter card at P2-110

Step 152k-36
Turn on the power.
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Step 152k-37
Did the system stop with the same error code as recorded in “Step 152k-1" on

page 285f
Yes Go to['Step 152k-43"
No Go to[‘Step 152k-38"

Step 152k-38

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152k-39
Reinsert one of the cards that is removed and listed in[*Step 152k-35" on page 289}

Step 152k-40

Turn on the power.

Step 152k-41
Did the sistem stop with the same error code as recorded in “Step 152k-1" on |

page 285}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152k-42"

Step 152k-42
Have all the cards listed in “Step 152k-35” on page 289 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152k-39”

Step 152k-43
Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.
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Step 152k-44
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152k-45"

No Call for support.

Step 152k-45

Remove the following DASD 4-packs, if present, from the 1/0 subsystem. Record the
DASD locations:

* DASD 4-pack at P3

* DASD 4-pack at P4

* DASD 4-pack at P5

* DASD 4-pack at P6

Step 152k-46
Turn on the power.

Step 152k-47
Did the s¥stem stop with the same error code as recorded in “Step 152k-1" on

page 285}

Yes Go to[‘Step 152k-53" on page 292}

No  Go to['Step 152k-48
Step 152k-48

One of the DASDs just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152k-49
Reinsert one of the DASD 4-packs that is removed and listed in ['Step 152k-45'].

Step 152k-50

Turn on the power.

Step 152k-51
Did the system stop with the same error code as recorded in “Step 152k-1" on |

Yes One of the DASD in the DASD 4-pack just reinserted is defective. Replace it.
This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|'Step 152k-52” on page 292}
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Step 152k-52
Have all the cards listed in “Step 152k-45" on page 291 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to['Step 152k-49” on page 291}

Step 152k-53
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152k-54
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152k-55"

No Call for support.

Step 152k-55

Replace the books in the following list one at a time and in the order listed:
* DCAlatVl

« DCA2atV2

Step 152k-56

Turn on the power.

Step 152k-57
Did the si/:stem stop with the same error code as recorded in “Step 152k-1" on

page 285F
Yes Go to|‘Step 152k-58"

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152k-58
Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152k-59

Remove the new card that was just installed in|“Step 152k-55"l and reinstall the original
card.
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Step 152k-60
Have all the cards listed in “Step 152k-55” on page 292 begn replaced with new or

original cards?

Yes Go to['Step 152k-61"

No Go to['Step 152k-55" on page 292}

Step 152k-61
Examine the the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152k-62
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152k-63"

No Call for support.

Step 152k-63

Replace the parts in the following list one at a time and in the order listed:
* |/O subsystem backplane at P1

* 1/O subsystem backplane at P2

Step 152k-64

Turn on the power.

Step 152k-65
Did the s¥stem stop with the same error code as recorded in “Step 152k-1" on

page 285}
Yes Go to[‘Step 152k-66"

No The card just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152k-66
Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152k-67
Have all the cards listed in “Step 152k-63" bgen replaced?

Yes Call for support.

No Go to['Step 152k-63"
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Map 152I: -12.0V Current/Voltage Problem in 1/O Subsystem

Step 152I-1

Record the error code and location code(s) that sent you to this MAP.

Step 152I-2

Determine the I/O subsystem number from the error code (10yy xxxx) and the following
list. The remaining steps of this map refer to this I/O subsystem:
« If yy=14, 1/O subsystem number is 1, location is U1.9

« If yy=15, I/0O subsystem number is 2, location is U1.5

« If yy=16, 1/0 subsystem number is 3, location is U1.1

» If yy=17, 1/O subsystem number is 4, location is U1.13

« If yy=21, I/O subsystem number is 5, location is U2.1

« If yy=22, 1/0 subsystem number is 6, location is U2.5

» If yy=23, I/O subsystem number is 4, location is U2.9

« If yy=24, 1/0O subsystem number is 7, location is U2.13

* If yy=25, 1/0O subsystem number is 8, location is U2.19

Step 152I-3
Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152I-4
Are all the green "power good out " LEDs of both I/O subsystem DCAs off?

Yes Go to[‘'Step 1521-5].

No Call for support.

Step 152I-5

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P1-I11

* Adapter card at P1-12

* Adapter card at P1-I3

* Adapter card at P1-14

* Adapter card at P1-I15

Step 152I-6
Turn on the power.

Step 152I-7
Did the system stop with the same error code as recorded in “Step 152I-1"?

Yes Go to['Step 152I-13” on page 295
No Go to['Step 1521-8” on page 295
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Step 152I-8
One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152I-9

Reinsert one of the cards that is removed and listed in[*Step 152I-5” on page 294,

Step 152I-10

Turn on the power.

Step 152I-11
Did the si/;stem stop with the same error code as recorded in “Step 152I-1” on |

page 294

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152I-12'}

Step 152I-12
Have all the cards listed in “Step 152I-5” on page 294 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No  Go tofStep 1521-9}
Step 1521-13

Turn off the power.

Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152I-14
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152I-15'}

No Call for support.

Step 152I-15

Remove the following adapter cards, if present, from the 1/0 subsystem. Record the
adapter locations:
* Adapter card at P1-16
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* Adapter card at P1-17
* Adapter card at P1-I8
* Adapter card at P1-19
* Adapter card at P1-110

Step 152I-16
Turn on the power.

Step 152I-17
Did the system stop with the same error code as recorded in “Step 152I-1" on

page 294

Yes Go to['Step 1521-23” on page 297]

No  Goto[Siep 152775]
Step 1521-18

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152I-19
Reinsert one of the cards that is removed and listed in[‘Step 152I-15” on page 295,

Step 1521-20

Turn on the power.

Step 1521-21
Did the si/:stem stop with the same error code as recorded in “Step 152I-1” on |

page 294F

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152I-22.

Step 152I-22
Have all the cards listed in “Step 152I-15” on page 295 begn reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152I-197.
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Step 1521-23
Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.

Step 1521-24
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152I-25'}

No Call for support.

Step 152I-25
Remove the following adapter cards, if present, from the 1/0 subsystem. Record the

adapter locations:

* Adapter card at P2-I11
* Adapter card at P2-12
» Adapter card at P2-13
» Adapter card at P2-14
* Adapter card at P2-15

Step 152I-26

Turn on the power.

Step 152I-27
Did the s¥stem stop with the same error code as recorded in “Step 152I-1” on

page 294}

Yes Go to[‘Step 1521-33" on page 298]

No  Go tofStep 152I-28}
Step 1521-28

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 1521-29
Reinsert one of the cards that is removed and listed in|‘Step 152|-25"
Step 152I-30

Turn on the power.
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Step 1521-31
Did the system stop with the same error code as recorded in “Step 152I-1" on |

Yes The card just reinserted is defective. Replace it. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152I-321.

Step 152I-32
Have all the cards listed in ['Step 152I-25” on page 297] been reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to [‘Step 1521-29” on page 297]

Step 152I-33

Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.

Step 152I1-34
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to|‘Step 1521-351.

No Call for support.

Step 1521-35

Remove the following adapter cards, if present, from the 1/O subsystem. Record the
adapter locations:

* Adapter card at P2-16

» Adapter card at P2-17

* Adapter card at P2-I8

» Adapter card at P2-19

* Adapter card at P2-110

Step 1521-36
Turn on the power.
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Step 152I-37
Did the system stop with the same error code as recorded in “Step 152I-1” on

page 294}
Yes Go to[‘Step 152I-43'}
No Go to[‘Step 152I-38'}

Step 152I-38

One of the cards just removed is defective.

Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 1521-39
Reinsert one of the cards that is removed and listed in[“Step 152I-35” on page 298,

Step 152I-40

Turn on the power.

Step 152I-41
Did the s¥stem stop with the same error code as recorded in “Step 152I-1” on |

page 294}

Yes The card just reinserted is defective. Replace it. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 1521-42'

Step 152I-42
Have all the cards listed in “Step 152I-35” on page 298 be¢n reinserted?

Yes The symptom has changed. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to[‘Step 152I-39']

Step 1521-43
Turn off the power.

Examine the green "power good out” LEDs of both I/O subsystem DCAs.
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Step 1521-44
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to[‘Step 152I-45.

No Call for support.

Step 152I-45
Replace the DCAs in the following list one at a time and in the order listed:
 DCAlatVvi
« DCA2atV2

Step 152I-46

Turn on the power.

Step 1521-47
Did the siistem stop with the same error code as recorded in “Step 152I-1" on

page 294
Yes  Go to['Step 1521-48]

No The DCA just replaced is defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152I-48

Turn off the power.
Make sure all the green "power good out” LEDs of both 1/0 subsystem DCAs are off.

Step 152I-49

Remove the new DCA that was just installed in[‘Step 152I-45"|and reinstall the original
DCA.

Step 152I-50
Have all the DCAs listed in “$tep 152I-45” bgen replaced with new or original

cards?

Yes Go to[‘Step 152|-51"
No Go to|‘Step 1521-451.

Step 1521-51
Examine the green "power good out” LEDs of both 1/O subsystem DCAs.

Step 152I-52
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152I-53” on page 301}

No Call for support.
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Step 152I-53

Replace the parts in the following list one at a time and in the order listed:
* |/O subsystem backplane at P1

* |/O subsystem backplane at P2

Step 152I-54
Turn on the power.

Step 152I-55
Did the system stop with the same error code as recorded in “Step 152I-1” on

page 294}
Yes Go to[‘Step 152I-56'}

No The part just replaced is defective. Replace it. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 152I-56
Turn off the power.

Make sure all the green "power good out” LEDs of both 1/0O subsystem DCAs are off.

Step 152I-57
Have all the cards listed in “Step 152I-53" been replaced with new or original

cards?

Yes Call for support.

No Go to[‘Step 1521-531
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Map 152m: Cable Problem in Power Subsystem

302

Step 152m-1

Record the error code and location code(s) that sent you to this MAP. You should be
supplied with two location codes from the action for the error code in the service guide.
These location codes are the ends of the cable in question. The fourth nibble of the
error code indicates the side of the power subsystem that detected the failure. For
example, 101A indicates side A (front), and 101B indicates side B (rear). The following
steps apply to the power subsystem side indicated by the error code recorded:

1. Generate the first FRU location code (from U1.35) to be replaced by taking the
location code given for the action of the error code and truncating the connector ID
(1Qx).

2. Generate the second FRU location code to be replaced by taking the location code
(not from U1.35) given for the action of the error code and truncating the connector
ID (/QX).

3. Generate the third FRU location code to be replaced (the cable) by taking the
location code (from U1.35) given for the action of the error code and appending a #
(number sign). For example, the service guide for error code 101A x125 lists the
location codes U1.35-P1-X3/Q1 and U1.9-V1/Q2. From the error code, you are
working on the A (front) side. From the location codes, the FRUs, in order of
replacement, (if required) are:

a. U1.35-P1-X3 - BPD1
b. U1.9-V1 - DCAl1

c. U1.35-P1-X3# - cable

Refer to [*AIX and Physical Location Code Reference Tables” on page 66 and [‘Power|
[Distribution Cabling” on page 38|

Step 152m-2
Press the green start service button on the panel with the UEPO switch.

Step 152m-3
From the action column in the "Error Code to FRU” table entry for the error code

recorded in|‘Step 152m-1"} find the location codes of both ends of the suspect power
cable.

Step 152m-4
Examine both ends of the power cable, and make sure each end is properly connected
and fully seated.

Step 152m-5

Is the power cable properly connected and seated fully at both ends?
Yes Go to['Step 152m-6" on page 303]

No Go to['Step 152m-12” on page 303}
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Step 152m-6
Have you replaced the first FRU in the list of FRUs recorded in “Stefp 152m-1" on

page 302|in a previous service action?

Yes Go to['Step 152m-18" on page 304}

No  Go tofStep T52m 7]
Step 152m-7

Is the power-on LED of the first FRU generated from the location codes recorded
in [Step 152m-1" on page 302 off?

Yes Go to['Step 152m-8”

No Call for support.

Step 152m-8
Replace the first FRU in the list of FRUs recorded in[‘Step 152m-1" on page 302 with
power-on LED off. Press the white service complete button on the panel with the
UEPO switch after replacement.

Step 152m-9
Does the error code recorded in “Step 152m-1" on page 302 reappear?

Yes Return the system to its original configuration. Go to|‘Step 152m-11'}

No Return the system to its original configuration. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

Step 152m-10
Press the white service complete button on the panel with the UEPO switch.

Step 152m-11
Schedule non-concurrent service with the customer to replace the second FRU in the
list of FRUs recorded in[“Step 152m-1” on page 302 This ends the procedure

Step 152m-12
Is the power-on LED of the first FRU generated from the location codes recorded
in [Step 152m-1" on page 302 offf?

Yes Go to[‘Step 152m-13"

No Call for support.

Step 152m-13
Reseat and properly connect the power cable ends, with location codes recorded in

['Step 152m-1" on page 302

Step 152m-14
Set the power-on switches of all BPRs on the same side with the power cable that was

not connected properly to the off (right) position.
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Step 152m-15
Wait 30 seconds and then turn the power-on switches of the BPRs found in ['Step|
[152m-14" on page 303 to the on (left) position.

Step 152m-16
Press the white service complete button on the panel with the UEPO switch after
replacement.

Step 152m-17
Does the error code recorded in “Step 152m-1" on page 302 reappear?

Yes Go to['Step 152m-2" on page 302}

No Return the system to its original configuration. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

Step 152m-18

Note: The following steps will require the system power to be removed. AIX must be
shut down in all partitions before turning off the power.

Turn off the power. Turn off the UEPO switch. Examine the amber logic-power LEDs of

all installed processor subsystem DCAs. Also examine the green "power good out”

LEDs of all installed 1/0O subsystem DCAs.

Step 152m-19

Are all amber logic-power LEDs of all installed processor subsystem DCAs and
all green "logic power out " LEDs of all installed /O subsystem DCAs off?

Yes Go to[‘Step 152m-20’

No Call for support.

Step 152m-20

Replace the second FRU in the list of FRUs recorded in step ['Step 152m-1" on|
page 302}

Step 152m-21
Turn on the UEPO switch. Turn on the power.

Step 152m-22
Does the error code recorded in “Step 152m-1” on page 302 reappear?

Yes Go to[‘Step 152m-23’

No Return the system to its original configuration. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

Step 152m-23
Go to['Step 152m-24” on page 305|
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Step 152m-24

Turn off the power. Turn off the UEPO switch. Examine the amber logic-power LEDs of
all installed processor subsystem DCAs. Also examine the green "power good out”
LEDs of all installed I/O subsystem DCAs.

Step 152m-25
Are all amber logic-power LEDs of all installed processor subsystem DCAs and
all green "logic power out " LEDs of all installed I/O subsystem DCAs off?

Yes Go to['Step 152m-26"

No Call for support.

Step 152m-26
Replace the third FRU in the list of FRUs recorded in step 152m-1.

Step 152m-27

Turn on the UEPO switch. Turn on the power.

Step 152m-28
Does the error code recorded in “Step 152m-1" on page 302 reappear?

Yes Call for support.

No Return the system to its original configuration. Go to "MAP 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.
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Map 152n: DASD Subsystem Power Problem

306

Step 152n-1

Record the error code and location code(s) that sent you to this MAP.

Step 152n-2
Press the green start service button on the panel with the UEPO switch.

Determine the I/O subsystem number from the error code (10yy xxxx) and the following
list. The remaining steps of this map refer to this I/O subsystem:

« If yy=14, 1/O subsystem number is 1, location is U1.9
» If yy=15, I/O subsystem number is 2, location is U1.5
« If yy=16, I/0 subsystem number is 3, location is U1.1
« If yy=17, /O subsystem number is 4, location is U1.13
« If yy=21, I/O subsystem number is 5, location is U2.1
« If yy=22, 1/0O subsystem number is 6, location is U2.5
» If yy=23, I/O subsystem number is 4, location is U2.9
» If yy=24, 1/0O subsystem number is 7, location is U2.13
» If yy=25, 1/0 subsystem number is 8, location is U2.19

Step 152n-3
Examine the last 2 characters of the error code recorded in[‘Step 152n-1"} and use the

following list to determine which DASD backplane to service.

» |If the last 2 characters of the error code is 96, then the following steps refer to DASD
backplane D of I/O subsystem number found in [‘Step 152n-2"}
+ If the last 2 characters of the error code is A6, then the following steps refer to DASD

backplane C of I/O subsystem number found in [‘Step 152n-2"}

» |If the last 2 characters of the error code is B6, then the following steps refer to DASD
backplane B of 1/0O subsystem number found in|“Step 152n-2"

 |If the last 2 characters of the error code is C6, then the following steps refer to
DASD backplane A of 1/0 subsystem number found in|“Ste§ 152n-2"

Step 152n-4
Turn off the power. Examine the green "power good out” LEDs of both I/O subsystem
DCAs.

Step 152n-5
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to['Step 152n-6” on page 307

No Call for support.
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Step 152n-6
Are there any DASD in positions A8, A9, Aa, or Ab of the DASD backplane found
in [Step 152n-2" on page 306 gnd “Step 152n-3” on page 3062 |

Yes Go to['Step 152n-77

No Go to['Step 152n-15" on page 308

Step 152n-7

Turn on the power.

Step 152n-8
Did the error code recorded in “Step 152n-1” on page 306 reappear?

Yes Go to ['Step 152n-147
No One of the DASD just removed is defective. Go to ['Step 152n-9’

Step 152n-9
Turn off the power. Make sure all green "power good out” LEDs of all installed 1/0
subsystem DCAs are off.

Step 152n-10
Reinstall one of the DASD removed in ['Step 152n-6'

Step 152n-11

Turn on the power.

Step 152n-12
Did the error code recorded in “Step 152n-1" on page 306 reappear?

Yes The DASD just reinstalled is defective. Replace it. This ends the procedure
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

No Go to|‘Step 152n-1371

Step 152n-13
Have all DASD that were removed in “Step 152n-6" been reinstalled?

Yes The problem has changed. This ends the procedure

No Go to[‘Step 152n-9'1 to reinstall the next DASD.

Step 152n-14
Turn off the power. Make sure all green "power good out” LEDs of all installed 1/0
subsystem DCAs are off.
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Step 152n-15
Replace the books in the following list, one at a time and in the listed order:

« DCAlatVi
e DCA2atV2

Step 152n-16
Turn on the power.

Step 152n-17
Did the system stop with the same error code as recorded in “Step 152n-1" on

Yes Go to[‘Step 152n-18

No The book just replaced was defective. This ends the procedure . Return the
system to its original configuration. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

Step 152n-18
Turn off the power then make sure all the green "power good out” LEDs of both I/O

subsystem DCAs are off.

Step 152n-19
Remove the new card that was just installed in|“Step 152n-15"|and reinstall the original

card.

Step 152n-20
Have all the cards listed in “Step 152n-15" bejen replaced with new or original

cards? ?
Yes Go to['Step 152n-21"1
No Go to[‘Step 152n-15

Step 152n-21
Examine the green "power good out” LEDs of both 1/0 subsystem DCAs.

Step 152n-22
Are all the green "power good out " LEDs of both 1/0 subsystem DCAs off?

Yes Go to Step[‘'Step 152n-23"

No Call for support.

Step 152n-23
Replace the DASD backplane.

Step 152n-24
Turn on the power.
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Step 152n-25
Did the system stop with the same error code as recorded in “Step 152m-1” on

Yes Call for support.

No The book just replaced was defective. This ends the procedure . Return the
system to its original configuration. Go to "MAP 0410: Repair Checkout” in the
RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.
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MAP 1540: Problem Isolation Procedures

These procedures are used to locate problems in the processor subsystem, /O
subsystems, or rack. If a problem is detected, these procedures help you isolate the
problem to a failing unit. Find the symptom in the following table; then follow the
instructions given in the Action column.

Attention:

To identify a FRU, these MAPs refer to FRU ldentify LEDs. For more

Information about the FRU Identify LEDs see[*FRU Identify LEDs” on page 62}

Problem Isolation Procedures

Symptom/Reference Code/Checkpoint

Al

ction

You were sent here by the RS/6000 and @server
pSeries Diagnostic Information for Multiple Bus Systems
book.

Go to['MAP 1542: 1/O Problem Isolation” on page 319}

406x 00B7

Go to ['MAP 154B: Insufficient Hardware Resources|
|Problem Isolation” on page 364

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthru|
Modules” on page 850 and ['L3 Cache Modules” on|

page 862|

406x OEB1, 406x OEB2, 406x OEB3, 406x OEB4,
406x OEB5, 406x OEB6, 406x OEB7, 406x OEBS,
406x OEB9, 406x OEBA, 406x OEBB, 406x OEBC

Go to ['MAP 1549: Attention Problem Isolation” on|

|Bage 352|

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthru|
Modules” on page 850 and ['L3 Cache Modules” on|

page 862|

406x OEBO

Go to['MAP 1541: JTAG Problem Isolation” on page 311}

406x 0CO03,

450x 25C7, 450x 25C8, 450x 25D3, 450x 25D5,
450x 25D7, 450x 25D8,

460x 25C7, 460x 25C8, 460x 25D3, 460x 25D5,
460x 25D7, 460x 25D8,

4B2x 25C7, 4B2x 25C8, 4B2x 25D3, 4B2x 25D5,
4B2x 25D7, 4B2x 25D8

4B2x 526C, 4B2x 526D

Go to ['MAP 1543: MCM Module Problem Isolation” on|
|Eage 339|

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthrul
Modules” on page 850 and ['L3 Cache Modules” on|

page 862|

450x 302A, 450x 302C, 450x305A,
460x 302A, 460x 302C, 460x 305A,
4B2x 302A, 4B2x 302C, 4B2x 305A

Go to ['MAP 1544: Inner L3 Module Problem Isolation” on|

|Eage 341|

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthrul
Modules” on page 850/ and ['L3 Cache Modules” on|

page 862|
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Problem Isolation Procedures

Symptom/Reference Code/Checkpoint

A

ction

450x 302B, 450x 302D, 450x 305B
460x 302B, 460x 302D, 460x 305B
4B2x 302B, 4B2x 302D, 4B2x 305B

Go to ['MAP 1545: Outer L3 Module Problem Isolation” on|

|page 343|

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthrul
Modules” on page 850 and ['L3 Cache Modules” on|
page 862|

406x 0C09 Go to['MAP 1546: Memory Book Problem Isolation” on|
|Eage 345|
406x 0COA Go to[‘MAP 1547: 1/O Book Problem Isolation” on|

|Eage 348|

406x 0001, 406x 0002, 406x O00A, 406x 000B,
406x 000C, 406x 000D, B1xx 4643, B1xx 4645,
Blxx 4648

Go to FMAP 154A: 12C Bus Problem Isolation” onf

|gage 360|

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthrul
Modules” on page 850| and ['L3 Cache Modules” on|

page 862|

E101, E102, E10A, E10B, E111, E120, E121, E122,
E130, E131, E132, E133, E134, E135, E138, E139,
E13A, E149, E14C, E191, E19A, E19B, E19D, E1AQ,
E1A1, E1A2, E1A3, E1A4, E1A5, E1A6, E1A7, E1AS,
E1A9, E1AA, E1AB, E1AC, E1AD, E1AE, E1AF, E1B1,
E1C4, E1C5, E1C6, E1DO, E1D3, E1D4, E1DB, E1FO

Go toFMAP 1548: Memory and Processor Problem]
lIsolation” on page 350}

Attention:  Before you remove or replace any MCM or
L3 module, stop, read and understand the following
procedures: ['MCM Module (Processor) and Passthrul
Modules” on page 850 and ['L3 Cache Modules” on|

page 862|

MAP 1541: JTAG Problem Isolation

Step 1541-1

Record the error code and location code(s) that sent you to this MAP.

Step 1541-2

Check the following list to find the location code(s) recorded in|‘Step 1541-17:

¢ L3 module at U1.18-P1-C5
¢ L3 module at U1.18-P1-C11
¢ L3 module at U1.18-P1-C14
¢ L3 module at U1.18-P1-C20
* L3 module at U1.18-P1-C9
¢ L3 module at U1.18-P1-C10
* L3 module at U1.18-P1-C6
¢ L3 module at U1.18-P1-C12
¢ L3 module at U1.18-P1-C13
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* L3 module at U1.18-P1-C7

* L3 module at U1.18-P1-C15

* L3 module at U1.18-P1-C16

* L3 module at U1.18-P1-C17

* L3 module at U1.18-P1-C18

* L3 module at U1.18-P1-C19

* L3 module at U1.18-P1-C8

* MCM module 0 at U1.18-P1-C1
* MCM module 3 at U1.18-P1-C2
e MCM module 1 at U1.18-P1-C3
e MCM module 2 at U1.18-P1-C4

Step 1541-3
Is (are) the location code(s) recorded in “Sfep 1541-1" on page 311 alsd listed in
['Step 1541-2” on page 311°?|

Yes Go to [‘Step 1541-19” on page 314

No Go to|‘Step 1541-41.

Step 1541-4
Check the following list to find the location code(s) recorded in|‘Step 1541-1" on

* Primary I/O Book at U1.18-P1-H2

» Secondary I/O Book at U1.18-P1-H3
* Third I/O Book at U1.18-P1-H4

* Memory Book 6 at U1.18-P1-M5

* Memory Book 7 at U1.18-P1-M1

Step 1541-5
Is (are) the location code(s) recorded in “Sfep 1541-1" on page 311 alsd listed in

Yes Go to[‘Step 1541-25” on page 315

No Go to['Step 1541-6'}.

Step 1541-6
Check the following list to find the location code(s) recorded in|‘Step 1541-1" on

* Memory Book 0 at U1.18-P1-M2
* Memory Book 1 at U1.18-P1-M3
* Memory Book 2 at U1.18-P1-M7
* Memory Book 3 at U1.18-P1-M6
* Memory Book 4 at U1.18-P1-M4
* Memory Book 5 at U1.18-P1-M8
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Step 1541-7
Is (are) the location code(s) recorded in “Siep 1541-1” on page 311 listdd in “Sted:|
[L541-6” on page 3127

Yes Go to['Step 1541-31" on page 316|

No  GotofStep 15418]
Step 1541-8

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-9
Are all the amber logic-power LEDs of all installed processor subsystem DCAs
off?

Yes Go to|‘Step 1541-101

No Call for support.

Step 1541-10
Replace the item recorded in|“Step 1541-1" on page 311]

Step 1541-11
Turn on the power.

Step 1541-12
Did the s‘stem stop with the same error code as recorded in “Step 1541-1" on

page 311p
Yes Go to|‘Step 1541-131

No This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1541-13
Turn off the power.

Step 1541-14

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-15
Are all the amber logic-power LEDs of all installed processor subsystem DCAs
off?

Yes Go to['Step 1541-16" on page 314,

No Call for support.
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Step 1541-16
Replace the primary 1/0 book at U1.18-P1-H2.

Step 1541-17

Turn on the power.

Step 1541-18
Did the system stop with the same error code as recorded in “Step 1541-1" on

page 311p

Yes Go to['Step 1541-37” on page 317

No The part just replaced was defective. This ends the procedure.
Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1541-19

Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-20
Are all the amber logic-power LEDs of all installed processor subsystem DCAs

off?
Yes Go to|‘Step 1541-211
No Call for support.

Step 1541-21
Attention:  Before you remove or replace any MCM or L3 module, stop, read and

understand the following procedures: |"MCM Module (Processor) and Passthru Modules’|
[on page 850|and ['L3 Cache Modules” on page 862

Attention:  MCM and L3 modules have a limit of three plug cycles. Before removing
any of the modules in the following list, call for support.

Replace the following modules or books, if present, one at a time and in the order
listed:

s First location code item recorded, if any, ['Step 1541-1" on page 311l

+ Second location code item recorded, if any, in ['Step 1541-1" on page 311l

+ Third location code item recorded, if any, in ['Step 1541-1” on page 311}

+ Fourth location code item recorded, if any, in[‘Step 1541-1" on page 311}

* Primary 1/0 book at U1.18-P1-H2.

L3 module, at location U1.18-P1-C5 if not recorded in[*Step 1541-1" on page 311}
* L3 module, at location U1.18-P1-C11 if not recorded in ['Step 1541-1" on page 311}
* L3 module, at location U1.18-P1-C14 if not recorded in['Step 1541-1" on page 311
* L3 module, at location U1.18-P1-C20 if not recorded in[‘Step 1541-1" on page 311
L3 module, at location U1.18-P1-C9 if not recorded in[*Step 1541-1" on page 311}
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+ L3 module, at location U1.18-P1-C10 if not recorded in|‘Step 1541-1" on page 311}
+ L3 module, at location U1.18-P1-C6 if not recorded in['‘Step 1541-1” on page 311}
* L3 module, at location U1.18-P1-C12 if not recorded in|‘Step 1541-1" on page 311
* L3 module, at location U1.18-P1-C13 if not recorded in|‘Step 1541-1" on page 311
L3 module, at location U1.18-P1-C7 if not recorded in['‘Step 1541-1" on page 311}
e L3 module, at location U1.18-P1-C15 if not recorded in|‘Step 1541-1" on page 311
* L3 module, at location U1.18-P1-C16 if not recorded in|‘Step 1541-1" on page 311
* L3 module, at location U1.18-P1-C17 if not recorded in|‘Step 1541-1" on page 311
* L3 module, at location U1.18-P1-C18 if not recorded in|‘Step 1541-1" on page 311
e L3 module, at location U1.18-P1-C19 if not recorded in|‘Step 1541-1" on page 311
+ L3 module, at location U1.18-P1-C8 if not recorded in[‘Step 1541-1" on page 311}
* MCM module 0 at U1.18-P1-C1 if not recorded in[‘Step 1541-1" on page 311
* MCM module 3 at U1.18-P1-C2 if not recorded in[‘Step 1541-1" on page 311
* MCM module 1 at U1.18-P1-C3 if not recorded in|‘Step 1541-1" on page 311
* MCM module 2 at U1.18-P1-C4 if not recorded in[‘Step 1541-1" on page 311

Step 1541-22

Turn on the power.

Step 1541-23
Did the sistem stop with the same error code as recorded in “Step 1541-1" on

page 311p
Yes Go to|‘Step 1541-241.

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1541-24
Have all the MCMs and books listed in “Sep 1541-21" on page 314 begn
replaced?

Yes Go to['Step 1541-25]

No Go to[‘Step 1541-19” on page 314{

Step 1541-25
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-26
Are all the amber logic-power LEDs of all installed processor subsystem DCAs
off?

Yes Go to['Step 1541-27" on page 316|

No Call for support.
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Step 1541-27
Replace the following books, if present, one at a time:

* First location code item recorded, if any in ['Step 1541-1" on page 311
 Second location code item recorded, if any, in ['Step 1541-1" on page 311]

* Third location code item recorded, if any, in ['Step 1541-1" on page 311}

« Fourth location code item recorded, if any, in[‘Step 1541-1" on page 311}

* Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1541-1" on page 311}
 Secondary /0 Book at U1.18-P1-H3 if not recorded in ['Step 1541-1" on page 311}
* Third 1/0 Book at U1.18-P1-H4 if not recorded in[*Step 1541-1" on page 311}

+ Memory Book 6 at U1.18-P1-M5 if not recorded in|*Step 1541-1" on page 311}

« Memory Book 7 at U1.18-P1-ML1 if not recorded in|*Step 1541-1" on page 311}

Step 1541-28
Turn on the power.

Step 1541-29
Did the sistem stop with the same error code as recorded in “Step 1541-1” on

page 311p
Yes Go to[‘Step 1541-307

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1541-30
Have all the books listed in “n replaced?

Yes Go to[‘Step 1541-37” on page 317
No Go to['Step 1541-25” on page 315

Step 1541-31
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-32
Are all the amber logic-power LEDs of all installed processor subsystem DCAs
off?

Yes Go to['Step 1541-33” on page 317

No Call for support.
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Step 1541-33
Replace the following books, if present, one at a time:

* First location code item recorded in|Step 1541-1" on page 311}

- Second location code item recorded, if any, in ['Step 1541-1" on page 311}

* Third location code item recorded, if any, in ['Step 1541-1" on page 311}

* Fourth location code item recorded, if any, in|'Step 1541-1” on page 311}

* Primary 1/O book at U1.18-P1-H2.

* Memory book 0 at U1.18-P1-M2 if not recorded in|‘Step 1541-1" on page 311
e Memory book 1 at U1.18-P1-M3 if not recorded in[‘Step 1541-1" on page 311
e Memory book 2 at U1.18-P1-M7 if not recorded in[‘Step 1541-1" on page 311
* Memory book 3 at U1.18-P1-M6 if not recorded in[‘Step 1541-1" on page 311
* Memory book 4 at U1.18-P1-M4 if not recorded in[‘Step 1541-1" on page 311
e Memory book 5 at U1.18-P1-M8 if not recorded in[‘Step 1541-1" on page 311

Step 1541-34

Turn on the power.

Step 1541-35

Did the system stop with the same error code as recorded in “Step 1541-1" on
page 311p

Yes Go to|‘Step 1541-3671.

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries

Diagnostic Information for Multiple Bus Systems.

Step 1541-36
Have all the books listed in “Ytep 1541-33” begen replaced?

Yes Go to|‘Step 1541-371

No Go to[‘Step 1541-31" on page 316|

Step 1541-37
Turn off the power.

Step 1541-38

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1541-39
Are all the amber logic-power LEDs of all installed processor subsystem DCAs
off?

Yes Go to|'Step 1541-40” on page 318|

No Call for support.
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Step 1541-40
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1541-41
Turn on the power.

Step 1541-42

Did the system stop with the same error code as recorded in “Step 1541-1" on

page 311p
Yes Go to[‘Step 1541-43'

No The book just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1541-43
Turn off the power.

Make sure the amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1541-44
Call for support.

This ends the procedure.
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MAP 1542: 1/0 Problem Isolation
This MAP is used to locate defective FRUs not found by normal diagnostics. For this
procedure, diagnostics are run on a minimally configured system. If a failure is detected
on the minimally configured system, the remaining FRUs are exchanged one at a time
until the failing FRU is identified. If a failure is not detected, FRUs are added back until
the failure occurs. The failure is then isolated to the failing FRU.

This 1/0 problem-determination MAP isolates 1/O card and I/O subsystem failures.
When I/O problem isolation is complete, all cables and cards exhibiting a failure will
have been replaced or reseated.

Notes:

1. This MAP assumes that a CD-ROM drive is installed in the media subsystem and
connected to a SCSI adapter in the first /0O subsystem, and that a Diagnostics
CD-ROM is available.

2. If a general-access password or privileged-access password is installed, you are
prompted to enter the password before the diagnostic CD-ROM can load.

3. The term POST indicators refers to the device mnemonics (words Memory ,
Keyboard , Network , SCSI, and Speaker) that appear on the system console
during the power-on self-test (POST).

4. The service processor may have recorded one or more symptoms in its error log. It
is a good idea to examine that error log before proceeding (see [‘System Information|
[Menu” on page 763).

5. The service processor may have been set by the user to monitor system operations
and to attempt recoveries. You can disable these actions while you diagnose and
service the system. If you disable them, make notes of their current settings so that
you can restore them easily. The following table lists the settings:

Surveillance From the service processor Setup Menu, go to
the Surveillance Setup Menu and disable
surveillance. (Operating System Surveillance is
disabled in partition mode.)

Unattended Start From the service processor System Power
Control Menu, disable unattended start mode.

Reboot Policy From the System Power Control Menu, go to
the Reboot/Restart Policy Setup Menu and set:
a. Number of reboot attempts to 0 (zero)

b. Use OS-Defined restart policy to No

c. Enable supplemental restart policy to No.

Call Out From the Call-In/Call-Out Setup Menu, go to
the Serial Port Selection Menu and disable
call-out on both serial ports.

The steps in this MAP will attempt to slow boot the system into service mode
diagnostics. The following procedure describes booting a nonpartitioned system with an
attached 3151 console. The procedure for booting a partitioned system with an attached
HMC is slightly different and is described in ['Performing Slow Boot” on page 413,
“Performing Slow Boot” describes the procedure for booting online diagnostics (6 key
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between the Keyboard and Speaker indicators) and the following procedure requires
booting standalone diagnostics (5 key between the Keyboard and Speaker indicators).
Therefore, on a partitioned system, make sure the partition you selected to boot in the
following procedure has the CD-ROM allocated to it, as described in [Chapter 6, “Using
[the Online and Standalone Diagnostics”, on page 735

Step 1542-1
1. Ensure that the diagnostics and the operating system are shut down.
2. Turn off the power.

3. Select slow boot mode (select Disable Fast Boot ) on the System Power Control
menu from the service processor main menu.

. Turn on the power.
5. Insert the diagnostic CD-ROM into the CD-ROM drive.

Does the CD-ROM appear to operate correctly?

NO Go to[‘Boot Problems” on page 410| and perform steps 1-8 for an internally
attached boot device.

YES Go to['Step 1542-2'].

Step 1542-2

1. When the keyboard indicator is displayed (the word Keyboard ), press the 5 key on
the firmware console.

2. Enter the appropriate password when you are prompted to do so.

Is the Please define system console screen displayed?

NO Go to[‘Step 1542-3
YES Go to['Step 1542-4].

Step 1542-3

The system is unable to boot standalone diagnostics.

Check the service processor error log and the media subsystem operator panel for
additional error codes resulting from the slow boot in [‘'Step 1542-1'1 Did the slow boot
generate a different error code from the one that originally sent you to MAP 15427

NO It appears you have a processor subsystem problem. Call for support. This
ends the procedure.

YES Restore fast-boot mode (select Enable Fast Boot ) on the System Power
Control menu from the service processor main menu. Go to [‘Checkpoints and|
[Error Codes Index” on page 417, and follow the actions for the new error code.

Step 1542-4
The system stopped with the PTease define system console prompt appearing on the
system console.
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Standalone diagnostics can be booted. Perform the following:

1.
2.
3.

Follow the instructions on the screen to select the system console.
When the DIAGNOSTIC OPERATING INSTRUCTIONS screen is displayed, press Enter.

If the terminal type has not been defined, you must use the Initialize Terminal option
of the FUNCTION SELECTION menu to initialize the AlIX operating system
environment before you can continue with the diagnostics. This is a separate and
different operation from selecting the firmware console display.

Select Advanced Diagnostic Routines

When the DIAGNOSTIC MODE SELECTION menu displays, select System
Verification to run diagnostics on all resources.

Did running diagnostics produce a different symptom?

NO Go to step number|[g, below.

YES Go to['Entry MAP” on page 165 Use the new symptom.

Record any devices missing from the list of all adapters and devices. Continue with
this MAP. When you have fixed the problem, use this record to verify that all
devices appear when you run System Verification.

Are there any devices missing from the list of all adapters and devices?

NO

Reinstall all remaining adapters, if any, and reconnect all devices. Return the
system to its original configuration. Be sure to select fast-boot mode (select
Enable Fast Boot ) on the System Power Control menu from the service
processor main menu. Go to "Map 0410: Repair Checkout” in the RS/6000
and @server pSeries Diagnostic Information for Multiple Bus Systems.

YES The boot attempts that follow will attempt to isolate any remaining 1/0

subsystem problems with missing devices. Ignore any codes that may display
on the operator panel unless stated otherwise. Go to|‘Step 1542-5"

Step 1542-5
There are missing devices associated with one or more 1/O subsystems.

Note: Before continuing, check the cabling from the processor subsystem to 1/0O

subsystem(s) to ensure that the system is cabled correctly. Refer to
[Positioning and Cabling” on page 44| for valid configurations. Record the current
cabling configuration and then continue with the following steps:
Turn off the power.
At the primary 1/0 book, disconnect the cable connection at RIO port AO
(U1.18-P1-H2/Q1).
Disconnect the cable connection at I/O subsystem 1 left I/O port connector 0
(U1.9-P1/Q2). The RIO cable that was connected to RIO port A0 should now be
loose and can be removed.

At the primary 1/0 book, disconnect the cable connection at RIO port Al
(U1.18-P1-H2/Q2) and reconnect it to RIO port A0 (U1.18-P1-H2/Q1).
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10.

11.

Disconnect the cable connection at I/O subsystem 1 right I/O port connector 1
(U1.9-P2/Q1). The RIO cable that was connected to RIO port AO on the primary
I/0 book should now be loose and can be removed.

Verify that processor subsystem RIO port A0 on primary 1/0 book
(U1.18-P1-H2/Q1) is connected to 1/0O subsystem 1 left I/O port connector 0
(U1.9-P1/Q2).

Verify that 1/0 subsystem 1 left I/O port connector 1 (U1.9-P1/Q1) is connected to
I/O subsystem 1 right I/O port connector 0 (U1.9-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO
YES

Go to ['Step 1542-6” on page 323

The RIO cable that was removed in stepE above is defective. Replace the
RIO cable. Connect the new RIO cable from 1/O subsystem 1 right I/O port
connector 1 (U1.9-P2/Q1) to processor subsystem RIO port A1 on primary /O
book (U1.18-P1-H2/Q2). Reconfigure the system to its original condition. Go to
“Map 0410: Repair Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.
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Step 1542-6
The @server pSeries 690 server must have a minimum of one I/O subsystem and one

media subsystem attached to the processor subsystem. The following steps reduce the
system 1/O to the required minimum of one 1/O subsystem:

1.
2.

10.

11.

Turn off the system power.

Verify that processor subsystem RIO port AO on primary 1/0 book
(U1.18-P1-H2/Q1) is connected to 1/0 subsystem 1 left I/O port connector O
(U1.9-P1/Q2).

Verify that 1/0 subsystem 1 right 1/O port connector 1 (U1.9-P2/Q1) is connected to
processor subsystem RIO port A1 on primary 1/0 book (U1.18-P1-H2/Q2).

Verify that 1/0 subsystem 1 left I/O port connector 1 (U1.9-P1/Q1) is connected to
1/0 subsystem 1 right I/O port connector 0 (U1.9-P2/Q2).

Disconnect cable at processor subsystem RIO port BO on primary /O book
(U1.18-P1-H2/QQ3), if cable attached.

Disconnect cable at processor subsystem RIO port B1 on primary /O book
(U1.18-P1-H2/Q4), if cable attached.

Unplug the secondary 1/0 book (U1.18-P1-H3), if present, and carefully pull it
approximately 25 mm (1 inch) away from the backplane without disconnecting any
cables

Unplug the third 1/0 book (U1.18-P1-H4), if present, and carefully pull it
approximately 25 mm (1 inch) away from the backplane without disconnecting any
cables.

Connect the previously removed RIO cable from 1/O subsystem 1 right I/O port
connector 1 (U1.9-P2/Q1) to processor subsystem RIO port A1 on primary 1/O
book (U1.18-P1-H2/Q2).

Verify that the power cable is connected between 1/0 subsystem 1 right media
subsystem power connector (U1.9-P2-V1/Q3) and the media subsystem.

Disconnect power cables from remaining 1/O subsystems.

All 1/O subsystems except the primary 1/O subsystem should now be physically
disconnected from the processor subsystem.

Go to[‘Step 1542-7” on page 324)
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Step 1542-7
I/O subsystem 1 (U1.9) is the only 1/O subsystem connected to the processor
subsystem.

1. Turn on the power to boot standalone diagnostics from CD.

2. If the Please define the System Console screen is displayed, follow directions to
select the system console.

3. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

4. Check that all attached devices and adapters are listed.

If the PTease define the System Console prompt did not display or all attached devices
and adapters are not listed, the problem is in the media subsystem or I/O subsystem 1
(U1.9).

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to [‘Step 1542-8” on page 325

YES  Go to[‘Step 1542-21” on page 331}
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Step 1542-8
Perform the following to deconfigure the media subsystem:

1. Turn off the power.

2. If you have not already done so, set the service processor settings with the
instructions in step |5 on page 319} Then return here and continue.

3. Exit the service processor menus, and disconnect the power cable between the 1/0
subsystem 1 right media subsystem power connector (U1.9-P2-V1/Q3) and the
media subsystem.

4. If a display adapter with keyboard and mouse connected to a Keyboard/Mouse
Attachment (USB) card in 1/0O subsystem 1 (U1.9) is being used as the console,
locate a standalone serial terminal (for example a 3151), and connect to the S1
serial port or use the HMC.

5. Remove the keyboard and mouse, if attached to the I/O subsystem 1 (U1.9).
6. Remove (unplug) the tape drive (if installed) from the media subsystem.

Disconnect the diskette drive cable from the diskette drive connector on the media
subsystem.

8. Connect the power cable between the I/O subsystem 1 right media subsystem
power connector (U1.9-P2-V1/Q3) and the media subsystem. The media subsystem
operator panel momentarily displays an 0K prompt.

9. Set the current drawer location to x.y=1.9. Use this value in future steps until
changed in a later step.

Go to [‘Step 1542-9” on page 326|
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Step 1542-9
Are there any adapters in slots 1, 2, 3, 4 or 5 (location codes Ux.y-P1-11 through
I5) on the left side of the I/O subsystem?

NO Go to['Step 1542-10']

YES Go to['Step 1542-13” on page 327|

Step 1542-10
Are there any adapters in slots 6, 7, 8, 9 or 10 (location codes Ux.y-P1-16 through
110) on the left side of the I/O subsystem?

NO Go to[‘Step 1542-11"

YES Go to['Step 1542-14” on page 327]

Step 1542-11
Are there any adapters in slots 1, 2, 3, 4 or 5 (location codes Ux.y-P2-I1 through
I5) on the right side of the 1/0 subsystem?

NO Go to['Step 1542-12]].

YES  Go to[‘Step 1542-15" on page 328

Step 1542-12
Are there any adapters in slots 6, 7, 8, 9 or 10 (location codes Ux.y-P2-17 through
110) on the right side of the I/O subsystem?

NO Go to[‘Step 1542-19" on page 330
YES  Go to[‘Step 1542-16" on page 328
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Step 1542-13

1. If it is not already off, turn off the power.

2. Remove all adapters from slots 1, 2, 3, 4 and 5 (location codes Ux.y-P1-11 through
I5) from the left side of the 1/0O subsystem that are not attached to the boot device.

Label and record the location of any cables attached to the adapters.
Record the slot number of the adapters.
Turn on the power to boot standalone diagnostics from CD.

If the TTY screen displays Enter 0 to select this console, press the O key on the
TTY terminal’'s keyboard.

o0, w

7. If the Please define the System Console screen is displayed, follow directions to
select the system console.

8. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

9. Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to[‘Step 1542-10" on page 326|

YES  Go to[‘Step 1542-17" on page 329

Step 1542-14

1. If it is not already off, turn off the power.

2. Remove all adapters from slots 6, 7, 8, 9 and 10 (location codes Ux.y-P1-16 through
110) from the left side of the I/O subsystem that are not attached to the boot device.

Label and record the location of any cables attached to the adapters.
Record the slot number of the adapters.
Turn on the power to boot standalone diagnostics from CD.

If the TTY screen displays Enter 0 to select this console, press the 0 key on the
TTY terminal’'s keyboard.

7. If the Please define the System Console screen is displayed, follow directions to
select the system console.

8. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

o0 s w

9. Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to['Step 1542-11" on page 326}

YES  Go to['Step 1542-17" on page 329
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Step 1542-15
1. Ifitis not already off, turn off the power.

2. Remove all adapters from slots 1, 2, 3, 4 and 5 (location codes Ux.y-P2-I1 through
I5) from the right side of the 1/O subsystem that are not attached to the boot device.

Label and record the location of any cables attached to the adapters.
Record the slot number of the adapters.
Turn on the power to boot standalone diagnostics from CD.

If the TTY screen displays Enter O to select this console, press the 0 key on the
TTY terminal’'s keyboard.

S

7. If the Please define the System Console screen is displayed, follow directions to
select the system console.

8. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

9. Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to[‘Step 1542-12" on page 326}

YES  Go to[‘Step 1542-17" on page 329

Step 1542-16
1. Ifitis not already off, turn off the power.

2. Remove all adapters from slots 6, 7, 8, 9 and 10 (location codes Ux.y-P2-16 through
110) from the right side of the 1/0 subsystem that are not attached to the boot
device.

Label and record the location of any cables attached to the adapters.
Record the slot number of the adapters.
Turn on the power to boot standalone diagnostics from CD.

o g bk~ w

If the TTY screen displays Enter 0 to select this console, press the 0 key on the
TTY terminal’'s keyboard.

7. If the Please define the System Console screen is displayed, follow directions to
select the system console.

8. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

9. Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to['Step 1542-19” on page 330

YES Go to['Step 1542-17” on page 329
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Step 1542-17

If the Please define the System Console screen displays and all attached devices and
adapters are listed, the problem is with one of the adapter cards or devices that was
removed or disconnected from the 1/O subsystem.

1. Turn off the power.

2. Reinstall one adapter or device that was removed. Use the original adapter cards in
their original slots when reinstalling adapters.

3. Turn on the power to boot standalone diagnostics from CD.

4. If the Please define the System Console screen is displayed, follow directions to
select the system console.

5. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

6. Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Go to[‘Step 1542-18']

YES Reinstall the next adapter or device and return to the beginning of this step.
Continue repeating this process until an adapter or device causes the Please
define the System Console screen to not display or all attached devices and
adapters to not be listed.

After installing all of the adapters and the Please define the System Console
screen does display and all attached devices and adapters are listed, return
the system to its original configuration. Go to “Map 0410: Repair Checkout” in
the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus
Systems.

Step 1542-18
Replace the adapter you just installed with a new adapter and try to boot standalone
diagnostics from CD again.

1. If the Please define the System Console screen is displayed, follow directions to
select the system console.

2. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

3. Check that all attached devices and adapters are listed.
Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO The 1/0 subsystem backplane is defective. Replace the 1/0 subsystem
backplane on the side of the problem adapter (Ux.y-P1 or Ux.y-P2). Go to
['Step 1542-20" on page 331}

YES  The adapter was defective. Go to[*Step 1542-20" on page 331}
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Step 1542-19

1. Turn off the power.

2. Disconnect the I/O subsystem power cables.

3. Replace the following parts, one at a time, in the sequence listed:
Boot device SCSI cable
Boot device SCSI adapter
Boot device SCSI backplane

. 110 subsystem backplane where boot device is located
Other 1/0 subsystem backplane
Both 1/O subsystem DCAs
Reconnect the 1/0 subsystem power cables.

a
b
c
d. Boot device
e
f.
g

Turn on the power.
Boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

8. Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

9. Check that all attached devices and adapters are listed.

N o g M

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Replace the next part in the list and return to the beginning of this step.
Continue repeating this process until a part causes the Please define the
System Console screen to be displayed and all attached devices and adapters
to be listed. If you have replaced all the items listed above and the Please
define the System Console screen does not display or all attached devices
and adapters are not listed, check any external devices and cabling. If you do
not find a problem, contact your next level of support for assistance.

YES

Go to[‘Step 1542-20” on page 331l
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Step 1542-20

1. Turn off the power.
2. The part just replaced fixed the problem.

3. If a display adapter with keyboard, and mouse were used, reinstall the display
adapter card, keyboard and mouse.

4. Reconnect the diskette drive cable to the diskette drive connector on the media
subsystem.

5. Reconnect the tape drive (if previously installed) to the internal SCSI bus cable.
6. Plug in all adapters that were previously removed but not reinstalled.
Reconnect the 1/0 subsystem power cables that were previously disconnected.

Reconfigure the system to its original condition. Go to “Map 0410: Repair Checkout” in
the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus Systems.

Step 1542-21
If the boot is successful, the problem is with a remaining 1/O subsystem. Turn off the
power.

Are there any 1/O subsystems left to connect to the processor subsystem?

NO Reconfigure the system to its original condition. Go to “Map 0410: Repair
Checkout” in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

YES

Go to[‘Step 1542-22" on page 332|
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Step 1542-22
Reconnect the next I/O subsystem in the configuration that you recorded earlier in this
MAP. Use the following table to determine the next I/O subsystem to reconnect.

I/O Subsystem Current x.y Value New x.y Value Go to:

1 1.9 15 “Step 1542-23" on
age 333

2 15 1.1 “Step 1542-24" on
page 333

3 1.1 1.13 (no IBF), “Step 1542-25" on
2.9 (with IBF) age 334

4 1.13 2.1 “Step 1542-26" on
age 335

4 2.9 2.1 “Step 1542-26" on

5 2.1 2.5 “Step 1542-27" on
age 336

6 2.5 2.13 “Step 1542-28" on
page 337|

7 2.13 2.19 “Step 1542-29” on
age 338|

8 2.19 2.19 “Step 1542-30" on
age 339

Note: The I/O subsystems should be cabled as shown in ['Subsystem Positioning and|
[Cabling” on page 44}
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Step 1542-23

1.
2.

10.

11.

Turn off the power.

At the primary I/O book, disconnect the cable connection at RIO port BO
(U1.18-P1-H2/Q3).

Disconnect the cable connection at I/O subsystem 2 left /O port connector O
(U1.5-P1/Q2). The RIO cable that was connected to RIO port BO should now be
loose and can be removed.

At the primary 1/0O book, disconnect the cable connection at RIO port B1
(U1.18-P1-H2/Q4) and reconnect it to RIO port BO (U1.18-P1-H2/Q3).

Disconnect the cable connection at I/O subsystem 2 right I/O port connector 1
(U1.5-P2/Q1) and reconnect it to 1/O subsystem 2 left I/O port connector 0
(U1.5-P1/Q2).

Verify that processor subsystem RIO port BO on primary 1/0 book
(U1.18-P1-H2/Q3) is connected to /O subsystem 2 left I/O port connector O
(U1.5-P1/Q2).

Verify that 1/0 subsystem 2 left I/O port connector 1 (U1.5-P1/Q1) is connected to
1/0 subsystem 2 right I/O port connector 0 (U1.5-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the PTease define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from 1/0 subsystem 2 right /O port
connector 1 (U1.5-P2/Q1) to processor subsystem RIO port B1 on primary /O
book (U1.18-P1-H2/Q4). Go to |['Step 1542-9” on page 326}

The RIO cable that was removed in step numberElabove is defective. Replace
the RIO cable. Connect the new RIO cable from 1/O subsystem 2 right I/O port
connector 1 (U1.5-P2/Q1) to processor subsystem RIO port B1 on primary /O

book (U1.18-P1-H2/Q4). Reconfigure the system to its original condition. Go to
“Map 0410: Repair Checkout” in the RS/6000 and @server pSeries Diagnostic
Information for Multiple Bus Systems.

Step 1542-24

1.
2.

Turn off the power.

Slide the secondary /0 book (U1.18-P1-H3) all the way into the processor
backplane until it is firmly seated and latched.

At the secondary I/O book, disconnect the cable connection at RIO port AO
(U1.18-P1-H3/Q4).

At the secondary I/O book, disconnect the cable connection at RIO port Al
(U1.18-P1-H3/Q3).
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10.

11.

12.

13.

14.

15.
16.

17.

18.

At the secondary I/0O book, disconnect the cable connection at RIO port BO
(U1.18-P1-H3/Q2).

At the secondary I/O book, disconnect the cable connection at RIO port B1
(U1.18-P1-H3/Q1).

At the secondary I/O book, disconnect the cable connection at RIO port DO
(U1.18-P1-H3/Q6).

At the secondary I/O book, disconnect the cable connection at RIO port D1
(U1.18-P1-H3/Q5).

At the secondary I/O book, disconnect the cable connection at RIO port CO
(U1.18-P1-H3/Q8).

Disconnect the cable connection at I/O subsystem 3 left I/O port connector 0

(U1.1-P1/Q2). The RIO cable that was connected to RIO port CO should now be
loose and can be removed.

At the secondary I/O book, disconnect the cable connection at RIO port C1
(U1.18-P1-H3/Q7) and reconnect it to RIO port CO (U1.18-P1-H3/Q8).

Disconnect the cable connection at I/O subsystem 3 right I/O port connector 1
(U1.1-P2/Q1) and reconnect it to I/O subsystem 3 left /O port connector 0
(U1.1-P1/Q2).

Verify that processor subsystem RIO port CO on secondary /0O book
(U1.18-P1-H3/Q8) is connected to 1/0 subsystem 3 left I/O port connector 0
(U1.1-P1/Q2).

Verify that 1/0 subsystem 3 left I/O port connector 1 (U1.1-P1/Q1) is connected to
I/O subsystem 3 right I/O port connector 0 (U1.1-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from I/O subsystem 3 right 1/0 port
connector 1 (U1.1-P2/Q1) to processor subsystem RIO port C1 on secondary
I/0 book (U1.18-P1-H3/Q7). Go to ['Step 1542-9” on page 326]

The RIO cable that was removed in step above is defective. Replace the
RIO cable. Connect the new RIO cable from 1/O subsystem 3 right 1/0 port
connector 1 (U1.1-P2/Q1) to processor subsystem RIO port C1 on secondary
1/0 book (U1.18-P1-H3/Q7). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-25

1.

Turn off the power.
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10.

11.

At the secondary I/O book, disconnect the cable connection at RIO port DO
(U1.18-P1-H3/Q6).

Disconnect the cable connection at I/O subsystem 4 left /O port connector 0
(Ux.y-P1/Q2). The RIO cable that was connected to RIO port DO should now be
loose and can be removed.

At the secondary /O book, disconnect the cable connection at RIO port D1
(U1.18-P1-H3/Q5) and reconnect it to RIO port DO (U1.18-P1-H3/Q6).

Disconnect the cable connection at I/O subsystem 4 right /O port connector 1
(Ux.y-P2/Q1) and reconnect it to I/O subsystem 4 left /O port connector 0
(Ux.y-P1/Q2).

Verify that processor subsystem RIO port DO on secondary 1/0 book
(U1.18-P1-H3/Q6) is connected to 1/0 subsystem 4 left I/O port connector 0
(Ux.y-P1/Q2).

Verify that 1/0 subsystem 4 left I/O port connector 1 (Ux.y-P1/Q1) is connected to
1/0 subsystem 4 right I/O port connector 0 (Ux.y-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the PTease define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from 1/0 subsystem 4 right /O port
connector 1 (Ux.y-P2/Q1) to processor subsystem RIO port D1 on secondary
I/0 book (U1.18-P1-H3/Q5). Go to ['Step 1542-9” on page 326]

The RIO cable that was removed in step@ above is defective. Replace the
RIO cable. Connect the new RIO cable from I/O subsystem 4 right 1/0 port
connector 1 (Ux.y-P2/Q1) to processor subsystem RIO port D1 on secondary
I/0 book (U1.18-P1-H3/Q5). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-26

1.
2.

Turn off the power.

At the secondary 1/O book disconnect the cable connection at RIO port AO
(U1.18-P1-H3/Q4).

Disconnect the cable connection at I/O subsystem 5 left I/O port connector 0
(U2.1-P1/Q2).The RIO cable that was connected to RIO port AO should now be
loose and can be removed.

At the secondary I/O book, disconnect the cable connection at RIO port Al
(U1.18-P1-H3/Q3) and reconnect it to RIO port A0 (U1.18-P1-H3/Q4).

Chapter 3. Maintenance Analysis Procedures 335



336

10.

11.

Disconnect the cable connection at I/O subsystem 5 right I/O port connector 1
(U2.1-P2/Q1) and reconnect it to I/O subsystem 5 left /O port connector 0
(U2.1-P1/Q2).

Verify that processor subsystem RIO port AO on secondary I/O book
(U1.18-P1-H3/Q4) is connected to 1/0 subsystem 5 left I/O port connector 0
(U2.1-P1/Q2).

Verify that 1/0 subsystem 5 left I/O port connector 1 (U2.1-P1/Q1) is connected to
I/O subsystem 5 right I/O port connector 0 (U2.1-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from 1/0O subsystem 5 right 1/O port
connector 1 (U2.1-P2/Q1) to processor subsystem RIO port A1 on secondary
I/0 book (U1.18-P1-H3/Q3). Go to [‘Step 1542-9” on page 326]

The RIO cable that was removed in step is defective. Replace

the RIO cable. Connect the new RIO cable from 1/O subsystem 5 right 1/O port
connector 1 (U2.1-P2/Q1) to processor subsystem RIO port A1 on secondary
1/0 book (U1.18-P1-H3/Q3). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-27

1.
2.

Turn off the power.

At the secondary I/0O book, disconnect the cable connection at RIO port BO
(U1.18-P1-H3/Q2).
Disconnect the cable connection at I/O subsystem 6 left I/O port connector 0

(U2.5-P1/Q2). The RIO cable that was connected to RIO port BO should now be
loose and can be removed.

At the secondary I/O book, disconnect the cable connection at RIO port B1
(U1.18-P1-H3/Q1) and reconnect it to RIO port BO (U1.18-P1-H3/Q2).

Disconnect the cable connection at I/O subsystem 6 right I/O port connector 1
(U2.5-P2/Q1) and reconnect it to I/O subsystem 6 left I/O port connector 0
(U2.5-P1/Q2).

Verify that processor subsystem RIO port BO on secondary 1/0 book
(U1.18-P1-H3/Q2) is connected to 1/0 subsystem 6 left I/O port connector 0
(U2.5-P1/Q2).

Verify that 1/0 subsystem 6 left I/O port connector 1 (U2.5-P1/Q1) is connected to
I/O subsystem 6 right I/O port connector 0 (U2.5-P2/Q2).
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10.

11.

Turn on the power to boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from 1/0 subsystem 6 right /O port
connector 1 (U2.5-P2/Q1) to processor subsystem RIO port B1 on secondary
I/O book (U1.18-P1-H3/Q1). Go to ['Step 1542-9” on page 326}

The RIO cable that was removed in step is defective. Replace
the RIO cable. Connect the new RIO cable from I/O subsystem 6 right /0O port

connector 1 (U2.5-P2/Q1) to processor subsystem RIO port B1 on secondary
I/0 book (U1.18-P1-H3/Q1). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-28

1.
2.

10.

11.

Turn off the power.

Slide the secondary I/0O book (U1.18-P1-H4) all the way into the processor
backplane until it is firmly seated and latched.

At the secondary /O book, disconnect the cable connection at RIO port DO
(U1.18-P1-H4/Q6).

At the secondary /O book, disconnect the cable connection at RIO port D1
(U1.18-P1-H4/Q5).

At the secondary I/O book, disconnect the cable connection at RIO port CO
(U1.18-P1-H4/Q8).

Disconnect the cable connection at I/O subsystem 7 left I/O port connector 0

(U2.13-P1/Q2). The RIO cable that was connected to RIO port CO should now be
loose and can be removed.

At the secondary I/O book, disconnect the cable connection at RIO port C1
(U1.18-P1-H4/Q7) and reconnect it to RIO port CO (U1.18-P1-H4/Q8).

Disconnect the cable connection at I/O subsystem 7 right I/O port connector 1
(U2.13-P2/Q1) and reconnect it to I/O subsystem 7 left I/O port connector 0
(U2.13-P1/Q2).

Verify that processor subsystem RIO port CO on secondary 1/0 book
(U1.18-P1-H4/Q8) is connected to 1/0 subsystem 7 left I/O port connector 0
(U2.13-P1/Q2).

Verify that I/O subsystem 7 left /O port connector 1 (U2.13-P1/Q1) is connected to
1/0 subsystem 7 right I/O port connector 0 (U2.13-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.
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12.

13.

14.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed.

Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO

YES

Connect the previously removed RIO cable from I/O subsystem 7 right 1/0O port
connector 1 (U2.13-P2/Q1) to processor subsystem RIO port C1 on secondary
I/0 book (U1.18-P1-H4/Q7). Go to ['Step 1542-9” on page 326|

The RIO cable that was removed in step|6 on page 337 is defective. Replace
the RIO cable. Connect the new RIO cable from I/O subsystem 7 right 1/0 port

connector 1 (U2.13-P2/Q1) to processor subsystem RIO port C1 on secondary
1/0 book (U1.18-P1-H4/Q7). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-29

1.
2.

10.

11.

Turn off the power.

At the secondary I/O book, disconnect the cable connection at RIO port DO
(U1.18-P1-H4/Q6).

Disconnect the cable connection at I/O subsystem 8 left I/O port connector 0
(U2.19-P1/Q2). The RIO cable that was connected to RIO port DO should now be
loose and can be removed

At the secondary I/O book, disconnect the cable connection at RIO port D1
(U1.18-P1-H4/Q5) and reconnect it to RIO port DO (U1.18-P1-H4/Q6).

Disconnect the cable connection at I/O subsystem 8 right I/O port connector 1
(U2.19-P2/Q1) and reconnect it to I/O subsystem 8 left I1/O port connector O
(U2.19-P1/Q2).

Verify that processor subsystem RIO port DO on secondary 1/0O book
(U1.18-P1-H4/Q6) is connected to 1/0O subsystem 8 left I/O port connector 0
(U2.19-P1/Q2).

Verify that 1/0O subsystem 8 left 1/0O port connector 1 (U2.19-P1/Q1) is connected to
I/O subsystem 8 right I/O port connector 0 (U2.19-P2/Q2).

Turn on the power to boot standalone diagnostics from CD.

If the Please define the System Console screen is displayed, follow directions to
select the system console.

Use the Display Configuration and Resource List to list all attached devices and
adapters (refer to the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems, order number SA38-0509, if necessary).

Check that all attached devices and adapters are listed
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Did the Please define the System Console screen display and are all attached
devices and adapters listed?

NO Connect the previously removed RIO cable from I/O subsystem 8 right 1/0 port
connector 1 (U2.19-P2/Q1) to processor subsystem RIO port D1 on secondary
I/0 book (U1.18-P1-H4/Q5). Go to ['Step 1542-9” on page 326}

YES The RIO cable that was removed in step|3 on page 338|is defective. Replace
the RIO cable. Connect the new RIO cable from 1/O subsystem 8 right I/O port

connector 1 (U2.19-P2/Q1) to processor subsystem RIO port D1 on secondary
I/0 book (U1.18-P1-H4/Q5). Reconfigure the system to its original condition.
Go to “Map 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1542-30
This ends the procedure.

Reconfigure the system to its original condition. Go to “Map 0410: Repair Checkout” in
the RS/6000 and @server pSeries Diagnostic Information for Multiple Bus Systems.

MAP 1543: MCM Module Problem Isolation

Step 1543-1

Record the error code and the location code(s) that sent you to this MAP.

Step 1543-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1543-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to ['Step 1543-47

No Call for support.

Step 1543-4

Attention:  Some of the parts in the following list are modules that have a limit of
three plug cycles. Before replacing any of the modules in the following list, call for
support.

You may be asked to replace one or more of the following cards and modules:
e Passthru module at U1.18-P1-C2

e Passthru module at U1.18-P1-C3

¢ MCM module 0 at U1.18-P1-C1

¢ MCM module 2 at U1.18-P1-C4

¢ MCM module 1 at U1.18-P1-C3

¢ MCM module 3 at U1.18-P1-C2

» System clock card, at location U1.18-P1-X5
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Replace the following books and modules, if present, one at a time:
1. Passthru module at U1.18-P1-C2 if not recorded in ['Step 1543-1" on page 339}
2. Passthru module at U1.18-P1-C3 if not recorded in ['Step 1543-1" on page 339]

3. System clock card, at location U1.18-P1-X5 if not recorded in
First location code item recorded, if any, in[‘Step 1543-1" on page 339,
Second location code item recorded, if any, in[*Step 1543-1" on page 339
Third location code item recorded, if any, in|“Step 1543-1" on page 339.

Fourth location code item recorded, if any, in ['Step 1543-1" on page 339}

MCM module 0 at U1.18-P1-C1 if not recorded in ['Step 1543-1" on page 339}
MCM module 2 at U1.18-P1-C4 if not recorded in ['Step 1543-1" on page 339}
10. MCM module 1 at U1.18-P1-C3 if not recorded in ['Step 1543-1" on page 339|
11. MCM module 3 at U1.18-P1-C2 if not recorded in|'Step 1543-1" on page 339

© o N oGk~

Step 1543-5
Turn on the power.

Step 1543-6

Did the system stop with the same error code as recorded in “Step 1543-1" on
page 339}

Yes Go to|‘Step 1543-71

No The module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1543-7
Have all the modules listed in “Step 1543-4” on page 339 beén replaced?

Yes Go to|‘Step 1543-87.

No Go to[‘Step 1543-2” on page 339

Step 1543-8
Turn off the power.

Step 1543-9

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1543-10
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1543-11" on page 341}

No Call for support.
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Step 1543-11
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1543-12
Turn on the power.

Step 1543-13

Did the system stop with the same error code as recorded in “Step 1541-1" on

page 3119
Yes Go to ['Step 1543-147

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1543-14
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1543-15
Call for support.

This ends the procedure.

MAP 1544: Inner L3 Module Problem Isolation

Step 1544-1

Record the error code and the location code(s) that sent you to this MAP.

Step 1544-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1544-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1544-4" on page 342

No Call for support.
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Step 1544-4

Attention:  Some of the parts in the following list are modules that have a limit of
three plug cycles. Before replacing any of the modules in the following list, call for
support.

You may be asked to replace one or more of the following books and modules:
* Memory book 0 at U1.18-P1-M2
* Memory book 1 at U1.18-P1-M3
* Memory book 2 at U1.18-P1-M7
* Memory book 3 at U1.18-P1-M6
* L3 module at U1.18-P1-C6

* L3 module at U1.18-P1-C7

* L3 module at U1.18-P1-C10

e L3 module at U1.18-P1-C11

* L3 module at U1.18-P1-C14

* L3 module at U1.18-P1-C15

* L3 module at U1.18-P1-C18

* L3 module at U1.18-P1-C19

Replace the following books and modules, if present, one at a time:

1. First location code item recorded, if any, in[‘Step 1544-1" on page 341
2. Second location code item recorded, if any, in[‘Step 1544-1" on page 341|
3. Third location code item recorded, if any, in [‘Step 1544-1" on page 341

Step 1544-5

Turn on the power.

Step 1544-6
Did the si/:stem stop with the same error code as recorded in “Step 1544-1" on

page 341}
Yes  Go to['Step 1544-7]

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1544-7
Have all the books or modules listed in “Step 1544-4” begn replaced?

Yes Go to[‘Step 1544-8

No Go to['Step 1544-2” on page 341l

Step 1544-8
Turn off the power.
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Step 1544-9
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1544-10

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1544-11"

No Call for support.

Step 1544-11
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1544-12
Turn on the power.

Step 1544-13
Did the s¥stem stop with the same error code as recorded in “Step 1544-1" on

page 341}
Yes Go to|‘Step 1544-141.

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1544-14
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1544-15
Call for support.

This ends the procedure.

MAP 1545: Outer L3 Module Problem Isolation

Step 1545-1

Record the error code and the location code(s) that sent you to this MAP.

Step 1545-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.
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Step 1545-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 1545-4].

No Call for support.

Step 1545-4
Attention:  Some of the parts in the following list are modules that have a limit of

three plug cycles. Before replacing any of the modules in the following list, call for
support.

You may be asked to replace one or more of the following books and modules:
* Memory book 4 at U1.18-P1-M4
* Memory book 5 at U1.18-P1-M8
* Memory book 6 at U1.18-P1-M5
* Memory book 7 at U1.18-P1-M1
* L3 module at U1.18-P1-C5

* L3 module at U1.18-P1-C8

* L3 module at U1.18-P1-C9

* L3 module at U1.18-P1-C12

* L3 module at U1.18-P1-C13

* L3 module at U1.18-P1-C16

* L3 module at U1.18-P1-C17

* L3 module at U1.18-P1-C20

Replace the following books and modules, if present, one at a time:
1. First location code item recorded, if any, in|*Step 1545-1" on page 343

2. Second location code item recorded, if any, in[‘Step 1545-1" on page 343
3. Third location code item recorded, if any, in[‘Step 1545-1”" on page 343,

Step 1545-5
Turn on the power.

Step 1545-6
Did the si/:stem stop with the same error code as recorded in “Step 1545-1” on

page 343}
Yes Go to[‘Step 1545-7]

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1545-7

Have all the books or modules listed in “Step 1545-4" begn replaced?

Yes Go to['Step 1545-8” on page 345,
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No Go to[‘Step 1545-2” on page 343

Step 1545-8

Turn off the power.

Step 1545-9
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1545-10

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1545-11"

No Call for support.

Step 1545-11
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1545-12
Turn on the power.

Step 1545-13
Did the S¥Stem stop with the same error code as recorded in “Step 1545-1" on

page 343}
Yes Go to|‘Step 1545-141.

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1545-14
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1545-15
Call for support.

This ends the procedure.

MAP 1546: Memory Book Problem Isolation

Step 1546-1

Record the error code and the location code(s) that sent you to this MAP.
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Step 1546-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1546-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 1546-4].

No Call for support.

Step 1546-4
Attention:  Some of the parts in the following list are modules that have a limit of

three plug cycles. Before replacing any of the modules in the following list, call for
support.

Replace the following books and modules, if present, one at a time:
 First location code item recorded, if any, in [‘Step 1546-1" on page 345|
* Second location code item recorded, if any, in ['Step 1546-1" on page 345|

+ Third location code item recorded, if any, in ['Step 1546-1" on page 345

* Memory book 0 at U1.18-P1-M2 if not recorded in|“Step 1546-1" on page 345
* Memory book 1 at U1.18-P1-M3 if not recorded in|“Step 1546-1" on page 345
* Memory book 2 at U1.18-P1-M7 if not recorded in|“Step 1546-1" on page 345
* Memory book 3 at U1.18-P1-M6 if not recorded in|*Step 1546-1" on page 345
* Memory book 4 at U1.18-P1-M4 if not recorded in|“Step 1546-1" on page 345
* Memory book 5 at U1.18-P1-M8 if not recorded in|“Step 1546-1" on page 345
* Memory book 6 at U1.18-P1-M5 if not recorded in|"Step 1546-1" on page 349
* Memory book 7 at U1.18-P1-M1 if not recorded in|“Step 1546-1" on page 345
* L3 module at U1.18-P1-C5 if not recorded in[‘Step 1546-1" on page 345,
* L3 module at U1.18-P1-C6 if not recorded in ['Step 1546-1" on page 345
* L3 module at U1.18-P1-C7 if not recorded in ['Step 1546-1" on page 345,
* L3 module at U1.18-P1-C8 if not recorded in ['Step 1546-1" on page 345,
* L3 module at U1.18-P1-C9 if not recorded in ['Step 1546-1" on page 345,
+ L3 module at U1.18-P1-C10 if not recorded in ['Step 1546-1" on page 345|
* L3 module at U1.18-P1-C11 if not recorded in['Step 1546-1" on page 345,
* L3 module at U1.18-P1-C12 if not recorded in ['Step 1546-1" on page 345
* L3 module at U1.18-P1-C13 if not recorded in ['Step 1546-1" on page 345

L3 module at U1.18-P1-C14 if not recorded in
L3 module at U1.18-P1-C15 if not recorded in
L3 module at U1.18-P1-C16 if not recorded in
L3 module at U1.18-P1-C17 if not recorded in
L3 module at U1.18-P1-C18 if not recorded in
L3 module at U1.18-P1-C19 if not recorded in
L3 module at U1.18-P1-C20 if not recorded in

Step 1546-5

Turn on the power.
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Step 1546-6
Did the system stop with the same error code as recorded in “Step 1546-1” on

page 345}
Yes Go to ['Step 1546-77

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1546-7
Have all the books or modules listed in “Step 1546-4" on page 346 beeh

replaced?

Yes Go to[‘Step 1546-87
No Go to[‘Step 1546-2" on page 346,

Step 1546-8
Turn off the power.

Step 1546-9

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1546-10
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1546-11"

No Call for support.

Step 1546-11

Attention:  Before replacing the system backplane, call for support.
Replace the system backplane at U1.18-P1.

Step 1546-12

Turn on the power.

Step 1546-13
Did the system stop with the same error code as recorded in “Step 1546-1” on

page 345}
Yes Go to[‘Step 1546-14" on page 348,

No The part just replaced was defective. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.
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Step 1546-14
Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1546-15
Call for support.

This ends the procedure.

MAP 1547: 1/0 Book Problem Isolation

348

Step 1547-1

Record the error code and the location code(s) that sent you to this MAP.

Step 1547-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1547-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to[‘Step 1547-4

No Call for support.

Step 1547-4

Replace the following books, if present, one at a time:
* Primary 1/0 Book at U1.18-P1-H2

» Secondary I/O Book at U1.18-P1-H3

* Third I/O Book at U1.18-P1-H4

Step 1547-5
Turn on the power.

Step 1547-6
Did the system stop with the same error code as recorded in “Step 1547-1"?

Yes Go to[‘Step 1547-71.

No The book just replaced was defective. This ends the procedure.
Return the system to its original configuration.
Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1547-7
Have all the books or modules listed in “Step 1547-4" bedn replaced?
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Yes Go to['Step 1547-87

No Go to[‘Step 1547-2" on page 348,

Step 1547-8

Turn off the power.

Step 1547-9
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1547-10
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1547-11"

No Call for support.

Step 1547-11
Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1547-12
Turn on the power.

Step 1547-13
Did the si/:stem stop with the same error code as recorded in “Step 1547-1" on

page 348}
Yes  Go to[Step 1547-141

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1547-14

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1547-15
Call for support.

This ends the procedure.
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MAP 1548: Memory and Processor Problem Isolation

Step 1548-1

Record the error code and the location code(s) that sent you to this MAP.

Step 1548-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1548-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1548-4'].

No Call for support.

Step 1548-4
Attention:  Some of the parts in the following list are modules that have a limit of

three plug cycles. Before replacing any of the modules in the following list, call for
support.

Replace the following books and modules, if present, one at a time:
+ First location code item recorded, if any, in
» Second location code item recorded, if any, in ['Step 1548-1"
* Third location code item recorded, if any, in|'Step 1548-1’
* Memory book 0 at U1.18-P1-M2 if not recorded in|‘Step 1548-1"
* Memory book 1 at U1.18-P1-M3 if not recorded in|“Step 1548-1"
e L3 module at U1.18-P1-C6 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C7 if not recorded in ['Step 1548-1"
* L3 module at U1.18-P1-C10 if not recorded in [‘Steg 1548-1”.

* L3 module at U1.18-P1-C11 if not recorded in|‘Step 1548-1].

* Passthru module at U1.18-P1-C2 if not recorded in|‘Step 1548-1"
» Passthru module at U1.18-P1-C3 if not recorded in|“Step 1548-1"
+ MCM module 0 at U1.18-P1-C1 if not recorded in|‘Step 1548-1'}
* Memory book 2 at U1.18-P1-M7 if not recorded in|*Step 1548-1"
* Memory book 3 at U1.18-P1-M6 if not recorded in|‘Step 1548-1"
* Memory book 4 at U1.18-P1-M4 if not recorded in|‘Step 1548-1"
* Memory book 5 at U1.18-P1-M8 if not recorded in|“Step 1548-1"
* Memory book 6 at U1.18-P1-M5 if not recorded in|“Step 1548-1"
* Memory book 7 at U1.18-P1-M1 if not recorded in|“Step 1548-1"
* L3 module at U1.18-P1-C5 if not recorded in |'Step 1548-1"]
* L3 module at U1.18-P1-C8 if not recorded in ['Step 1548-1"}
* L3 module at U1.18-P1-C9 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C12 if not recorded in [‘Step 1548-1"]
* L3 module at U1.18-P1-C13 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C14 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C15 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C16 if not recorded in [‘Step 1548-1"]
* L3 module at U1.18-P1-C17 if not recorded in ['Step 1548-1"]
* L3 module at U1.18-P1-C18 if not recorded in ['Step 1548-1"]
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* L3 module at U1.18-P1-C19 if not recorded in ['Step 1548-1" on page 350
e L3 module at U1.18-P1-C20 if not recorded in['Step 1548-1" on page 350
e MCM module 2 at U1.18-P1-C4 if not recorded in|‘Step 1548-1" on page 350,
* MCM module 1 at U1.18-P1-C3 if not recorded in|‘Step 1548-1" on page 350,
e MCM module 3 at U1.18-P1-C2 if not recorded in|‘Step 1548-1" on page 350,

Step 1548-5

Turn on the power.

Step 1548-6
Did the system stop with the same error code as recorded in “Step 1548-1" on

page 350
Yes Go to ['Step 1548-77

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1548-7
Have all the books or modules listed in “Step 1548-4” on page 350 beeh
replaced?

Yes Go to[‘Step 1548-81.

No Go to[‘Step 1548-2" on page 350

Step 1548-8
Turn off the power.

Step 1548-9

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1548-10

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

Yes Go to['Step 1548-11"

No Call for support.

Step 1548-11

Attention:  Before replacing the system backplane, call for support.

Replace the system backplane at U1.18-P1.

Step 1548-12

Turn on the power.
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Step 1548-13
Did the system stop with the same error code as recorded in “Step 1548-1” on

page 350F
Yes Go to[‘Step 1548-14']

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Step 1548-14

Turn off the power.

Make sure all amber logic-power LEDs of all installed processor subsystem DCAs are
off.

Step 1548-15
Call for support.

This ends the procedure.

MAP 1549: Attention Problem Isolation

352

Step 1549-1
Record the error code and the location code(s) that sent you to this MAP.

Step 1549-2

Turn off the power.
Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1549-3

Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

No Call for support.

Yes Go to|‘Step 1549-47

Step 1549-4
Examine the following table and locate the error code that sent you to this MAP to
determine your next step.

Error Code Action

406x OEB1 Go to[‘Step 1549-5" on page 353}
406x OEB2 Go to['Step 1549-9” on page 354}
406x OEB3 Go to[‘Step 1549-13" on page 355|
406x OEB4 Go to[‘Step 1549-33” on page 358|
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Error Code /Action

406x OEB5 Go to[‘Step 1549-29” on page 357|
406x OEB6 Go to[‘Step 1549-33" on page 358|
406x OEB7 Go to[‘Step 1549-33" on page 358|
406x OEB8 Go to[‘Step 1549-33" on page 358]
406x OEB9 Go to[‘Step 1549-33" on page 358|
406x OEBA Go to['Step 1549-17” on page 355|
406x OEBB Go to['Step 1549-21" on page 356)
406x OEBC Go to[‘Step 1549-25” on page 357|
Step 1549-5

Attention:  Some of the parts in the following list are modules that have a limit of
three plug cycles. Before replacing any of the modules in the following list, call for
support. Replace the following books and modules, if present, one at a time:

« First location code item recorded, if any, in ['Step 1549-1” on page 352}

-+ Second location code item recorded, if any, in ['Step 1549-1" on page 352}

« Third location code item recorded, if any, in ['Step 1549-1" on page 352}
 Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1549-1" on page 352]
¢ MCM module 0 at U1.18-P1-CL1 if not recorded in[‘Step 1549-1" on page 352

* MCM module 2 at U1.18-P1-C4 if not recorded in[*Step 1549-1" on page 352

*« MCM module 1 at U1.18-P1-C3 if not recorded in[‘Step 1549-1" on page 352,

« MCM module 3 at U1.18-P1-C2 if not recorded in[‘Step 1549-1" on page 352

Step 1549-6
Turn on the power.

Step 1549-7
Did the S¥Stem stop with the same error code as recorded in “Step 1549-1" on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to[‘Step 1549-8'1

Step 1549-8
Have all the books or modules listed in “Step 1549-5”" bedn replaced?

No Go to[‘Step 1549-37” on page 359
Yes Go to[‘Step 1549-2” on page 352}
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Step 1549-9

Attention:  Some of the parts in the following list are modules that have a limit of
three plug cycles. Before replacing any of the modules in the following list, call for
support.

Replace the following books and modules, if present, one at a time:

* First location code item recorded, if any, in['Step 1549-1" on page 352|

 Second location code item recorded, if any, in ['Step 1549-1" on page 352}
* Third location code item recorded, if any, in ['Step 1549-1" on page 352}

* Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1549-1" on page 352
L3 module at U1.18-P1-C6 if not recorded in ['Step 1549-1" on page 352|
L3 module at U1.18-P1-C7 if not recorded in ['Step 1549-1" on page 352,
+ L3 module at U1.18-P1-C10 if not recorded in ['Step 1549-1" on page 352}
» L3 module at U1.18-P1-C11 if not recorded in[‘Step 1549-1" on page 352
« L3 module at U1.18-P1-C5 if not recorded in ['Step 1549-1" on page 352|
« L3 module at U1.18-P1-C8 if not recorded in [‘'Step 1549-1” on page 352}
« L3 module at U1.18-P1-C9 if not recorded in [‘'Step 1549-1" on page 352|
« L3 module at U1.18-P1-C12 if not recorded in [‘Step 1549-1" on page 352|
+ L3 module at U1.18-P1-C13 if not recorded in [‘Step 1549-1" on page 352}
« L3 module at U1.18-P1-C14 if not recorded in [‘Step 1549-1" on page 352}
+ L3 module at U1.18-P1-C15 if not recorded in [‘Step 1549-1" on page 352}
+ L3 module at U1.18-P1-C16 if not recorded in [‘Step 1549-1" on page 352|
+ L3 module at U1.18-P1-C17 if not recorded in [‘Step 1549-1" on page 352|
+ L3 module at U1.18-P1-C18 if not recorded in [‘'Step 1549-1" on page 352|
+ L3 module at U1.18-P1-C19 if not recorded in [‘Step 1549-1" on page 352}
+ L3 module at U1.18-P1-C20 if not recorded in [‘Step 1549-1" on page 352|

Step 1549-10

Turn on the power.

Step 1549-11
Did the system stop with the same error code as recorded in “Step 1549-1” on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to[‘Step 1549-12

Step 1549-12
Have all the books listed in “Step 1549-9” befen replaced?

No Go to['Step 1549-2” on page 352,
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Yes  Go toSiep 150913}
Step 1549-13

Replace the following books and modules, if present, one at a time:
* First location code item recorded, if any, in ['Step 1549-1” on page 352}
« Second location code item recorded, if any, in ['Step 1549-1" on page 352|

« Third location code item recorded, if any, in ['Step 1549-1" on page 352}

+ Memory book 0 at U1.18-P1-M2 if not recorded in[*Step 1549-1" on page 352,
* Memory book 1 at U1.18-P1-M3 if not recorded in[*Step 1549-1" on page 352
 Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1549-1" on page 352

Step 1549-14

Turn on the power.

Step 1549-15
Did the s¥stem stop with the same error code as recorded in “Step 1549-1" on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to|‘Step 1549-161

Step 1549-16
Have all the books or modules listed in “Step 1549-13" begn replaced?
No Go to['Step 1549-2” on page 352

Yes Go to[‘Step 1549-37” on page 359

Step 1549-17
Replace the following books and modules, if present, one at a time:

+ First location code item recorded, if any, in ['Step 1549-1” on page 352}

+ Second location code item recorded, if any, in ['Step 1549-1” on page 352|

* Third location code item recorded, if any, in ['Step 1549-1" on page 352|

+ Memory book 2 at U1.18-P1-M?7 if not recorded in[*Step 1549-1" on page 352,
+ Memory book 3 at U1.18-P1-M6 if not recorded in[‘Step 1549-1" on page 352,
 Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1549-1" on page 352}

Step 1549-18

Turn on the power.
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Step 1549-19
Did the system stop with the same error code as recorded in “Step 1549-1” on

No

The book or module just replaced was defective. This ends the procedure.
Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to[‘Step 1549-20']

Step 1549-20
Have all the books or modules listed in “Step 1549-17” on page 355 beeh
replaced?

No Go to['Step 1549-2” on page 352
Yes Go to ['Step 1549-37” on page 359

Step 1549-21
Replace the following books and modules, if present, one at a time:

+ First location code item recorded, if any, in ['Step 1549-1" on page 352|

+ Second location code item recorded, if any, in ['Step 1549-1" on page 352|

+ Third location code item recorded, if any, in ['Step 1549-1" on page 352}

+ Memory book 4 at U1.18-P1-M4 if not recorded in|‘Step 1549-1" on page 352
+ Memory book 5 at U1.18-P1-M8 if not recorded in[‘Step 1549-1" on page 352
+ Primary 1/0 Book at U1.18-P1-H2 if not recorded in [‘Step 1549-1" on page 352]

Step 1549-22

Turn on the power.

Step 1549-23
Did the si/:stem stop with the same error code as recorded in “Step 1549-1” on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to[‘Step 1549-24'

Step 1549-24
Have all the books or modules listed in “Step 1549-21" begn replaced?

No Go to['Step 1549-2" on page 352
Yes Go to ['Step 1549-37” on page 359
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Step 1549-25
Replace the following books and modules, if present, one at a time:

* First location code item recorded, if any, in ['Step 1549-1" on page 352}

 Second location code item recorded, if any, in ['Step 1549-1" on page 352|

« Third location code item recorded, if any, in ['Step 1549-1" on page 352}

» Memory book 6 at U1.18-P1-M5 if not recorded in[‘Step 1549-1” on page 352,
+ Memory book 7 at U1.18-P1-ML1 if not recorded in[*Step 1549-1" on page 352
 Primary 1/0 Book at U1.18-P1-H2 if not recorded in ['Step 1549-1" on page 352]

Step 1549-26

Turn on the power.

Step 1549-27
Did the s¥stem stop with the same error code as recorded in “Step 1549-1" on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to|‘Step 1549-281.

Step 1549-28
Have all the books or modules listed in “Step 1549-25" begn replaced?

No Go to[‘Step 1549-2" on page 352|
Yes Go to[‘Step 1549-37” on page 359

Step 1549-29
Replace the following books and modules, if present, one at a time:

+ First location code item recorded, if any, in ['Step 1549-1” on page 352}

+ Second location code item recorded, if any, in [‘Step 1549-1” on page 352|

« Third location code item recorded, if any, in ['Step 1549-1" on page 352}

+ Secondary I/O Book at U1.18-P1-H3 if not recorded in ['Step 1549-1" on page 352}
* Third I/O Book at U1.18-P1-H4 if not recorded in|‘Step 1549-1" on page 352,

+ Primary 1/0 Book at U1.18-P1-H2 if not recorded in [‘Step 1549-1" on page 352|

Step 1549-30
Turn on the power.
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Step 1549-31
Did the system stop with the same error code as recorded in “Step 1549-1” on |

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to[‘Step 1549-32

Step 1549-32
Have all the books or modules listed in “Step 1549-29” on page 357 beeh
replaced?

No Go to['Step 1549-2” on page 352
Yes Go to ['Step 1549-37” on page 359

Step 1549-33
Replace the following books and modules, if present, one at a time:

* Replace the Primary I/O Book at U1.18-P1-H2 if not recorded in[‘Step 1549-1" on

« First location code item recorded, if any, in ['Step 1549-1" on page 352|

+ Second location code item recorded, if any, in ['Step 1549-1" on page 352}

+ Third location code item recorded, if any, in ['Step 1549-1" on page 352|

Step 1549-34

Turn on the power.

Step 1549-35
Did the si/:stem stop with the same error code as recorded in “Step 1549-1" on |

page 352}

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to['Step 1549-36'].

Step 1549-36
Have all the books or modules listed in “Step 1549-33” begn replaced?

No Go to['Step 1549-2” on page 352,

Yes Call for support. This ends the procedure.
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Step 1549-37
Turn off the power.

Step 1549-38

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 1549-39
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

No Call for support.

Yes  Go tofStep 1549.40]
Step 1549-40

Attention:  Before replacing the system backplane, call for support.
Replace the system backplane at U1.18-P1.

Step 1549-41

Turn on the power.

Step 1549-42
Did the s¥stem stop with the same error code as recorded in “Step 1549-1" on

page 352}

No The part just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes  Go tofStep 1549-43]
Step 1549-43

Turn off the power. Make sure all amber logic-power LEDs of all installed processor
subsystem DCAs are off.

Step 1549-44

Call for support. This ends the procedure.
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MAP 154A: 12C Bus Problem Isolation

360

Step 154A-1
Record the error code, location code(s), word 13, and word 16 that sent you to this
MAP.

Step 154A-2
Turn off the power.

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.

Step 154A-3
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

No Call for support.

Yes  Go tofStep 154A-4]
Step 154A-4

Examine the following table and locate the error code that sent you to this MAP to
determine your next step.

Error Code Action

Blxx 4643 Go to[‘Step 154A-22" on page 363.
Bixx 4645 Go to['Step 154A-9” on page 362}
B1xx 4648 Go to[‘Step 154A-5"]

Step 154A-5

Replace the following books and modules, if present, one at a time:

* First location code item recorded, if any, in

* Second location code item recorded, if any, in
 Primary 1/0 Book at U1.18-P1-H2 if not recorded in

« Secondary 1/0O Book at U1.18-P1-H3 if not recorded in
« Third 1/0 Book at U1.18-P1-H4 if not recorded in[‘Step 154A-17

« System clock card, at U1.18-P1-X5 if not recorded in['Step 154A-1']

Step 154A-6

Turn on the power.

Step 154A-7
Did the system stop with the same error code as recorded in “Step 154A-1"?
No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.
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Yes Go to ['Step 154A-8).

Step 154A-8
Have all the books listed in “Step 154A-5”" on page 360 be¢n replaced?
No Go to['Step 154A-2" on page 360

Yes Go to['Step 154A-14" on page 362}
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Step 154A-9
Is the value recorded in “$tep 154A-1” on page 360 forfword 16 of this error code
equal to 00000008 or 000000097

No Go to['Step 154A-5" on page 360,

Yes  Go tofStep 154A10]
Step 154A-10

Replace the following books and modules, if present, one at a time:

* First location code item recorded, if any, in ['Step 154A-1" on page 360}
 Second location code item recorded, if any, in ['Step 154A-1" on page 360}

* Primary 1/0 Book at U1.18-P1-H2 if not recorded, in[‘Step 154A-1" on page 360,
« Capacitor book, at location U1.18-P1-V3 if not recorded in['Step 154A-1" or]

» Capacitor book, at location U1.18-P1-V7 if not recorded in|‘Step 154A-1" on

Step 154A-11

Turn on the power.

Step 154A-12
Did the sistem stop with the same error code as recorded in “Step 154A-1" on |

page 360f

No The book or module just replaced was defective. This ends the procedure.

Return the system to its original configuration.

Go to "MAP 0410: Repair Checkout” in the RS/6000 and @server pSeries
Diagnostic Information for Multiple Bus Systems.

Yes Go to [‘Step 1549-12” on page 354]

Step 154A-13
Have all the books or modules listed in “Step 154A-10" bedn replaced?

No Go to [‘Step 154A-2” on page 360,

Yes Go to['Step 154A-14].

Step 154A-14
Turn off the power.

Step 154A-15

Examine the amber logic-power LEDs of all installed processor subsystem DCAs.
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Step 154A-16
Are all amber logic-power LEDs of all installed processor subsystem DCAs off?

No Call for support.

Yes Go to['Step 154A-17"

S