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| Notices

IBM may not offer the products, services, or features discussed in this document in
other countries. Consult your local IBM representative for information on the
products and services currently available in your area. Any reference to an IBM
product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product,
program, or service that does not infringe any IBM intellectual property right may be
used instead. However, it is the user’s responsibility to evaluate and verify the
operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering the subject matter in
this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte (DBCS) information, contact the IBM
Intellectual Property Department in your country or send inquiries, in writing, to:

IBM World Trade Asia Corporation
Licensing

2-31 Roppongi 3-chome, Minato-ku
Tokyo 106, Japan

The following paragraph does not apply to the United Kingdom or any other country
where such provisions are inconsistent with local law: INTERNATIONAL BUSINESS
MACHINES CORPORATION PROVIDES THIS PUBLICATION “AS IS” WITHOUT
WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT
NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY, OR FITNESS FOR A PARTICULAR PURPOSE. Some states
do not allow disclaimer of express or implied warranties in certain transactions,
therefore, this statement may not apply to you.
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Trademarks

The following terms are trademarks of International Business Machines Corporation
in the United States, or other countries, or both:

Advanced Peer-to-Peer Networking
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eNetwork

IBM

0s/2
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VTAM

Microsoft, Windows, Windows NT, and the Windows logo are trademarks or
registered trademarks of Microsoft Corporation.

UNIX is a registered trademark in the United States and other countries licensed
exclusively through X/Open Company Limited.

NetView is a trademark of Tivoli Systems, Inc. in the United States or other
countries or both.

Java and all Java-based trademarks and logos are trademarks of Sun
Microsystems, Inc. in the United States, other countries, or both.

Other company, product, and service names may be trademarks or service marks
of others.
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This manual belongs to the product library described in [IBM 2210 Nwayd
Multiprotocol Router Publications” on page xxviil and describes a group of protocols
supported by the 2210. A specific 2210 might not support all of the features and
functions described in these manuals. If a feature or function is device-specific, that
restriction is indicated in the relevant manual.

This manual refers to the 2210 as either “the router” or “the device.” The examples
in the library represent the configuration of a 2210, but the actual output you see
may vary. Use the examples as a guideline to what you might see while configuring
your device.

Who Should Read This Manual

This manual is intended for persons who install and operate computer networks.
Although experience with computer networking hardware and software is helpful,
you do not need programming experience to use the protocol software.

Getting Additional Information

Changes may be made to the documentation after the books are printed. If
additional information is available or if changes are required after the books have
been printed, the changes will be in a file (named README) on the CD-ROM. You
can view the file with an ASCII text editor.

About the Software

IBM Nways Multiprotocol Routing Services is the software that supports the IBM
2210 (licensed program number 5801-ARR). This software has these components:

e The base code, which consists of:

— The code that provides the routing, bridging, data link switching, and SNMP
agent functions for the device.

— The router user interface, which allows you to configure, monitor, and use the
Multiprotocol Routing Services base code installed on the device. The router
user interface is accessed locally through an ASCII terminal or emulator
attached to the service port, or remotely through a Telnet session or
modem-attached device.

The base code is installed at the factory on the 2210.

* The Configuration Program for IBM Nways Multiprotocol Routing Services
(referred to in this book as the Configuration Program) is a graphical user
interface that enables you to configure the device from a stand-alone workstation.
The Configuration Program includes error checking and online help information.

The Configuration Program is not pre-loaded at the factory; it is shipped
separately from the device as part of the software order.

You can also obtain the Configuration Program for IBM Nways Multiprotocol
Routing Services from the IBM Networking Technical Support home page. See
Configuration Program User’s Guide for Nways Multiprotocol and Access
Services,, GC30-3830, for the server address and directories.

© Copyright IBM Corp. 1994, 1999 XXVil



Conventions Used in This Manual

The following conventions are used in this manual to show command syntax and
program responses:

1.

The abbreviated form of a command is underlined as shown in the following
example:

reload

In this example, you can enter either the whole command (reload) or its
abbreviation (rel).

Keyword choices for a parameter are enclosed in brackets and separated by the
word or. For example:

command [keywordl or keyword2]

Choose one of the keywords as a value for the parameter.

Three periods following an option mean that you enter additional data (for
example, a variable) after the option. For example:

time host ...

In this example, you enter the IP address of the host in place of the periods, as
explained in the description of the command.

In information displayed in response to a command, defaults for an option are
enclosed in brackets immediately following the option. For example:

Media (UTP/STP) [UTP]

In this example, the media defaults to UTP unless you specify STP.

Keyboard key combinations are indicated in text in the following ways:
e Ctrl-P
e Ctrl -

The key combination Ctrl - indicates that you should press the Ctrl key and the
hyphen simultaneously. In certain circumstances, this key combination changes
the command line prompt.

Names of keyboard keys that you press are indicated like this: Enter

Variables (that is, names used to represent data that you define) are denoted by
italics. For example:

File Name: filename.ext

IBM 2210 Nways Multiprotocol Router Publications

XXVili

Library reorganization:  Beginning with Version 3.2, the following changes to the
organization of the library took place:

The information in the |Saftware User’s Guidd titled Understanding, Using and
Confi%uring Features was moved into a new manual, ILIs Talllal

The chapters on using, configuring, and monitoring the DIALs feature were
moved into the lLsing and Configuring Featured book.

Information updates and corrections: To keep you informed of engineering
changes, clarifications, and fixes that were implemented after the books were
printed, refer to the IBM networking home page at:

http://www.networking.ibm.com
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The following list shows the books that support the IBM 2210.

Operations and Network Management
SC30-3681

3,

This book explains how to:

« Configure, monitor, and use the IBM Nways Multiprotocol Routing
Services software shipped with the router.

» Use the Multiprotocol Routing Services command-line router user
interface to configure and monitor the network interfaces and link-layer
protocols shipped with the router.

SC30-3992

e — I

SC30-3680

i — — |

SC30-3865

i I

These books describe how to access and use the Multiprotocol Routing
Services command-line router user interface to configure and monitor the
routing protocol software and features shipped with the router.

They include information about each of the protocols that the devices
support.

SC30-3682
| TS =03
This book contains a listing of the error codes that can occur, along with
descriptions and recommended actions to correct the errors.

Configuration

Online help
The help panels for the Configuration Program assist the user in
understanding the program functions, panels, configuration parameters, and
navigation keys.

GC30-3830

Confaian ~CIET ——— I
Serviced

This book discusses how to use the Configuration Program.

GG24-4446
IBM 2210 Nways Multiprotocol Router Description and Configuration
Scenarios

This book contains examples of how to configure protocols using IBM
Nways Multiprotocol Routing Services.
Safety

SD21-0030
Caution: Safety Information - Read This First

This book provides translations of caution and danger notices applicable to
the installation and maintenance of an IBM 2210.
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The following list shows the books in the IBM 2210 Nways Multiprotocol Router
library, arranged according to tasks.

Planning and Installation
GA27-4068

IBM 2210 Introduction and Planning Guide

GC30-3867

IBM 2210 Nways Multiprotocol Router Installation and Initial Configuration
Guide

These books are shipped with the 2210. They explain how to prepare for
installation, install the 2210, perform an initial configuration, and verify that
the installation is successful.

These books provide translations of danger notices and other safety
information.

Diagnostics and Maintenance
SY27-0345

IBM 2210 Nways Multiprotocol Router Service and Maintenance Manual

This book is shipped with the 2210. It provides instructions for diagnosing
problems with and repairing the 2210.

Summary of Changes for the IBM 2210 Software Library

The following list applies to the changes in the software that were made in Version
3 Release 4:

* Frame Relay enhancements:
— New Frame Handler (FH) support
— PU throttling to handle bursts of traffic in support of 3745 controllers
— New interface type (Frame Relay subinterface) to allow virtual interfaces on
the same physical interface
— Unnumbered IP support

¢ VPN enhancements:
— CPE enhancements:

XXX

Policy information from LDAP servers is locally stored.

Policy quick configuration.

Policy consistency checking.

Policy information may now be retrieved from LDAP servers within an
administrative domain.

IPSec tunnel ping.

— |IP enhancements:

Voice routing enhancements:

* |IP Header Compression on PPP (RFCs 2507, 2508, 2509)

* Interleaving voice traffic between fragmented data packets on multi-link
PPP

* Interleaving voice traffic between fragmented data packets on Frame
Relay

* Bypassing PPP or Frame Relay packet compression and encryption for
voice traffic

IP loopback address

This support allows users to define IP addresses on a special interface to
support TN3270 Gateway, Network Dispatcher, and IPSec requirements.

IPv6
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Summary of Changes

* An inter-domain routing function (BGP4+) is provided for IPv6 that

supports IPv6 routing and addressing information and uses TCP6 for

transport.

» |Pv6 traffic is supported over ATM ethernet LAN emulation without
encapsulation or tunneling.

- Multiple forwarding paths

IP routing can use up to four equal-cost static routes to support multiple

parallel links to a given address and mask.
- IP route aggregation
- Multicast enhancements:
* Protocol Independent Multicast-Dense Mode (PIM-DM) for IPv4.

* Network administrators can now control the flow of IP multicast data into
and out of their networks by using inbound and outbound traffic filters.

- Not-so-stubby area (NSSA)

OSPF supports not-so-stubby area (NSSA) as defined in RFC 1587 and

the latest Internet draft is now supported.
- Random Early Detection (RED)
- Differential services policing enhancements
- VRRP enhancements:
* The hardware MAC address may be used instead of a virtual MAC

address to identify a redundant gateway; this can offer a performance

improvement.

* When more than one backup candidate is available, preempt options can

be configured.

» For selecting the master IP router, additional criteria, such as available

route or network interface, can be used to support non-IP functions.
Dial-on-demand alternate interface for WAN reroute

TN3270 enhancements

— LU capping

— LU-pool load balancing

— Talk 5 disconnect of TN3270 sessions
— Additional reporting information

— Support of addresses 1 and 255

Network Dispatcher enhancements
— Advertising of network dispatcher cluster addresses by routing protocols
— A new SSL Advisor

DLSw SDLC PU1 support

Ethernet encapsulation support for both ethernet type Il (default) and 802.3
simultaneously on the same interface

DHCP enhancements:

— Hardfile backup for lease information

— Multiple IP address support for DHCP interfaces
— Short lease support

RADIUS enhancements
— Radius scalability
— Login of Last Resort

L2TP Scalability
Thin Server enhancement
Connection to an alternate or back-up master server

XXXI



Summary of Changes

e Service file retrieval enhancements

Clarifications and corrections

In hard copy and PDF, the technical changes and additions are indicated by a
vertical line (]) to the left of the change.

Getting Help

At the command prompts, you can obtain help in the form of a listing of the
commands available at that level. To do this, type ? (the help command), and then
press Enter. Use ? to list the commands that are available from the current level.
You can usually enter a ? after a specific command name to list its options.

Exiting a Lower Level Environment

The multiple-level nature of the software places you in secondary, tertiary, and even
lower level environments as you configure or operate the 2210. To return to the
next higher level, enter the exit command. To get to the secondary level, continue
entering exit until you receive the secondary level prompt (either Config> or +).

For example, to exit the ASRT protocol configuration process:

ASRT config> exit
Config>

If you need to get to the primary level (OPCON), enter the intercept character
(Ctrl-P by default).
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Chapter 1. Bridging Basics

This chapter discusses basic information about bridges and bridging operation. The
chapter includes the following sections:
. B o]

Bridging Overview

A bridge is a device that links two or more local area networks. The bridge accepts
data frames from each connected network and then decides whether to forward
each frame based on the medium access control (MAC) header contained in the
frame. Bridges originally linked two or more homogeneous networks. The term
homogeneous means that the connected networks use the same bridging method
and media types. Examples of these would be networks supporting the source

routing bridging method only or transparent bridging algorithm only (these methods
will be explained later).

Current bridges also allow communication between non-homogeneous networks.
Non-homogeneous refers to networks that can mix different bridging methods and

can also offer more configuration options. [Eigure 1 on page 4 illustrates examples of
simple and complex bridging configurations.
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LAN A LAN B

D—I—D Brldge D—I—D

Simple Bridge Connecting Two Homogeneous (Ethernet) LANs

Ethernet
LAN

Ethernet
LAN

X.25
Network

Bridge

Token-Ring
LAN

Complex Bridging Configuration Connecting Different LAN Technologies

Figure 1. Simple and Complex Bridging Configuration

Bridging and Routing

The 2210 can perform both bridging and routing. Protocol filtering is the process

that determines whether the incoming data is routed or bridged.

Protocol Filtering

When processing an incoming data packet, the following actions occur:
» Packets are routed if a specific protocol forwarder is globally enabled

» Packets are filtered if you configure specific protocol filters

» Packets that are not routed or filtered are candidates for bridging, depending on

the destination medium access control (MAC) address.

[anle 1 shows how the “Bridge or Route?” question is answered based on the

destination address contents.

Table 1. Route/Bridge Decision Table

If the Destination MAC
Address in the Received

Frame Contains: The Bridge takes this action:

Bridge Address The bridge passes the frame to the configured protocol that
routes the frame.

Multicast or Broadcast If there is a configured protocol in the frame, the frame is

Address routed. Otherwise, the frame is bridged.

Unicast The frame is bridged.
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Routing and Bridging on a Per-Interface Basis
For IP, IPX, and AppleTalk, the following rules apply for routing or bridging over a
specific interface:

» Packets are routed if a specific protocol is configured for the receiving interface

» Packets are filtered if you configure specific protocol filters on the receiving
interface

» Packets that are not routed or filtered are candidates for bridging, depending on
the destination medium access control (MAC) address.

Router Connections

Connecting at Layer 3 with a router enables connectivity and path selection
between end stations located in distant geographical areas. Using routing protocols,
you can select the best path for connecting distant and diverse LANs. Because of
the variety of network and subnetwork configuration options available to you in large
networks, connecting LANs through the Network Layer is usually the preferred
method. Network-layer protocols have also proven to be very efficient in moving
information in large and diverse network configurations.

Bridge Connections

Connecting at Layer 2 with a bridge provides connectivity across a physical link.
This connection is essentially “transparent” to the host connected on the network.

Note: Source routing bridges are not considered completely “transparent.” See

Chapter 2 Rridging Methads” on page 11| for more information on source

routing and transparent bridges.

The Link Layer maintains physical addressing schemes (versus logical at Layer 3),
line discipline, topology reporting, error natification, flow control, and ordered
delivery of data frames. Isolation from upper-layer protocols is one of the
advantages of bridging. Because bridges function at the Link Layer, they are not
concerned with looking at the protocol information that occurs at the upper layers.
This provides for lower processing overhead and fast communication of network
layer protocol traffic. Because bridges are not concerned with Layer 3 information,
they can also forward different types of protocol traffic (for example, IP or IPX)
between two or more networks (as routers do).

Bridges can also filter frames based on Layer 2 fields. This means that the bridge

can be configured to accept and forward only frames of a certain type or ones that
originate from a particular network. This ability to configure filters is very useful for
maintaining effective traffic flow.

Bridges are advantageous when dividing large networks into manageable
segments. The advantages of bridging in large networks can be summed up as
follows:

» Bridging lets you isolate specific network areas, giving them less exposure to
major network problems.

 Filtering lets you regulate the amount of traffic that is forwarded to specific
segments.

* Bridges enable communication among a larger number of internetworking
devices than would be supported on any single LAN connected to a bridge.

» Bridging eliminates node limitation (the total number of nodes on a segment).
Local network traffic is not passed on to all of the other connected networks.
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» Bridges extend the connected “length” of a LAN by allowing the connection of
distant LAN segments. Bridges connect two LAN segments at Layer 2 so that
larger networks can be formed. This overcomes the congestion problems with too
many stations on an Ethernet and the 256-station limit in the token-ring
architecture.

Bridges versus Routers

Internetworking devices such as bridges and routers have similar functions in that
they connect network segments. However, each device uses a different method to
establish and maintain the LAN-to-LAN connections. Routers connect LANs at
Layer 3 (Network Layer) of the OSI model while bridges connect LANs at Layer 2
(Link Layer).

Types of Bridges

Simple Bridges

The following sections describe specific types of bridges and how they can be
classified by their hardware and software capabilities.

Simple bridges consist of two or more linked network interfaces connecting local

area networks ( Eigure 1 on page 4). Bridges interconnect separate local area
networks (LANS) by relaying data frames between the separate MAC (medium

access control) entities of the bridged LANSs.

The main functions of a simple bridge can be summarized as follows:

* The bridge reads all data frames transmitted on LAN A and receives those
addressed to LAN B. Simple bridges make no changes to the content or format
of the data frames that they receive. They also do not encapsulate frames with
any additional headers.

Most simple bridges contain routing addressing and routing intelligence. At a
minimum, the bridge must know which addresses are on each connected
network so that it can know which frames to pass on.

* The bridge retransmits the data frames addressed to LAN B on to LAN B using
the MAC protocol for that LAN. Bridges should have enough buffer space to
meet peak data traffic demands because data frames may arrive faster than the
bridge can transmit them.

* The bridge does the same for LAN B-to-LAN A data frame traffic.

Complex Bridges

Complex bridges carry out more sophisticated functions than simple bridges. These
functions may include the bridge maintaining status information on the other
bridges. This information includes the communication path cost as well as the
number of hops required to reach each connected network. Periodic exchanges of
information between bridges update all bridge information. These types of
exchanges enable dynamic routing between bridges.

Complex bridges can also modify frames and recognize and transmit packets from
different LAN technologies (for example, Token-Ring, and Ethernet). In this case the
bridge is sometimes referred to as a translational bridge.

The adaptive source routing transparent (ASRT) bridge is the 2210’s
implementation of bridge technology. The ASRT Bridge is a collection of software
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components capable of several of the bridging options just described and more. All
of these functions are explained in greater detail later in this chapter.

Local Bridges

Local bridges provide connections among several LAN segments in the same
geographical area. An example of this would be a bridge used to connect the
various LANSs located in your company’s main headquarters.

Remote Bridges

Remote bridges connect multiple LAN segments in different geographical areas. An
example of this would be bridges used to connect the LANs located in your
company’s main headquarters to LANs in other branch offices around the country.
Because of the geographical differences, this configuration moves from a local area
network configuration to a wide area network (WAN) configuration.

Remote bridges can differ from local bridges in several ways. One major difference
is in the speed at which data is transmitted. WAN connections may be slower than
LAN connections. This difference in speed can be significant when running
time-sensitive applications. Another difference is in the physical way in which
remote and local bridges are connected to LANSs. In local bridges, the connections
are made through local cabling media (for example, Ethernet, Thinet). Remote
bridge connections are made over the serial lines.

Basic Bridge Operation

According to the IEEE 802 LAN standard, all station addresses are specified at the
MAC level. At the Logical Link Control (LLC) level, only SAP (Service Access Point)
addresses are designated. Accordingly, the MAC level is the level at which the
bridge functions. The following examples explain how bridging functions proceed at
this level.

Operation Example 1: Local Bridge Connecting Two LANs

Eigure 2 on page 8 shows a two-port bridge model connecting end stations on two
separate LANSs. In this example, the local bridge connects LANs with identical LLC
and MAC layers (that is, two token-ring LANs). Conceptually, you can think of the

bridge as a data link relay that forwards frames between the media access control
(MAC) sublayers and physical channels of the attached LANSs, thus providing data
link connectivity between them.

To summarize the bridging process, the bridge captures MAC frames whose
destination addresses are not on the local LAN (that is, the LAN connected to the
interface receiving the transmitted frame). It then forwards them to the appropriate
destination LAN. Throughout this process, there is a dialogue between the peer
LLC entities in the two end-stations. Architecturally, the bridge need not contain an
LLC layer because the function of the LLC layer is to merely relay MAC frames that
come from upper levels of the OSI model.
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End Station A

End Station B

on LAN A on LAN B
USER Simple Two-Port Bridge USER
LLC Bridge LLC
Functions —
MAC MAC MAC MAC
PHYSICAL || | PHY  PHY | || PHYSICAL
Interface Interface

(Port)

(Port)

Figure 2. Two-Port Bridge Connecting Two LANs

Operation Example 2: Remote Bridging over a Serial Link

End Station A

m shows a pair of bridges connected over a serial link. These remote bridges
connect LANs with identical LLC and MAC layers (that is, two token-ring LANS).

To summarize, the bridge captures a MAC frame whose destination address is not
on the local LAN and then sends it to the appropriate destination LAN via the bridge
on that LAN. Throughout this process, there is a dialogue between the peer LLC
entities in the two end stations. Architecturally, the bridge need not contain an LLC
layer because the function of the LLC layer is to merely relay MAC frames that
come from upper levels of the OSI model.

End Station B

on LAN A on LAN B
USER Bridge A Bridge B USER
LLC Relay Relay LLC

. Serial .

MAC MAC Link | |nterfaces  |Link MAC MAC
PHYSICAL ——— | PHY  PHY PHY  PHY | |—— PHYSICAL
Interfaces Point-to-Point Interfaces
(Ports) Link (Ports)

Figure 3. Bridging Over a Point-to-Point Link

Data is encapsulated as the bridges communicate data over the serial link. w
illustrates the encapsulation process.

1 User
’ Data
2 LLC User
’ Header Data
3 Mac LLC User LLC
’ Header Header Data Trailer
4 Link Mac LLC User LLC Link
’ Header Header Header Data Trailer Trailer

Figure 4. Data Encapsulation Over a Point-to-Point Link

Encapsulation proceeds as follows:
1. End station A provides data to its LLC.

2. LLC appends a header and passes the resulting data unit to the MAC level.
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3. MAC then appends a header (3) and trailer to form a MAC frame. Bridge A
captures the frame.

4. Bridge A does not strip off the MAC fields because its function is to relay the
intact MAC frame to the destination LAN. In the point-to-point configuration,
however, the bridge appends a link layer (for example, HDLC) header and trailer
and transmits the MAC frame across the link.

When the data frame reaches Bridge B (the target bridge), the link fields are
stripped off and Bridge B transmits the original, unchanged MAC frame to its
destination, end station B.

MAC Bridge Frame Formats

As mentioned, bridges interconnect LANs by relaying data frames, specifically MAC
frames, between the separate MAC entities of the bridged LANs. MAC frames
provide the necessary “Where?” information for frame forwarding in the form of
source and destination addresses. This information is essential for the successful
transmission and reception of data.

IEEE 802 supports three types of MAC frames: CSMA/CD (802.3), token bus
(802.4), and token-ring (802.5). m shows the MAC frame formats supported
by the bridge. The specific frames are detailed in the following section.

Note: A separate frame format is used at the LLC level. This frame is then
embedded in the appropriate MAC frame.

7 1 6 6 2 0-1500 Bytes or Octets
CSMA/CD | PRE|SFD|DA|sA Length |INFO|PAD| FCS
A 4

Portion of frame that is bridged

1 1 1 6 603 > 4 1 1
TOKEN-RING | SD| AC| FC| DA |SA |RI [INFO | FCS| ED| Fs |
A A

Portion of frame that is bridged

1 1 6 604478 4 2
FDDI | PRE| SD | Fc| DA [sA|INFO | Fcs| ED | Fs |
A A

Portion of frame that is bridged
Figure 5. Examples of MAC Frame Formats

CSMA/CD (Ethernet) MAC Frames

The following information describes each of the fields found in CSMA/CD (Ethernet)
MAC frames:

* Preamble (PRE). A 7-byte pattern used by the receiving end-station to establish
bit synchronization and then locate the first bit of the frame.

» Start Frame Delimiter (SFD). Indicates the start of the frame.

The portion of the frame that is actually bridged consists of the following fields:
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Destination Address (DA). Specifies the end-station for which the frame is
intended. This address may be a unique physical address (one destination), a
multicast address (a group of end-stations as a destination), or a global address
(all stations as the destination), or a global address (all stations as the
destination). The format is 48-bit (6 octets) and must be the same for all stations
on that particular LAN.

Source Address (SA). Specifies the end-station that transmitted the frame. The
format must be the same as the destination address format.
Length. Specifies the number of LLC bytes that follow.

Info (INFO). Embedded fields created at the LLC level that contain service
access point information, control information, and user data.

Pad. Sequence of bytes that ensures that the frame is long enough for proper
collision detection (CD) operation.

Frame Check Sequence (FCS). A 32-bit cyclic redundancy check value. This
value is based on all fields, starting with the destination address.

Token-Ring MAC Frames

The following information describes each of the fields in token-ring MAC frames:

Starting Delimiter (SD). Unique 8-bit pattern that indicates the start of the frame.
Access Control (AC). Field with the format PPPTMRRR where PPP and RRR are
3-bit priority and reservation variables, M is the monitor bit, and T indicates that
this is either a token or a data frame. If it is a token frame, the only other field is
the ending delimiter (ED).

Frame Control (FC). Indicates if this is an LLC data frame. If not, bits in this field
control operation of the token-ring MAC protocol.

The portion of the frame that is actually bridged consists of the following fields:

Destination Address (DA). Same as CSMA/CD and token bus.

Source Address (SA). Identifies the specific station that originated the frame. This
field can be either a 2- or 6-octet address. Both address lengths carry a routing
information indicator (RII) bit that indicates if a routing information field (RIF) is
present in the frame after the source address, as follows:

RII=1 Routing information field is present.

RII=0 Routing information field is not present.

This field is explained in more detail in 'Saurce Route Bridging (SRB)” on pagd
fid.

Routing Information Field (RIF). The RIF is required for the source routing
protocol. It consists of a 2-octet routing control field and a series of 2-octet route
designator fields. This field is explained in more detail in L idgi
Info (INFO). Embedded fields created at the LLC level that contain service
access point information, control information, and user data.

Frame Check Sequence (FCS). A 32-bit cyclic redundancy check value. This
value is based on all fields, starting with the destination address.

Finally, the End Delimiter (ED) contains the error detection (E) bit, and the
intermediate frame (I) bit. The | bit indicates that this is not the final frame of a
multiple frame transmission. The Frame Status (FS) contains the address
recognized (A) and frame copied (C) bits.
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This chapter describes the methods of bridging supported by the adaptive source
routing transparent (ASRT) bridge. Each section gives an overview of a specific
technology and is followed by a description of the data frames supported by that
technology. The chapter includes the following sections:

Transparent Bridging

The transparent bridge is also commonly known as a spanning tree bridge (STB).
The term transparent refers to the fact that the bridge silently forwards non-local
traffic to attached LANs in a way that is transparent or unseen to the user. End
station applications do not know about the presence of the bridge. The bridge
learns about the presence of end stations by listening to traffic passing by. From
this listening process it builds a database of end station addresses attached to its
LANSs.

For each frame it receives, the bridge checks the frame’s destination address
against the ones in its database. If the frame’s destination is an end station on the
same LAN, the frame is not forwarded. If the destination is on another LAN, the
frame is forwarded. If the destination address is not present in the database, the
frame is forwarded to all the LANs that are connected to the bridge except the LAN
from which it originated.

All transparent bridges use the spanning tree protocol and algorithm. The spanning
tree algorithm produces and maintains a loop-free topology in a bridged network
that might contain loops in its physical design. In a mesh topology where more than
one bridge is connected between two LANS, looping occurs. In such cases, data
packets bounce back and forth between two LANs on parallel bridges. This creates
a redundancy in data traffic and produces the phenomenon known as looping.

When looping occurs, you must configure the local and/or remote LAN to remove
the physical loop. With spanning tree, a self-configuring algorithm allows a bridge to
be added anywhere in the LAN without creating loops. When the new bridge is
added, the spanning tree protocol automatically reconfigures all bridges on the LAN
into a single loop-free spanning tree.

A spanning tree never has more than one active data route between two end
stations, thus eliminating data loops. For each bridge, the algorithm determines
which bridge ports can forward data and which ones must be blocked to form a
loop-free topology. The features that spanning tree provides include:

» Loop detection. Detects and eliminates physical data link loops in extended LAN
configurations.

* Automatic backup of data paths. The bridges connecting to the redundant paths
enter backup mode automatically. When a primary bridge fails, a backup bridge
becomes active.
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» User configurability. Lets you tailor your network topology. Sometimes the default
settings do not produce the desired network topology. You can adjust the bridge
priority, port priority, and path cost parameters to shape the spanning tree to your
network topology.

» Seamless interoperability. Allows LAN interoperability without configuration
limitations caused by diverse communications environments.

* Bridging of non-routing protocols. Provides cost-effective bridging of non-routing
protocols.

Routers and Transparent Bridges

During the operation of a router equipped with the spanning tree option, bridge and
router software run concurrently. In this mode, the router is a bridge and a router.

During this operation, the following actions occur:

* Packets are routed if a specific protocol forwarder is globally enabled

» Packets are filtered if you configure specific protocol filters

» Packets that are not routed or filtered are candidates for bridging, depending on
the destination medium access control (MAC) address.

Network Requirements

Transparent Bridge implements a spanning tree bridge that conforms to the IEEE
802.1D standard. All transparent bridges (such as Ethernet and Token-Ring) on the
network must be 802.1D spanning tree bridges. This spanning tree protocol is not
compatible with bridges implementing the proprietary Digital Equipment Corporation
spanning tree protocol used in some older bridges.

Transparent Bridge Operation

In a mesh topology where more than one bridge is connected between two LANSs, a
looping phenomenon can occur where two LANs bounce packets back and forth
over parallel bridges. A loop is a condition where multiple data paths exist between
two LANs. The spanning tree protocol operating automatically eliminates loops by
blocking redundant paths.

During startup, all participating bridges in the network exchange Hello bridge
protocol data units (BPDUSs) which provide configuration information about each
bridge. BPDUs include information such as the bridge ID, root ID, and root path
cost. This information helps the bridges to unanimously determine which bridge is
the root bridge and which bridges are the designated bridges for LANs to which
they are connected.

Of all the information exchanged in the HELLO messages, the following parameters

are the most important for computing the spanning tree:

= root bridge ID. The root bridge ID is the bridge ID of the bridge. The root bridge
is the designated bridge for all the LANs to which it is connected.

* Root Path Cost. The sum total of the designated path costs to the root via this
bridge’s root port. This information is transmitted by both the root bridge and the
designated bridges to update all bridges on path information if the topology
changes.

* bridge ID. A unique ID used by the spanning tree algorithm to determine the
spanning tree. Each bridge in the network is assigned a unique bridge identifier.

e port ID. The ID of the port from which the current HELLO BPDU message was
transmitted.
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With this information available, the spanning tree begins to determine its shape and
direction and then creates a logical path configuration. This process can be
summarized as follows:

1. Aroot bridge for the network is selected by comparing the bridge IDs of each
bridge in the network. The bridge with the lowest ID (that is, highest value) wins.

2. The spanning tree algorithm then selects a designated bridge for each LAN. If
more than one bridge is connected to the same LAN, the bridge with the
smallest path cost to the root is selected as the designated bridge. In the case
of duplicate path costs, the bridge with the lowest bridge ID is selected as the
designated bridge.

3. The non-designated bridges on the LANs put each port that has not been
selected as a root port into a BLOCKED state. In the BLOCKED state, a bridge
still listens to Hello BPDUs so that it can act on any changes that are made in
the network (for example, designated bridge fails) and change its state from
BLOCKED to FORWARDING (that is, it will be forwarding data).

Through this process, the spanning tree algorithm reduces a bridged LAN network
of arbitrary topology into a single spanning tree. With the spanning tree, there is
never more than one active data path between any two end stations, thus
eliminating data loops. For each bridge on the network, the spanning tree
determines which bridge ports to block from forming loops.

This new configuration is bounded by a time factor. If a designated bridge fails or is
physically removed, other bridges on the LAN detect the situation when they do not
receive Hello BPDUs within the time period set by the bridge maximum age time.
This event triggers a new configuration process where another bridge is selected as
the designated bridge. A new configuration is also created if the root bridge fails.

Shaping the Spanning Tree
When the spanning tree uses its default settings the spanning tree algorithm
generally provides acceptable results. The algorithm, however, may sometimes
produce a spanning tree with poor network performance. In this case you can
adjust the bridge priority, port priority, and path cost to shape the spanning tree to
meet your network performance expectations. The following examples explain how
this is done.

Eigure 6 on page 14 shows three LANs networked using three bridges. Each bridge
is using default bridge priority settings for its spanning tree configuration. In this
case, the bridge with the lowest physical address is chosen as the root bridge
because the bridge priority of each bridge is the same. In this example, this is
Bridge 2.

The newly configured spanning tree stays intact due to the repeated transmissions
of Hello BPDUs from the root bridge at a preset interval (bridge hello time). Through
this process, designated bridges are updated with all configuration information. The
designated bridges then regenerate the information from the Hello BPDUs and
distribute it to the LANs for which they are designated bridges.

Table 2. Spanning Tree Default Values
Bridge 1 Bridge 2

Bridge 3

Bridge Priority: 32768
Address: 00:00:90:00:00:10
Port 1

Priority: 128

Path Cost: 100

Bridge Priority: 32768
Address: 00:00:90:00:00:01
Port 1

Priority: 128

Path Cost: 100

Bridge Priority: 32768
Address: 00:00:90:00:00:05
Port 1

Priority: 128

Path Cost: 100
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Table 2. Spanning Tree Default Values (continued)

Bridge 1

Port 2
Priority: 128
Path Cost: 17857

Port 3
Priority: 128
Path Cost: 17857

Bridge 2

Port 2
Priority: 128
Path Cost: 17857

Port 3
Priority: 128
Path Cost: 17857

Bridge 3

Port 2
Priority: 128
Path Cost: 17857

Port 3
Priority: 128
Path Cost: 17857

LAN A Bridge 2 has the lowest
physical address and is
E % E chosen as the Root Bridge

Bridge 1

Bridge 3 Bridge 2

1 1

iy

LAN B

it

LANC
Figure 6. Networked LANs Before Spanning Tree

The spanning tree algorithm designates the port connecting Bridge 1 to Bridge 3
(port 2) as a backup port and blocks it from forwarding frames that would cause a
loop condition. The spanning tree created by the algorithm using the default values
in [able 2 on page 13 is shown in Eigure 7 on page 15 as the heavy lines
connecting Bridge 1 to Bridge 2, and then Bridge 2 to Bridge 3. The root bridge is
Bridge 2.

This spanning tree results in poor network performance because the workstations
on LAN C can get to the file server on LAN A only indirectly through Bridge 2 rather
than using the direct connection between Bridge 1 and Bridge 3.
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LAN A Spanning tree

created by
E % E default values.

LANC LAN B

Figure 7. Spanning Tree Created with Default Values

Normally, this network uses the port between Bridge 2 and Bridge 3 infrequently.
Therefore you can improve network performance by making Bridge 1 the root
bridge of the spanning tree. You can do this by configuring Bridge 1 with the highest

riority of 1000. The spanning tree that results from this modification is shown in
ﬁ as the heavy lines connecting Bridge 1 to Bridge 3 and Bridge 1 to Bridge
2. The root bridge is now Bridge 1. The connection between Bridge 2 and Bridge 3
is now blocked and serves as a backup data path.

LAN A Spanning tree created by

changing bridge priority
E % E to highest priority.

Bridge 3 Bridge 2

LANC LAN B
Figure 8. User-Adjusted Spanning Tree

Spanning Tree Bridges and Ethernet Packet Format Translation

The 2210 Spanning Tree Bridge protocol provides packet forwarding for the bridging
devices in accordance with IEEE Standard 802.1D-1990 Media Access Control
(MAC) bridges. The protocol also provides appropriate header translation for
Ethernet packets.

An Ethernet/IEEE 802.3 network can simultaneously support the Ethernet data link
layer and the IEEE 802.2 data link layer, based on the value of the length/type field
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in the MAC header. The bridge must translate to and from Ethernet format to
provide transparency across mixed LAN types. The algorithm used is based on
emerging IEEE standards.

The basic approach consists of translating Ethernet packets to IEEE 802.2
Unnumbered Information (Ul) packets using the IEEE 802 SNAP SAP. The SNAP
Protocol Identifier has the organization-unique identifier (OUI) of 00-00-00, with the
last 2 bytes being the Ethernet type value.

IBM RT Feature for SNA Traffic

Some personal computers (IBM RT PC running AIX® or any PC running OS/2 EE)
encapsulate SNA within Ethernet Type 2 packets instead of using IEEE 802.3
Ethernet encapsulation. This requires a special Ethertype header that contains the
length of the MAC user data followed by the IEEE 802.2 (LLC) header.

The processing of these frames can be enabled/disabled on a per-port basis. In the
enabled mode, the bridge learns the source station’s behavior. When frames are
targeted for such stations, the bridge generates the correct frame format. If there is
no information about the station’s behavior, (as with multicast or unknown stations),
the bridge produces duplicate frames, one in IEEE 802.3 and IEEE 802.2 format,
and the other with the IBM-RT header.

UB Encapsulation of XNS Frames

XNS Ethernet frames use Ethertype 0x0600. When translated to token-ring format,
these frames get SNAP as specified in IEEE 802.1H. Because some Token-Ring
end stations use the Ungermann-Bass OUI in the SNAP for such frames, there is a
configuration switch to activate this encapsulation. The switch to activate this
encapsulation is set with the frame token_ring_SNAP command.

Transparent Bridging and Frame Relay

The Frame Relay interface forwards transparent frames from Ethernet and
Token-Ring networks, provided that bridging is enabled on the circuit. IP tunneling
does not have to be used.

Hello BPDUs are generated and transmitted for each circuit configured for
transparent bridging. The spanning tree protocol causes Frame Relay circuits that
have not been designated as part of the active data path to be BLOCKED, thereby
eliminating loops.

Transparent Bridging and ATM

The ATM interface forwards transparent frames from Ethernet and Token-Ring
networks, provided bridging is enabled on the virtual channel connection (VCC). IP
tunneling does not have to be used.

Hello BPDUs are generated and transmitted for each VCC configured for
transparent bridging. The spanning tree protocol causes ATM VCCs that have not
been designated as part of the active data path to be BLOCKED, thereby
eliminating loops.

Transparent Bridge Terminology and Concepts

This section reviews the terms and concepts commonly used in transparent
bridging.
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Aging Time

The length of time (age) before a dynamic entry is removed from the filtering
database when the port with the entry is in the forwarding state. If dynamic entries
are not referenced by the aging time, they are deleted.

Bridge

A protocol-independent device that connects local area networks (LANS). These
devices operate at the data link layer, storing and forwarding data packets between
LANSs.

Bridge Address

The least significant 6-octet part of the bridge identifier used by the spanning tree
algorithm to identify a bridge on the network. The bridge address is set to the MAC
address of the lowest-numbered port by default. You can override the default
address by using the set bridge configuration command.

Bridge Hello Time
The bridge hello time specifies how often a bridge sends out Hello BPDUs

(containing bridge configuration information) when it becomes the root bridge in the
spanning tree. This value is useful only for the root bridge because it controls the
hello time for all bridges in the spanning tree. Use the set protocol bridge
command to set the bridge hello time.

Bridge Forward Delay

The amount of time a bridge port spends in the listening state as well as the
learning state. The forward delay is the amount of time the bridge port listens in
order to adjust the spanning tree topology. It is also the amount of time the bridge
spends learning the source address of every packet that it receives while the
spanning tree is configuring. This value is useful only for the root bridge because it
controls the forward delay for all bridges in the spanning tree.

The root bridge conveys this value to all bridges. This time is set with the set
protocol bridge command. The procedure for setting this parameter is discussed in
the next chapter.

Bridge Identifier
A unique identifier that the spanning tree algorithm uses to determine the spanning
tree. Each bridge in the network must have a unique bridge identifier.

The bridge identifier consists of two parts: a least-significant 6-octet bridge address
and a most-significant 2-octet bridge priority. By default, the bridge address is set to
the MAC address of the lowest-numbered port. You can override the default
address with the set bridge configuration command.

Bridge Maximum Age

The amount of time that spanning tree protocol information is considered valid
before the protocol discards the information and a topology changes. All the bridges
in the spanning tree use this age to time out the received configuration information
in their databases. This can cause a uniform timeout for every bridge in the
spanning tree. Use the set protocol bridge command to set the bridge maximum
age.

Bridge Priority

The most significant 2-octet part of the bridge identifier set by the set protocol
bridge command. This value indicates the chances of each bridge becoming the
root bridge of the network. In setting the bridge priority, the spanning tree algorithm
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chooses the bridge with the highest priority value to be the root bridge of the
spanning tree. A bridge with the lowest numerical value has the highest priority
value.

Designated Bridge
The bridge that claims to be the closest to the root bridge on a specific LAN. This

closeness is measured according to the accumulated path cost to the root bridge.

Designated Port
The port ID of the designated bridge attached to the LAN.

Filtering and Permanent Databases
Databases that contain information about station addresses that belong to specific

port numbers of ports connected to the LAN.

The filtering database is initialized with entries from the permanent database. These
entries are permanent and survive power on/off or system resets. You can add or
delete these entries through the spanning tree configuration commands. Entries in
the permanent database are stored as static random access memory (SRAM)
records, and the number of entries is limited by the size of SRAM.

Note: You can also add entries (static) by using the monitoring commands but
these do not survive power on/off and system resets.

The filtering database also accumulates entries learned by the bridge (dynamic
entries) which have an aging time associated with them. When entries are not
referenced over a certain time period (age time), they are deleted. Static entries are
ageless, so dynamic entries cannot overwrite them.

Entries in the filtering and permanent databases contain the following information:
* Address. The 6-byte MAC address of the entry
* Port Map. Specifies all port numbers associated with that entry
» Type of Entry. Specifies one of the following types:
— Reserved Entries. Reserved by the IEEE 802.1d committee.

— Registered Entries. Consist of unicast addresses belonging to communications
hardware attached to the box or multicast addresses enabled by protocol
forwarders.

— Permanent Entries. Entered by the user in the configuration process. They
survive power on/off and system resets.

— Static Entries. Entered by the user in the monitoring process. They do not
survive power on/off and system resets and are ageless.

— Dynamic Entries. Dynamically learned by the bridge. They do not survive
power on/off and system resets and have an associated age.

— Free. Locations in database that are free to be filled by address entries.

* Address Age (dynamic entries only). Resolution of time period at which address
entries are ticked down before being discarded. You can set this value.

Make changes to the permanent database through the spanning tree configuration
commands and make changes to the filtering database through the GWCON
monitoring process.

Parallel Bridges
Two or more bridges connecting the same LANSs.
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Path Cost
Each port interface has an associated path cost which is the relative value of using

this port to reach the root bridge in a bridged network. The spanning tree algorithm
uses the path cost to compute a path that minimizes the cost from the root bridge
to all other bridges in the network topology. The sum total of all the designated
costs and the path cost of the root port is called the root path cost.

Port
The bridge’s connection to each attached LAN or WAN. A bridge must have at least
two ports to function as a bridge.

Port ID

A 2-octet port identifier. The most-significant octet represents the port priority and
the least-significant octet represents the port number. Both port number and port
priority are user-assignable. The port ID must be unique within the bridge.

Port Number
A user-assigned 1-octet part of the port ID whose value represents the attachment

to the physical medium. A port number of zero is not allowed.

Port Priority
The second 1-octet part of the port ID. This value represents the priority of the port

that the spanning tree algorithm uses in making comparisons for port selection and
blocking decisions.

Resolution
The time factor by which dynamic entries are ticked down as they age within the

database. The range is 1 to 60 seconds.

Root Bridge
The bridge selected as the root of the spanning tree because it possesses the

highest priority bridge ID. This bridge is responsible for keeping the spanning tree
intact by regularly emitting Hello BPDUs (containing bridge configuration
information). The root bridge is the designated bridge for all the LANs to which it is
connected.

Root Port
The port ID of a bridge’s port that offers the lowest cost path to the root bridge.

Spanning Tree
A topology of bridges such that there is one and only one data route between any
two end stations.

Transparent Bridging
This type of bridging involves a mechanism that is transparent to end stations

applications. Transparent bridging interconnects local area network segments by
bridges designated to forward data frames through a spanning tree algorithm.

Source Route Bridging (SRB)

Source routing is a method of forwarding frames through a bridged network in
which the source station identifies the route that the frame will follow. In a
distributed routing scheme, routing tables at each bridge determine the path that
data takes through the network. By contrast, in a source routing scheme, the source
station defines the entire route in the transmitted frame.
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The source routing bridge (SRB) provides local bridging over 4 and 16 Mbps
token-rings, as shown in [Eigure d. It can also connect remote LANs through a
telecommunications link operating at speeds up to E1.

16 Mbps
Token-Ring
64 Kbps
: 16 Mbps
Brid
ridge Token-Ring
4 Mbps
Token-Ring

Figure 9. Example of Source Routing Bridge Connectivity

Remote Site

16 Mbps
Token-Ring
4 Mbps
Token-Ring
Among its features, the source routing bridge provides:

* Bridge compatibility. You can use the bridge to connect PC LANSs running
systems such as 0S/2®, PC LAN Manager, and NetBIOS. The bridge can also
carry SNA traffic between PC LANs and mainframes.

Performance and speed. Because bridging occurs at the data link layer instead
of the network layer, packet conversion and address table maintenance are not
necessary. This requires less overhead and permits higher speed routing
decisions.

bridge tunneling. By encapsulating source routing packets, the bridge/router
dynamically routes these packets through internetworks to the desired destination
end station without degradation or network size restrictions.

Source routing end stations see this path as a single hop, regardless of the
network complexity. This helps overcome the usual seven-hop distance limit
encountered in source routing configurations. This feature also lets you connect
source routing end stations across non-source routing media (for example,
Ethernet networks).

Source Routing Bridge Operation

As mentioned, the source station defines the entire route in the transmitted frame in
a source routing configuration. The source routing bridge is dynamic. Both end
stations and bridges participate in the route discovery and forwarding process. The
following steps describe this process:

1. A source station sends out a frame and finds that the frame’s destination is not
on its own (local) segment or ring.

2. The source station builds a route discovery broadcast frame and transmits it
onto the local segment.

3. All bridges on the local segment capture the route discovery frame and send it
over their connected networks.

As the route discovery frame continues its search for the destination end
station, each bridge that forwards it adds its own bridge number and segment
number to the routing information field (RIF) in the frame. As the frame
continues to pass through the bridged network, the RIF compiles a list of bridge
and segment number pairs describing the path to the destination.
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When the broadcast frame finally reaches its destination, it contains the exact
sequence of addresses from source to destination.

4. When the destination end station receives the frame, it generates a response
frame including the route path for communication. Frames that wander to other
parts of the bridged network (accumulating irrelevant routing information in the
meantime) never reach the destination end station and no station ever receives
them.

5. The originating station receives the learned route path. It can then transmit
information across this established path.

Source Routing Frames

As mentioned, bridges interconnect LANs by relaying data frames, specifically MAC
frames, between the separate MAC entities of the bridged LANs. MAC frames
provide the necessary “Where?” information in the form of source and destination
addresses. This information is essential for the successful transmission and
reception of data.

In source routing, the data frame forwarding decision is based on routing
information within the frame. Before the frame is forwarded, end stations have
obtained the route to the destination station by the route discovery process. The
source station that originates the frame designates the route that the frame will
travel by imbedding a description of the route in the routing-information field (RIF) of
the transmitted frame. A closer look at the various types of source routing bridge
frames will help to further explain how the bridge obtains and transmits this routing
information.

Because source routing MAC frames contain routing information necessary for data
communication over multi-ring environments, they differ slightly in format from the
typical token-ring MAC frames. The presence of a “1” in the RII within the source
address field indicates that a RIF containing routing information follows the source
address. m provides a closer look at the format of the source address field
of a source routing frame.

Routing Information Ind|cator (RIN) Source Address Field

(shaded area) \ /

'SD |AC |[FC |DA ||SA | RI|INFO |FCS |ED |Fs |

6 Octet Source Address

[cNONCNONONCNONCNONONCNONCNONONONONONONONG)
46 bits

Source Address Field

RIl = Routing Information Indicator ~ RIl = 0 means Rl field is not present in frame
U/L = Universal or Local Bit RIl = 1 means Rl field is present in frame

Figure 10. 802.5 Source Address Format
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When the RII in the source address field is set to 1, a RIF is present after the
source address. The RIF is required because it provides route information during
source routing. It consists of a 2-octet routing control (RC) field and a series of
2-octet route designator (RD) fields. Eigure 11 provides a closer look at the format
of the Routing Information Field.

The following information describes each field in the RIF:

RT = Routing Type

LTH = Length . . .

D = Direction Bit Routing Designator Field
: Bridge

LF = Largest Frame Ring Number Number

r

RDn = Routing Designator

<+ Routing Information Field——»

Routing Control Routing Designator
Field Fields

RT|LTH|/ D |LF| r/RD1|RD2|/RD3|  |RDn|
3 51 61 16 16/ 16 16 bits

—

e

= Reserved

12 bits 4 bits

Figure 11. 802.5 Routing Information Field

Routing Type (RT) .

Indicates by bit settings if the frame is to be forwarded through the network along
a specific route or along a route (or routes) that reaches all interconnected LANS.
Depending on the bit settings in this field, the source routing frame can be
identified as one of the following types:

All-paths explorer frame (explorer frame)

Spanning-tree explorer frame (explorer frame)

Specifically-routed frame (routing frame)

Spanning-tree routed frame (routing frame)

All-paths explorer frames exist if the RT bits are set to 100. These frames are
generated and routed along every non-repeating route in the network (from
source to destination). This process results in as many frames arriving at the
destination end station as there are different routes from the source end station.
This routing type is the response to receiving a route discovery frame sent along
the spanning tree to the present originating station using all the routes available.
The forwarding bridges add routing designators to the frame.

A spanning tree explorer frame exists if the RT bits are set to 110. Only spanning
tree bridges relay the frame from one network to another. This means that the
frame appears only once on every ring in the network and therefore only once at
the destination end station. A station initiating the route discovery process uses
this frame type. The bridge adds routing designator fields to the frame. It can
also be used for frames sent to stations using a group address, which is
discussed more fully in the next section.

Specifically routed frames exist if the first RT bit is set to 0. When this is the
case, the Route Designator (RD) fields containing specific routing information
guide the frame through the network to the destination address. Once the frame
reaches its destination and discovers a route path, the destination station returns

22 MRS V3.4 Protocol Reference V1



Bridging Methods

a specifically routed frame (SRF) to the source station. The source station then
transmits its data in a specifically routed frame.

* Length bits (LTH) . Indicates the length (in octets) of the RI field.

 Direction bit (D) . Indicates the direction the frame takes to traverse the
connected networks. If this bit is set to 0, the frame travels the connected
networks in the order in which they are specified in the routing information field
(for example, RD1 to RD2 to... to RDn). If the direction bit is set to 1, the frame
travels the networks in the reverse order.

» Largest frame bits (LF) . Indicates the largest frame size of the INFO field that
can be transmitted between two communicating end stations on a specific route.
The LF bits are meaningful only for STE and ARE frames. In specifically routed
frames (SRFs), the bridge ignores the LF bits and cannot alter them. A station
originating an explorer frame sets the LF bits to the maximum frame size it can
handle. Forwarding bridges set the LF bits to the largest value that does not
exceed the minimum of:

— The indicated value of the received LF bits
— The largest maximum service data unit (MSDU) size supported by the bridge

— The largest MSDU size supported by the port from which the frame was
received

— The largest MSDU size supported by the port on which the frame is to be
transmitted.

If necessary, the destination station further reduces the LF value to indicate its
maximum frame capacity.

LF bit encoding is made up of a 3-bit base encoding and a 3-bit extended
encoding (6 bits total). The SRT bridge (explained in a later section) contains an
LF mode indicator that enables the bridge to select either base or extended LF
bits. When the LF mode indicator is set to the base mode, the bridge sets the LF
bits in explorer frames with the largest frame base values. When the LF mode
indicator is set to extended mode, the bridge sets the LF bits in explorer frames
with the largest frame extended values.

* Route designator fields (RDn) indicates the specific route through the network
according to the sequence of the RD fields. Each RD field contains a unique
network 12-bit ring number and 4-bit bridge number that differentiates between
two or more bridges when they connect the same two rings (parallel bridges).
The last bridge number in the routing information field has a null value (all zeros).

The Spanning Tree Explore Option

The spanning tree explore feature lets you select a single route to a destination
when your network has two or more bridges connecting the same LANs. With this
feature enabled, only the bridges you select receive spanning tree explorer (STE)
frames. Not to be confused with the spanning tree protocol, this option enables you
to:

» Simulate a spanning tree network

» Balance traffic loads

Simulating a Spanning Tree Network
A spanning tree network contains a single data route between any two end stations.

If your network uses two or more parallel bridges, such as those in
, you can manually configure a spanning tree in a network by preventing
duplication of discovery frames onto the network. Without spanning tree explore
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Source Routing

enabled, if Station Q transmits a discovery frame to a Station R, both Bridge A and
Bridge B retransmit that frame. Segment 2 then receives two copies of the same
frame.

With spanning tree explore enabled, each LAN segment on the network receives
only one copy of the transmitted frame. Only the bridges you select can receive
STE frames, reducing the creation of redundant frames and lowering network
overhead.

Bridge
A

Station Station
Q R

Bridge
B

Figure 12. Example of Parallel Bridges

Balancing Traffic Loads

You can also use the spanning tree explore option for load balancing. For example,
in Eigure 13, Bridge A is configured to accept STE frames over the interface
connecting Segment 2. Bridge B is configured to accept STE frames over the
interface connecting Segment 1. Traffic travels in the direction of the arrows. This
configuration enables parallel bridges to share the traffic load.

Bridge | ¥—
A

Bridge
T B

Figure 13. Using Spanning Tree Explore for Load Balancing

Note: For source routing to work, some end-node applications such as the PC LAN
programs require you to enable spanning tree explore on attached
interfaces. For parallel bridge configuration, the spanning tree explore option
should be enabled only on one of the parallel interfaces. However no serious
harm (other than some extra traffic) results from having too many interfaces
enabled for the spanning tree.

If you use the spanning tree explore option and any bridge on the single-route path
goes down, source routing traffic cannot reach its destination. You must manually
reconfigure an alternate path.

Bridging and Frame Relay

If source routing bridging is enabled, source-routed frames are forwarded between
the Frame Relay interface and the bridging forwarder. You can configure the bridge
to treat each Frame Relay virtual circuit as a bridge port with a unique ring number.
Additionally, Frame Relay virtual circuits that are not configured as bridge ports can
be grouped together as a smgle multlaccess brldge port W|th a unique ring number.
For more information, see L z

Some virtual circuits that are not part of the active data path are BLOCKED in order
to maintain the loop-free topology.
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Source Routing Bridging and ATM

If source routing bridging is enabled on the virtual channel connection (VCC),
source-routed frames are forwarded between the ATM interface and the bridging
forwarder. A unique destination ring number is configured for each VCC. Some
VCCs that are not part of the active data path are BLOCKED in order to maintain
the loop-free topology.

Source Routing Bridge Terminology and Concepts

This section reviews the terms and concepts commonly used in source routing
bridging.

Bridge Instance
The bridge instance identifies the sequence of a bridge defined in the software. For

example, in a bridge with two configured bridges, the bridge instances would be 1
and 2.

Bridge instances within a single bridge are independent and do not communicate.
For example, in m Station A cannot pass data to either station on Bridge
Instance 2. It can pass frames only to Station B. In effect, the bridge instance
enables you to create two separate networks. These networks do not communicate
unless they physically interconnect at some other point.

|

Bridge Instance 1 Bridge Instance 2

|
Serial Line
*’7
Bridge

Station A Station C Station D
Station B

Figure 14. Bridge Instances within a Bridge

Bridge Number

The bridge number is a 4-bit hexadecimal value that identifies a bridge. Although
bridges which are attached to the same ring can have the same bridge number,
parallel bridges (bridges that are connected to the same two rings) must have
unigue bridge numbers.

Explorer Frames
The source routing bridge adds routing information to an explorer frame as it

forwards the frame through the network to its destination end station. The explorer
frame is used to discover routes. There are two types of explorer frames: all-routes
explorer (ARE) frames and spanning-tree explorer (STE) frames. ARE frames are
forwarded by all ports while STE frames are forwarded only by ports assigned to
forward them by the spanning tree protocol.
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Interface Number

The interface number identifies a “physical” interface within the hardware/product
and must be tied to the “logical” interface that is understood by a bridge (that is a
port). When you configure the device software, the router/bridge numbers the ports
sequentially. To use the source routing bridge, you must use the port numbers to
identify the interface that connects each network segment.

Route
The route is a path through a series of LANs and bridges for example, SRB
bridges.

Route Discovery
Route discovery is the process by which a route is learned to a destination end
station.

Segment Number
The segment number identifies each individual LAN, such as a single token-ring or
serial line. A segment connects to the bridge, but can also operate independently.

Source Routing
Source routing is a bridging mechanism that routes frames through a multi-LAN
network by specifying in the frame the route it will travel.

Source Routing Transparent (SRT) Bridge

Having worked hard to adopt standardized technologies (Ethernet and token-ring
are both defined by IEEE), you may actually be forced back into the proprietary
arena when trying to connect them. This is because bridges function differently in
token-ring and Ethernet networks.

Aside from the differences such as bit-ordering, packet size, and acknowledgment
bits, differences in bridging methods are another obstacle. Ethernet bridges use the
transparent bridging method in which the bridges determine the route of the traffic
through the network. Token-ring networks use transparent bridging only in some
instances, so they generally depend on source routing as the primary bridging
method.

Source routing cannot operate in a transparent environment because transparent
packets contain no routing information. In this case, the bridge has no way of
knowing whether to forward the packet. While transparent bridging can operate in a
source routing environment, it does so without any routing information being passed
to an end station. Significant information (for example, packet sizing) is missing and
can potentially create problems.

IEEE has ratified an extension to the 802.1D transparent bridging standard called
source routing transparent (SRT). SRT is a bridging technology that attempts to
resolve a large part of the incompatibility inherent in bridging token-ring and
Ethernet. It saves you the cost of installing multiple bridges and separate links to
support the two types of traffic by adding a parallel bridging architecture (rather than
an alternative) to the transparent bridging standard.

General Description

A source routing transparent (SRT) bridge is a MAC bridge that performs source
routing when source routing frames with routing information are received and that
performs transparent bridging when frames are received without routing information.
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In SRT, all the bridges between Ethernets and token-rings are transparent. The
bridges operate at the MAC sublayer of the data link layer and are completely
invisible to the end stations.

The SRT bridge distinguishes between the two types of frames by checking the
value in the RII field of the frame (see ESource Routing Frames” an page 21 for
more information). An RIl value of 1 indicates that the frame is carrying routing
information while a value of 0 in the RII indicates that no routing information is
present. With this method, the SRT bridge forwards transparent bridging frames
without any conversions to the outgoing media (including token-ring). Source routing
frames are restricted to the source routing bridging domain.

The spanning tree protocol and algorithm forms a single tree involving all the
networks connected by SRT bridges. The SRT-bridged network offers a larger
domain of transparent bridging with sub-domain of source routing. Thus, transparent
frames are capable of reaching to the farthest side of the SRT- and TB-bridged LAN
while source routed frames are limited to only the SRT- and SRB- bridged LAN. In
the SRT bridging model, source routing and transparent bridging parts use the
same spanning tree. In the SRT-bridged domain, end stations are responsible for
answering the “Source Routing or Transparent Bridging” question.

Source Routing Transparent Bridge Operation and Architecture

With an SRT bridge, each bridge port receives and transmits frames to and from
the attached local area networks using the MAC services provided by the individual
MAC entity associated with that port. The MAC relay entity takes care of the
MAC-independent task of relaying frames between bridge ports. If the received
frame is not source-routed (RIl = 0), then the bridge frame is forwarded or
discarded using the transparent bridging logic. If the received frame is
source-routed (RII = 1), then the frame is handled according to the source routing
logic. This process is illustrated in m The arrows represent the data path.

MAC RELAY
Source
RII=1 |Routing
< ”Logic -
\RH:O Transparent
> Bridge Logic >
MAC MAC
A
Interface Interface
(Port) \ (Port)
» PHYSICAL PHYSICAL >

Figure 15. SRT Bridge Operation

SRT differentiates between source-routed and non-source-routed traffic on a
frame-by-frame basis. If the packet is source-routed, the bridge forwards it as such.
If it is a transparent bridge packet, the bridge determines the destination address
and forwards the packet.
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Source Routing Transparent Bridging and Frame Relay

If SRT bridging is enabled on the circuit, source routed and transparent frames are
forwarded between the Frame Relay interface and the bridging forwarder.

Source Routing Transparent Bridging and ATM

If SRT bridging is enabled on the virtual channel connection (VCC), source routed
and transparent frames are forwarded between the ATM interface and the bridging
forwarder.

Source Routing Transparent Bridge Terminology
This section reviews the terms and concepts commonly used in SRT bridging.

Explorer Frames

The source routing bridge adds routing information to an explorer frame as it
forwards the frame through the network to its destination end station. The explorer
frame discovers routes. There are two types of explorer frames:

» All-routes explorer (ARE) frames

* Spanning-tree explorer (STE) frames

ARE frames are intended to be forwarded by all ports while STE frames are
forwarded only by ports assigned to forward them by the spanning tree protocol.

Routing Information Field (RIF)

In source routing, the data frame forwarding decision is based on routing
information within the frame. Before forwarding the frame, end stations obtain the
route to the destination station by the route discovery process. The station that
originates the frame (that is, the source station) designates the route that the frame
will travel by imbedding a description of the route in the Routing Information Field
(RIF) of the transmitted frame.

Routing Information Indicator (RII)

Because source routing MAC frames contain routing information necessary for data
communication over multi-ring environments, their format differs slightly from the
typical token-ring MAC frames. The presence of a 1 in the source address field
called the Routing Information Indicator indicates that a Routing Information Field
containing routing information follows the source address. The SRT bridge
distinguishes between source-routed and non-source-routed frames by checking for
a 1 or 0 value in the RII field.

Source Routing
A bridging mechanism that routes frames through a multi-LAN network by specifying
in the frame the route it will travel.

Spanning Tree
A topology of bridges in which there is only one data route between any two end
stations.

Transparent Bridging

A type of bridging that involves a mechanism that is transparent to end stations.
Transparent bridging interconnects local area network segments by bridges
designated to forward data frames through in a spanning tree algorithm.
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ASRT Bridge Overview

The adaptive source routing transparent (ASRT) bridge is a software collection of
several bridging options. The ASRT bridge software combines transparent bridging
and source routing so that they function separately or can be combined as a single
ASRT bridge. This extended function enables communication between a strict
source routing end station and a transparent end station via an ASRT bridge.
Depending on the set of configuration commands used, the ASRT bridge provides
the following bridging options:

» Transparent bridge (STB)

* Source routing bridge (SRB)

* Source routing transparent bridge (SRT)

» Source routing—transparent bridge (SR-TB)

The ASRT bridge is modeled after the source routing transparent bridge described
in IEEE 802.5M/Draft 6 (1991) of SRT. Modifications have been built into the ASRT
bridge which provide users with extended function that goes beyond compliance
with the SRT standard. The ASRT bridge allows compatibility with the installed base
of source routing bridges, while still enabling them to link Ethernet, and token-ring
LANs. ASRT also enhances basic SRT function in some additional, critical ways
described in the following sections.

Adaptive Source Routing Transparent Bridge (ASRT) (SR-TB

Conversion)

While source routing is still available in the SRT model, it is available only between
adjacent source routing token-rings. Source routing-only bridges cannot coexist with
SRT bridges that link Ethernet and token-ring LANs. Because a token-ring end node
needs to communicate with an Ethernet node, it must be configured to omit RIFs.
Also, if the end node is configured to omit RIFs, it cannot communicate through
ordinary source routing bridges that require that RIF.

General Description

The source routing - transparent bridge (SR-TB) option interconnects networks
using source routing bridging (source routing domain) and transparent bridging
(transparent bridging domain). It transparently joins both domains. During operation,
stations in both domains are not aware of the existence of each other or of the
SR-TB bridge. From a station’s point of view, any station on the combined network
appears to be in its own domain.

The bridge achieves this function by converting frames from the transparent
bridging domain to source routing frames before forwarding them to the source
routing domain (and conversely). This is accomplished by the bridge maintaining a
database of end-station addresses each with its Routing Information Field in the
source routing domain. The bridge also conducts route discovery on behalf of the
end stations present in the transparent bridging domain. The route discovery
process is used to find the route to the destination station in the source routing
domain. Frames sent to an unknown destination are sent in the spanning tree
explorer (STE) format.

The SR-TB bridge anticipates three types of spanning trees:
* A spanning tree formed by transparent bridge domain

* A spanning tree formed by source routing bridge domain
» A special spanning tree of all SR-TB bridges
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The following sections discuss the operation of the SR-TB bridge in more detail.

Source Routing-Transparent Bridge Operation

During SR-TB operation, a network is partitioned into a series of two or more
separate domains. Each domain is made up of a collection of LAN segments
interconnected by bridges all operating under a common bridging method. This can
create networks comprised of two types of domains (depending upon the bridging
method):

* Source routing domains

» Transparent bridging domains

m shows an example of these domains. With separate domains, each
source routing domain has a single-route broadcast topology set up for its bridges.
Only bridges belonging to that source routing spanning tree are designated to
forward single-route broadcast frames. In this case, frames that carry the
single-route broadcast indicator are routed to every segment of the source routing
domain. Only one copy of the frame reaches each segment because the source
routing spanning tree does not allow multiple paths between any two stations in the
domain.

Ethernet
LAN
\
(Transparent Bridging\4‘:|_( Source Routing \
Domain Domain
\ SR-TB Bridge \
—~— ——

Ethernet
LAN

Figure 16. SR-TB Bridge Connecting Two Domains

Specific Source Routing and Transparent Bridging Operations

The SR-TB bridge is a two-port device with a MAC interface assigned to the LAN
segment on the source routing side and another assigned to the LAN segment on
the transparent bridging side. Each end station reads the appropriate MAC layer for
its LAN segment. This means that bridging functions can be divided into two types
of operations:

» Transparent bridging operations

» Source routing bridging operations

On the transparent bridging side, the SR-TB bridge operates the same as any other
transparent bridge. The bridge keeps a table of addresses for stations it knows are
transparent bridging stations. The SR-TB bridge observes the inter-bridge protocols
necessary to create and maintain the network spanning tree because more than
one SR-TB bridge joins different domains.
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The SR-TB bridge forwards the frames received from its transparent bridging station
to the source routing side of the bridge only if the destination address carried in the
frame is not found in the bridge’s transparent bridging side address table.

On the source routing bridging side, the SR-TB bridge combines the functions of a
source routing bridge and a source routing end station in a specific way. As a
source routing end station, the bridge maintains an association of destination
addresses and routing information on the source routing side. It communicates
either as an end station for applications in the bridge itself (for example, network
management) or as an intermediary for stations on the transparent bridging side.

The SR-TB bridge forwards the frames received from its transparent bridging station
to the source routing side of the bridge only if the destination address carried in the
frame is not found in the bridge’s transparent bridging side address table. Frames
transmitted by the bridge’s source routing station carry the routing information
associated with the bridge, if such information is known and held by the bridge.

As a source routing bridge, the SR-TB bridge participates in the route discovery
process and in the routing of frames already carrying routing information. The route
designator unique to the SR-TB bridge consists of the LAN number of the individual
LAN on its source routing side and the bridge’s individual bridge number.

The bridge also maintains a single LAN number representing all of the LANs on the
transparent bridging side. The SR-TB bridge treats each case of received and
forwarded frames differently as described in

Table 3. SR-TB Bridge Decision Table

Type of Frame Received Action Taken by SR-TB Bridge
Non-routed frames received by the Does not copy or forward frames carrying routing
source routing station. information.

All-routes broadcast frame received by Copies frame and sets A and C bits of the

the source routing station. broadcast indicator in the repeated frame. If the
destination address is in the transparent bridging
table, the bridge forwards the frame without routing
information on the transparent bridging network.
Otherwise, the frame is not forwarded.

Single-route broadcast frame received Does not copy or forward the frame.
by the source routing station. The

bridge is not designated as

single-route broadcast bridge.

Single-route broadcast frame received Copies frame, sets A and C bits in the broadcast

by the source routing station. The indicator, removes the routing information from the
bridge is designated as single-route frame, and forwards the modified frame to
broadcast bridge. transparent bridging side. Adds its bridge number

to the saved routing information field and the LAN
number for transparent bridging side. Changes the
broadcast indicator to non-broadcast, complements
D-bit, and stores this routing information for the
source address of the frame.
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Table 3. SR-TB Bridge Decision Table (continued)

Type of Frame Received Action Taken by SR-TB Bridge

Non-broadcast frame received by the If frame carries specific route, bridge examines the

source routing station. routing information. If SR-TB bridge is part of the
route and appears between the LAN number for
the source routing side and LAN number for
transparent bridge side, the bridge copies the
frame and sets A and C bits in the repeated frame.
Forwards frame to the transparent bridging side
without routing information. If bridge does not
already have a permanent route for the source
address, it saves a copy of the routing information,
complements D-bit, and stores saved routing
information for the source address of the frame.

Frame received from the transparent  To forward frame to the source routing side, the

bridging side. bridge first determines if it has routing information
associated with the destination address carried in
the frame. If yes, the bridge adds routing
information to the frame, sets the RIl to 1, and
queues the frame for transmission on the source
routing side. If no, the bridge adds a routing control
field to the frame containing an indicator for
single-route broadcast and two route designators
containing the first two LAN numbers and its own

individual bridge number.

SR-TB Bridging: Four Examples

The SR-TB bridge interconnects source routing domains with transparent bridging
domains by transparently joining the domains. During operation, stations in both
domains are unaware of the existence of each other or of the SR-TB bridge. From
the end station’s point of view, any station on the combined network appears to be
in its own domain.

The following sections provide specific examples of frame forwarding during SR-TB
bridging. These examples assume that the SR-TB bridge is designated as a
single-route broadcast bridge. Eigure 17 an page 33 provides the following
information to accompany the situations described in each section:

* Q is the bridge’s own bridge number

* X is the LAN number for the LAN on the source routing side

* Y is the LAN number for the LAN on the transparent bridging side

* A, B, C, and D represent end stations
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Figure 17. SR-TB Bridging Examples

Example 1: Frame Sent from End Station A to End Station B

When the SR-TB bridge receives a frame with a source address of end station A
and a destination address of end station B, it enters end station A's address into its
transparent bridging side address table. This table contains the addresses of
stations known to be on the transparent bridging side of the bridge, which is the
normal process for transparent bridging.

If end station B’s address is in the transparent bridging side’s address table, the
SR-TB bridge does not forward the frame. If end station B’s address is not in the
transparent bridging side’s address table and not in the source routing side’s
address table, its location is not known to the SR-TB bridge. In this case, the frame
is forwarded on the source routing side as a single-route broadcast with no request
for route explorer return. Any frame sent by end station B (regardless of its
destination) causes its address to be added to the transparent bridging address
table. This prevents future forwarding of frames addressed to end station B to the
source routing side.

Example 2: Frame Sent from End Station A to End Station C
In this example, end station A’'s address is treated the same as the previous

example. Because end station C’s address will definitely not be in the transparent
bridge address table, the SR-TB bridge will forward the frame on the source routing
side.

The bridge then looks for end station C’s address in its source routing address
table. This table contains all known addresses with related routing information for
stations known to be on the source routing side of the bridge. If C's address is in
the source routing table, the bridge forwards the frame using the routing information
in the address table. If C's address is not in the source routing table (or if it appears
but has null routing information), the bridge forwards the frame on the source
routing side as a single-route broadcast with no request for route explorer return.

When end station C receives this frame, it enters end station A's address in its

source routing table together with the reverse direction of the route built from the
SR-TB bridge and marks it as a temporary entry. When end station C later tries to
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send a frame to end station A, it will use this specific route, and because the route
is marked as temporary, the frame will be sent as a non-broadcast route with a
request for route explorer return.

When the returning frame arrives at the SR-TB bridge, it is forwarded on the
transparent bridge side without routing information but will cause the route to end
station C to be entered in the source routing table as a temporary route. This
further causes the network management entity to send a route-explorer frame with
an all-routes broadcast setting back to end station C. This lets end station C select
the optimal routing for frames addressed to end station A to be entered as a
permanent route in the SR-TB bridge’s source routing table.

Example 3: Frame Sent from End Station C to End Station D

If the frame is sent as a non-broadcast and crosses over the segment to which the
SR-TB bridge is attached, the bridge scans the RII field for the routing sequence
(LAN X to Bridge Q to LAN Y). It cannot find the sequence and so will not forward
the frame.

If the frame is sent as a single-route broadcast, the bridge will discard the frame if
end station D is already known to be on the source routing side. If end station D is
not known to be on the source routing side, the bridge forwards the frame to the
transparent bridging side (minus the routing information), and adds “Q to Y” to the
routing information. Finally, it saves the routing information for end station C as a
temporary route in the source routing table with a non-broadcast indicator and the
direction bit complemented.

If the frame is sent as an all-routes broadcast, the SR-TB bridge discards the frame
(because end station D’s address is not present in the transparent bridging address
table) and makes sure that end station C’s address is in the source routing table.

Example 4: Frame Sent from End Station C to End Station A

If the frame is sent non-broadcast, the bridge scans the RII field for the routing
sequence (X to Q to Y). When it finds it, it forwards the frame to the transparent
bridging side. It also stores the routing information for end station C.

If the frame is sent as a single-route broadcast, the bridge forwards the frame
(minus the routing information) to the transparent bridging side and adds “Q to Y” to
the routing information. It also sets the non-broadcast indicator, complements the
direction bit, and enters the routing information for C’s address in its source routing
table.

If a temporary entry for end station C already exists in the source routing table, the
SR-TB bridge updates the routing information. If the frame is sent as an all-routes
broadcast, the bridge discards the frame but makes sure that end station C’s
address is in the source routing table.

SR-TB and Frame Relay

The Frame Relay interface supports SR-TB bridging by forwarding all bridged
frames to the appropriate bridging forwarder as long as bridging has been enabled
on the circuit.

SR-TB and ATM

The ATM interface supports SR-TB bridging by forwarding all bridged frames to the
appropriate bridging forwarder as long as bridging has been enabled on the VCC.
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Source Routing-Transparent Bridge (SR-TB) Terminology and

Concepts

This section describes the terms and concepts used in SR-TB bridging.

All Routes Broadcast
The process of sending a frame through every non-repeating route in the bridged
LAN.

All Stations Broadcast
The process of addressing a frame (placing all ones in the destination address) so
that every station on the ring the frame appears on copies the frame.

Bridge
A protocol-independent device that connects local area networks (LAN). Bridges
operate at the data link layer, storing and forwarding data packets between LANSs.

Bridge Number
The unique number identifying a bridge. It distinguishes between multiple bridges
connecting the same two rings.

Explorer Frames

The source routing bridge adds routing information to an explorer frame as it
forwards the frame through the network to its destination end station. The explorer
frame discovers routes. There are two types of explorer frames: all-routes explorer
(ARE) frames and spanning-tree explorer (STE) frames. ARE frames are forwarded
by all ports while STE frames are forwarded only by ports assigned to forward them
by the spanning tree protocol.

Ring Number
The unique number identifying a ring in a bridged network.

Route
A path through a series of LANs and bridges (for example, source routing bridges).

Route Designator
A ring number and a bridge number in the Routing Information Field used to build a
route through the network.

Route Discovery
The process of learning a route to a destination end station.

Segment Number
A number that identifies each individual LAN, such as a single token-ring or serial
line. A segment connects to the bridge, but can also operate independently.

Single Route Broadcasting
The process of sending a frame through a network such that exactly one copy of
the frame appears on each ring in the network.

Source Route Bridging
A bridging mechanism that routes frames through a multi-LAN network by specifying
in the frame the route it will travel.

Spanning Tree

A topology of bridges such that there is only one data route between any two end
stations.
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Transparent Bridging

A type of bridging that involves a mechanism that is transparent to end station
applications. Transparent bridging interconnects local area network segments by
bridges designated to forward data frames in a spanning tree algorithm.

Transparent-Source Routing Compatibility - Issues and Solutions

First, the ASRT bridge provides transparent bridge compatibility with ordinary source
routing bridges through source routing bridge conversion (SR-TB). SR-TB was
originally proposed as part of the 802.5 specification. This implementation is similar
to and can interoperate with IBM’s 8209 conversion bridge.

SR-TB converts transparent bridging frames to source routing frames and
conversely. In other words, instead of just checking to see whether an RIF is
present in a packet and forwarding it to a like destination, the ASRT bridge can
translate the packet into either format; it functions as either a transparent bridge or
a source routing bridge by inserting or removing an RIF as necessary. With this
function, packets can move between Ethernet and SRT token-ring LANs and still be
compatible with an installed base of source routing token-ring LANS.

Elimination of Packet Size Problems

SR-TB also eliminates packet sizing problems in token rings being bridged together
across an Ethernet domain. In this configuration, end stations use the source
routing protocol, which enables them to dynamically determine that there is a
network with a 1518-byte maximum frame size between them. The end station
automatically honors this limit without a manual reconfiguration. In the reverse
situation, bridging Ethernets across a token-ring domain, packet size is not a
problem because the token-ring packet size allowance is much larger.

Hardware Address Filtering

Another key feature provided by the ASRT bridge is hardware address filtering.
Hardware address filtering solves the conflict in packet acknowledgment methods
that exists in the Ethernet and token-ring LAN technologies. It occurs in the MAC
layer and is the only technique that accurately sets acknowledgment bits based on
the destination MAC address. The ASRT bridge uses content-addressable
memories (CAMS) to implement hardware address filtering. This technology
effectively gives the bridge a higher level of intelligence by providing instantaneous
lookup of MAC addresses without creating any performance penalty.

Bit Ordering in STB and SRB Bridges

Because bridges are continually being built to connect LANs with different MAC
address types, bit ordering during data transmission affects the inter-operability of
these technologies.

In administering MAC addresses, IEEE assigns addresses known as 48-bit IEEE
globally assigned uniqgue MAC addresses. These addresses are supported by
802.3, 802.4, and 802.5 LANs. Due to the lack of standards at the time this
addressing scheme was developed, two different situations have arisen:

* 802.3 (Ethernet) and 802.4 LANs transmit source and destination addresses with
the group bit first and LLC data fields transmitted least-significant bit (LSB) first.

* 802.5 (token-ring) LANs transmit source and destination addresses with the
group bit first and LLC data fields transmitted most-significant bit (MSB) first.

Note: For simplicity, 802.3 and 802.4 bridges and LANs will now be referred to as

LSB bridges and LANs. 802.5 bridges and LANs will be referred to as MSB
bridges and LANSs.
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The difference in the bit transmission standard means that a bridge from LSB to
MSB LANSs has to reverse the bit order of the destination and source MAC
addresses at the start of the MAC frame. This is because the different LAN types
use the same bit order for the MAC address (that is, group bit first) and yet use a
different bit order for the user data (either LSB or MSB first).

The misinterpretation of addresses due to reversed bit ordering is compounded by
the fact that some of the higher level communication protocols misinterpret MAC
addresses altogether. Protocols such as IP and Novell IPX interpret bridging
addresses incorrectly because at the time of their initial development, there was no
standard representation of MAC addresses.

The bit order differential is best resolved by combining bridging technology (data
link layer technology) with routing technology (network layer technology). Rather
than ask the user to “reverse engineer” today’s communications protocols and
configure each bridge to “flip” or reverse addresses on a case-by-case basis, the
problem is more easily solved by routing these protocols.

Routing eliminates the bit order and protocol addressing problems by accessing the
detailed packet addresses running at the higher layer. Routing alone is not a
complete solution, because other protocols such as IBM Frames and NetBIOS
cannot be routed, and SNA routing is limited. Therefore, it is important to implement
SRT in a device where bridging and routing work hand-in-hand.

ASRT Configuration Considerations

The ASRT bridge uses the spanning tree protocol and algorithm described in the
IEEE 802.1D bridge standard over all interfaces. It is possible that more than one
spanning tree will form in an environment where different types of bridges exist. For
example a spanning tree of all bridges practicing IEEE 802.1d protocol (for
example, STB and SRT) existing with another tree of IBM 8209 bridges. The loops
forming from this configuration require you to correct the situation.

TCP/IP Host Services support SDLC relay. When running as a pure bridge, and not
as an IP router, functions usually associated with an IP router are not available. For
example, there is no BootP forwarder function or any ARP subnet routing
capabilities.

ASRT Configuration Matrix

With an ASRT bridge, the collection of configuration parameters for the bridge and

all connected interfaces produces a bridge personality for that bridge. The following
matrix provides a guide to the configuration settings needed for each interface type
to produce the desired bridge personality to handle your network.

SR <> TB Interface Type & Bridging Method Setting

Bridge Conversion Serial Line

Personality Enabled? Token Ring [Ethernet or Tunnel |ATM

STB No B TB B B

SRB No SR - SR SR

STB & SRB No SR TB TB or SR TB or SR
SR-TB Yes SR B B B
SR-TB Yes SR TB SR SR

SRT No SR & TB B SR & TB SR & TB
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Interface Type & Bridging Method Setting

SR <->TB
Bridge Conversion Serial Line
Personality Enabled? Token Ring [Ethernet or Tunnel |ATM
ASRT Yes SR &TB B SR & TB SR & TB
ASRT Yes SR B SR & TB SR &TB
ASRT Yes SR or TB B SR & TB SR & TB

Bridge Personality Key:
STB = Transparent (Spanning Tree) Bridge
SRB = Source Routing Bridge

SR-TB = Source Routing Transparent Conversion Bridge
SRT = Source Routing Transparent Bridge
ASRT = Adaptive Source Routing Transparent Bridge

Bridging Method Key:

SR = Source Routing TB = Transparent Bridging
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This chapter describes bridging features that are available with the Adaptive Source
Routing Transparent (ASRT) bridge. The chapter includes the following sections:

Bridging Tunnel

The bridging tunnel (encapsulation) is another feature of the ASRT bridge software.
By encapsulating packets in industry-standard TCP/IP packets, the bridging device
can dynamically route these packets through large IP internetworks to the
destination end-stations.

End stations see the IP path (the tunnel) as a single hop, regardless of the network
complexity. This helps overcome the usual 7-hop distance limit encountered in
source routing configurations. It also lets you connect source routing end-stations
across non-source routing media, such as Ethernet networks.

The bridging tunnel also overcomes several limitations of regular source routing
including:
» Distance limitations of seven hops

» Large amounts of overhead that source routing causes in wide area networks
(WANS)

= Source routing’s sensitivity to WAN faults and failures (if a path fails, all systems
must restart their transmissions)

With the bridge tunnel feature enabled, the software encapsulates packets in
TCPI/IP packets. To the device, the packet looks like a TCP/IP packet. Once a
frame is encapsulated in an IP envelope, the IP forwarder is responsible for
selecting the appropriate network interface based on the destination IP address.
This packet can be routed dynamically through large internetworks without
degradation or network size restrictions. End-stations see this path or tunnel as a

single hop, regardless of the complexity of the internetwork. Eigure 18 on page 40
shows an example of an IP internetwork using the tunnel feature in its configuration.
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Figure 18. Example of the Bridge Tunnel Feature

The tunnel is transparent to the end stations. The bridging devices participating in
tunneling treat the IP internet as one of the bridge segments. When the packet
reaches the destination interface, the TCP/IP headers are automatically removed
and the inner packet proceeds as a standard source routing packet.

Encapsulation and OSPF

A major benefit of the encapsulation feature is the addition of the OSPF dynamic

routing protocol to the routing process. OSPF offers the following benefits when

used with encapsulation:

* Least-Cost Routing. OSPF accesses the fastest path (tunnel) with the fewest
delays, enabling network administrators to distribute traffic over the least
expensive route.

* Dynamic Routing. OSPF looks for the least-cost path, and also detects failures
and reroutes traffic with low overhead.

* Multi-Path Routing. Load sharing makes more efficient use of available
bandwidth.

With OSPF, tunnels automatically manage paths inside the internetwork. If a line or
bridge fails along the path, the tunnel bridge automatically reroutes traffic along a
new path. If a path is restored, the tunnel automatically updates to the best path.
This rerouting is completely transparent to the end-stations. For more information
on OSPF, see the configuration and monitoring chapters beginning at
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TCP/IP Host Services (Bridge-Only Management)

The IBM 2210 also supports TCP/IP Host services, which let you configure and
monitor a bridge when routing functions are disabled. This option gives you the
following capabilities:

* Management through SNMP

» Telnet server function

* Downloading and uploading of configurations through the TFTP protocol

* TFTP neighbor boot function

» |P diagnostic tools of ping and trace route

» Control of the device through SNMP sets and the Telnet client

When viewed from the bridge’s monitoring interface, TCP/IP Host Services is
handled as a new protocol having its own configuration and monitoring prompts.
These prompts are accessed via the protocol command in talk 6 and talk 5.

Bridge-only management function is activated by assigning an IP address to the

bridge and enabling TCP/IP Host Services (see [‘Chapter 12_Canfiguring and
Monitoring TCP/IP Host Services” an page 197). This IP address is associated with

the bridge as a whole, instead of being associated with a single interface. When
booting over the network, the bridge’s IP address and a default gateway can be
learned automatically through the ROMCOMM interface with the boot PROMs.
Default gateway assignments can also be user-configured.

TCP/IP host services are available whenever bridging is an option in the device
software load.

Bridge-MIB Support

For Bridge Management via SNMP, the IBM Nways Multiprotocol Routing Services
supports the management information bases (MIBs) as specified by RFC 1493 and
RFC 1525, except for the following MIBs:

» dotldStaticTable

* dotldTpFdbTable

* dotldPortPairTable

NetBIOS Name

Caching

The NetBIOS name caching feature enables the bridging device to significantly
reduce the number of Name-Query frames that leave an originating ring and are
forwarded through a bridge. Configuring NetBIOS name caching is part of the

NetBIOS conflguratlon Details are in ENetBIOS Name Caching and Route Caching/]

NetBIOS Duplicate Frame Filtering

Three frame types are typically sent in groups of six:
* Name-Query

* Add-Name

* Add-Group-Name

Duplicate frame filtering uses a timer to allow only one instance of each type of
frame to be forwarded through the bridge in the amount of time set by the user.

This process uses a separate database from the one used in Name Caching.
Duplicate frame database entries contain the client's MAC address and three time
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stamps, one for each of the mentioned frame types. Duplicate-frame filtering is

processed before name caching. Details are in Duplicate Frame Filtering” on pagd
fi3d.

NetBIOS Name and Byte Filters

NetBIOS filtering is a feature that enables you to enhance the performance of ASRT
Bridging. This feature lets you configure specific filters using the device
configuration process. NetBIOS filters are sets of rules applied to NetBIOS packets
to determine if the packets should be bridged (forwarded) or filtered (dropped).

Types of NetBIOS Filtering
There are two types of NetBIOS filtering, host name and byte:

host name
You implement host-name filtering using fields in NetBIOS packets that let
you select packets with specific NetBIOS host-names to be bridged or
filtered. The host-name filters are for bridging only. You can use them based
on NetBIOS source or destination names, depending on frame type.

Name filters apply to NetBIOS traffic that is being bridged or data link
switched.

Byte  You implement byte filtering using bytes (arbitrary fields) in NetBIOS
packets that enable you to specify certain NetBIOS packets to be bridged
or filtered.

There are no thresholds or timers associated with these filters and they remain
active until you either disable or remove them. A NetBIOS filter is made up of three
parts, the actual filter, filter-lists, and filter-items (described in more detail at

[Building a Filter” on page 43).

Configuration and monitoring of NetBIOS is described at 'Chapter 8 Configuring
and Monitoring NetBIOS” on page 153. The remainder of this section describes

NetBIOS host-name filtering and NetBIOS byte filtering.

NetBIOS host-name Filtering
NetBIOS filtering using host names lets you select packets with specific NetBIOS

host names to be bridged or filtered. When you specify that packets with a
particular NetBIOS host name (or set of NetBIOS host names) should be bridged or
filtered, the source name or destination name fields of the following NetBIOS packet
types are examined:

 ADD_GROUP_NAME_QUERY (source)

« ADD_NAME_QUERY (source)

* DATAGRAM (destination)

* NAME_QUERY (destination)

The host-name filter-lists specify NetBIOS names that should be compared with
source or destination name fields in the four different types of NetBIOS packets.
The result of applying a host-name filter-list to a NetBIOS packet that is not one of
those four types is Inclusive.

When configuring NetBIOS Filtering using host names, you specify which ports the
filter is applied to and whether it is applied to input or output packets on those
ports. Only NetBIOS Unnumbered Information (Ul) packets are considered for
filtering. Filtering is applied to NetBIOS packets that arrive at the device for either
source route bridging (all RIF types) or transparent bridging.
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When specifying a NetBIOS host name in a filter, you can indicate the 16th (last)
character of the name, as a separate argument, in its hexadecimal form. If you do
this, the first 15 bytes of the name are taken as specified and the 16th byte (if any
is specified) is determined by the final argument. If you specify fewer than 16
characters (and no 16th byte), then the name is padded with ASCII blank
characters up to the 15th character and the 16th character is treated as a wildcard.

When a specific NetBIOS host name is evaluated, that name is compared with only
certain fields of certain NetBIOS packets. NetBIOS host names in filter items may
include a wildcard character (?) at any point in the NetBIOS host name, or an
asterisk (*) as the final character of a NetBIOS host name. The ? matches against
any single character of a host name. The * matches against any one or more
characters at the end of a host name.

NetBIOS Byte Filtering

Another filtering mechanism, byte filtering, lets you specify which NetBIOS packets
should be bridged or filtered based on fields in the NetBIOS packets that relate to

the MAC address. In this case, all NetBIOS packets are examined to determine if

they match the configured filtering criteria.

To build a byte filter, you specify the following filter-items:

* An offset from the beginning of the NetBIOS header

* A byte pattern to match on

* An optional mask to apply to the selected fields of the NetBIOS header

The length of the mask, if present, must be of equal length to the byte pattern. The
mask specifies bytes that are to be logically ANDed with the bytes in the NetBIOS
header before the device compares the header bytes with the hex pattern for
equality. If no mask is specified, it is assumed to be all ones. The maximum length
for the hex pattern (and hence the mask) is 16 bytes (32 hexadecimal digits).

When configuring NetBIOS filtering using specific bytes, you also specify which
ports the filter is applied to and whether it is applied to input or output packets on
those ports.

Building a Filter

Each filter is made up of one or more filter-lists. Each filter-list is made up of one or
more filter-items. Each filter-item is evaluated against a packet in the order in which
the filter-item was specified.

When a match is found between a filter-item and a packet, the device:
» Bridges the packet if the filter-list is specified as Inclusive
» Drops the packet if the filter-list is specified as Exclusive

If no filter-items in the filter-list produce a match, the device:
* Forwards the packet if the filter as a whole is specified as Inclusive
» Drops the packet if the filter as a whole is specified as Exclusive

A filter-item is a single rule applied to a particular field of a NetBIOS packet. The

result of the application of the rule is either an Inclusive (bridge) or an Exclusive

(filter) indication. The following filter-items can be configured with NetBIOS filtering

(the first two items are host-name filters, the last two items are byte filters):

* Include NetBIOS host name optional 16th character (hex)

* Exclude NetBIOS host name optional 16th character (hex)

* Include decimal byte offset into NetBIOS hdr hex pattern starting at that offset
hex mask
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* Exclude decimal byte offset into NetBIOS hdr hex pattern starting at that offset
hex mask

Part of the specification of a filter indicates whether packets that do not match any
of the filter-items in the filter-list should be bridged (included) or filtered (excluded).
This is the default action for the filter-list. The default action for a filter-list is initially
set to Include, but this setting can be changed by the user.

Simple and Complex Filters

A simple filter is constructed by combining one filter-list with a device port number
and an input/output designation. This indicates that the filter list should be applied
to all NetBIOS packets being received or transmitted on the given port. If the
filter-list evaluates to Inclusive, then the packet being considered is bridged.
Otherwise, the packet is filtered.

A complex filter can be constructed by specifying a port number, an input/output
designation, and multiple filter-lists separated by one of the logical operators AND
or OR. The filter-lists in a complex filter are evaluated strictly left to right, and each
filter-list in the complex filter is evaluated. Each inclusive filter-list result is treated as
a true and each exclusive filter-list result is treated as a false. The result of applying
all the filter-lists and their operators to a packet is a true or false, indicating that the
packet is bridged or filtered. Each combination of input/port or output/port can have
at most one filter.

Multiple Spanning Tree Protocol Options

The ASRT bridge lets you extend spanning tree protocol options to cover as many
configuration options as possible. The following sections provide information on
these features.

Background: Problems with Multiple Spanning Tree Protocols

Bridging technology employs different versions of spanning tree algorithms to
support different bridging methods. The common purpose of each algorithm is to
produce a loop-free topology.

In the spanning tree algorithm used by transparent bridges (TBs), Hello BPDUs and
Topology Change Notification (TCN) BPDUs are sent in a transparent frame to well
known group addresses of all participating media (Token-Ring, Ethernet, and so
on). Tables are built from this exchanged information and a loop-free topology is
calculated.

Source routing bridges (SRBs) transmit spanning tree explorer (STE) frames across
other SRBs to determine a loop-free topology. The algorithm sends Hello BPDUs in
a transparent frame to well known functional addresses. Since TCN BDPUs are not
used by SRBs, the port state setting created as a result of this spanning tree
algorithm does not affect all route explorer (ARE) frame and specifically routed
frame (SRF) traffic.

In bridging configurations using IBM 8209 Bridges, a different spanning tree method
is used to detect parallel IBM 8209 bridges. This algorithm uses Hello BPDUs sent
as STE frames to IEEE 802.1d group addresses on the token ring. On the Ethernet,
Hello BPDUs sent as transparent frames to the same group address are used. This
method enables 8209s to build spanning trees with transparent bridges and other
IBM 8209 bridges. It does not participate in the SRB spanning tree protocol,
however, and Hello BPDUs sent by SRBs are filtered. Consequently, there is no
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way to prevent the 8209 from becoming the root bridge. If the 8209 bridge is
selected as the root, then traffic between two transparent bridge domains may have
to pass through token-ring/SRB domains.

As you can see, running multiple spanning tree protocols can cause compatibility
problems with the way algorithm creates its own loop-free topology.

The STP/8209 bridging feature is available to enable you to further extend the
Spanning Tree protocol. Previously, SRBs allowed only manual configuration of a
loop-free tree over the token-ring. This was the only mechanism to prevent loops in
the case of parallel SR-TB bridges. With the addition of the STP/8209 feature the
following spanning tree algorithm combinations are possible:

» Pure Transparent Bridge (TB) - IEEE 802.1d Spanning Tree protocol is used.
* Pure Source Routing Bridge (SRB) - SRB Spanning Tree protocol is used.

» Transparent and Source Routing Bridges as separate entities - IEEE 802.1d
Spanning Tree protocol is used for TB and manual configuration (no Spanning
Tree protocol) is used for SRB.

* SR-TB Bridge - IEEE 802.1d Spanning Tree protocol is used for TB ports and
IBM 8209 BPDUs on SRB ports are used to form a single tree of TBs and
SR-TBs. SRB Hello BPDUs are allowed to pass on the SR domain but are not
processed. IBM 8209 bridges filter such frames but this is allowed because it is a
two-port bridge with the other port being a TB port.

» Pure SRT Bridge - Only IEEE 802.1d Spanning Tree protocol is used. SRB Hello
BPDUs and IBM 8209 BPDUs are allowed to pass but are not processed.

* ASRT Bridge - IEEE 802.1d Spanning Tree protocol is used to make a tree with
TBs and SRT bridges. “8209-like” BPDUs are also generated on all SR
interfaces. These BPDUs are processed as soon as they are received. This
causes two BPDUSs to be generated and received on all SR interfaces. Because
both BPDUs carry the same information, there will be no conflict of port
information. This lets the ASRT bridge create a spanning tree with IBM 8209 and
SR-TB bridges along with other TBs and SRT bridges.

Threading (Router Discovery)

Threading is a process used by a token-ring end station protocol (for example, IP,
IPX, or AppleTalk) to discover a route to another end station through a
source-routing bridged network.

The details of the threading process vary according to the end station protocol. The
following sections describe the threading process for IP, IPX, and AppleTalk.

IP Threading with ARP

IP end-stations use ARP REQUEST and REPLY packets to discover a RIF. Both IP
end-stations and the bridges participate in the route discovery and forwarding
process. The following steps describe the IP threading process.

1. An IP end-station maintains an ARP table and a RIF table. The MAC address in
the ARP table is used as a cross reference for the destination RIF in the RIF
table. If a RIF does not exist for that specific MAC address, the end-station
transmits an ARP REQUEST packet with an ARE (all routes explorer) or an STE
(spanning tree explorer) onto the local segment.

2. All bridges on the local segment capture the ARP REQUEST packet and send it
over their connected networks.
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As the ARP REQUEST packet continues its search for the destination
end-station, each bridge that forwards it adds its own bridge number and
segment number to the RIF in the packet. As the frame continues to pass
through the bridged network, the RIF compiles a list of bridge and segment
number pairs describing the path to the destination.

When the ARP REQUEST packet finally reaches its destination, it contains the
exact sequence of bridge and segment numbers from source to destination.

3. When the destination end-station receives the frame, it places the MAC address
and its RIF into its own ARP and RIF tables. If the destination end-station
should receive any other ARP REQUEST packets from the same source, that
packet is dropped.

4. The destination end-station then generates an ARP REPLY packet including the
RIF and sends it back to the source end-station.

5. The source end-station receives the learned route path. The MAC address and
its RIF are then entered into the ARP and RIF tables. The RIF is then attached
to the data packet and forwarded onto the destination.

6. Aging of RIF entries is handled by the IP ARP refresh timer.

IPX Threading

IPX end-stations check each packet they receive for a RIF. If the RIF does not exist
in the table, they add the RIF to the table and designate that route as

HAVE ROUTE. If the RIF indicates that the packet came from an end-station on
the local ring, the route is designated as ON_RING.

If the end-station needs to send out a packet and there is no entry in the RIF table
for the MAC address, the end-station transmits the data as an STE.

When the RIF timer expires, the entry in the table is cleared and will not be
reentered until another packet arrives containing a RIF for that entry.

AppleTalk 2 Threading

AppleTalk end-stations use ARP and XID packets to discover a route. Both the
AppleTalk end-stations and the bridges participate in the route discovery process
and forwarding. The following steps describe the AppleTalk threading process.

1. If a RIF does not exist for a specific MAC address, the end-station transmits an
ARP REQUEST packet with an ARE (all routes explorer) onto the local
segment.

2. All bridges on the local segment capture the ARP REQUEST packet and send it
over their connected networks. As the ARP REQUEST packet continues its
search for the destination end-station, each bridge that forwards it adds its own
bridge number and segment number to the RIF in the packet. As the frame
continues to pass through the bridged network, the RIF compiles a list of bridge
and segment number pairs describing the path to the destination.

3. When the destination end-station receives the frame, it places the MAC address
and its RIF into its own ARP and RIF tables and the state of the entry is
designated as HAVE_ROUTE. If the destination end-station should receive any
other ARP REQUEST packets from the same source, that packet is dropped.

4. The destination end-station then generates an ARP REPLY packet including the
RIF and sends it back to the source end-station with the direction bit in the RIF
flipped.

5. The source end-station receives the learned route path. The MAC address and
its RIF are then entered into the ARP and RIF tables and the state is
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designated as HAVE_ROUTE. If the RIF indicates that the packet came from an
end-station on the local ring, the route is designated as ON_RING.

6. If the RIF timer expires, an XID is sent out with an ARE and the state is
changed to DISCOVERING. If no XID reply is received, the entry is discarded.

SR-TB Duplicate MAC Address Feature

The duplicate MAC address (DMAC) feature enables you to attach an SR-TB bridge
to a SR bridged network that has duplicate MAC addresses configured. The
duplicate MAC address feature can be enabled with two options:

* Duplicate MAC Feature without Load-Balance

This option enables you to enable duplicate MAC addresses without
load-balancing. In this case, only one RIF is learned for the duplicate MAC
address and aging is performed on this learned RIF. All stations from the TB
domain will use this one RIF to communicate with that MAC address. When the
entry for this RIF ages out, the next frame will be sent from the TB domain as a
Spanning Tree Explorer (STE) frame.

* Duplicate MAC Feature with Load-Balance

This option enables you to enable duplicate MAC addresses with load-balancing
and can be enabled only after enabling DMAC without Load-Balance. In this
case, two RIFs are learned and maintained for each duplicate MAC address.
Each of the two RIFs will have its own aging timer. Whenever the bridge receives
a frame with a particular RIF, the aging value corresponding to that RIF will be
refreshed. The first time a station from the TB domain sends a frame to a
duplicate MAC address, the bridge software decides which RIF will be used to
send that frame. All subsequent frames from the sending station will be sent
using that same RIF. The bridge will maintain primary and secondary RIFs for up
to seven duplicate MAC addresses. If you specify separate age values for
duplicate MAC addresses, the appropriate value will be used to age out entries
corresponding to that duplicate MAC address, enabling you to tune the aging
value for duplicate MAC addresses.

Bridging on ATM

The device supports bridging over native ATM (RFC 1483). When bridging over
native ATM, multiple (virtual) ports may be configured for a single (physical)
interface.

RFC 1483 Support for Bridging

RFC 1483 specifies an LLC value of OXAA-AA-03 and an OUI value of 0x00-80-C2
for bridged protocols. The 2-octet PID portion of the SNAP header, in the case of
bridged protocols, specifies the bridged media, and additionally, whether the original
frame check sequence (FCS) is preserved within the original bridged PDU. The PID
values for the different media are specified. Refer to RFC 1483 for further details.

The ATM interface will forward bridged MAC frames to and from Token Ring/802.5,
Ethernet/802.3. One bridge port is used per VCC. While configuring a bridge port
on an ATM interface, you must specify a VCC that is permanently tied to that port.
Bridged frames received on a port/VCC are sent out on one or more ports/VCCs as
per the bridging protocol being used and the bridging configuration. Once a bridge
port is configured on an ATM interface and has a VCC associated with it, it
functions as a normal bridging port on a legacy LAN. The association of the port
with an ATM interface is transparent to the user and to the bridging function.
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When configuring a bridge port on an ATM interface, the user must specify whether
PVC or SVC support should be used. For PVC support, you must provide the VPI
and VCI for the PVC. For SVC support, you must provide the remote ATM address
as well as the selector to be used for the local address.

Note: Unlike PVC support, using SVCs does not require any configuration at the
intermediate switches.

Once a port has been added on an ATM interface, the bridging configuration
commands that require a port number as a parameter can be used with this port
number.

Refer to lChapter 27 Ising ARP” an page 571l and LChapter 6 Canfiguring and
Manitoring Bridging” on page 67 for additional information on configuring bridging

over ATM.

Understanding Multiaccess Bridge Ports

A multiaccess bridge port is a bridge port that includes all Frame Relay virtual
circuits that are not individually configured as bridge ports. The multiaccess bridge
port is assigned a unique bridge segment number, which is used for source routing
bridging.

A multiaccess bridge port has the following bridging characteristics:

It supports source routing (SR) bridging only.

* Fully meshed configurations support any-to-any connectivity and may use the
Spanning Tree protocol to prevent bridging loops.

* Non fully meshed configurations only support branch-to/from-datacenter
connectivity because bridging between virtual circuits on the same multiaccess
segment is not supported. This configuration cannot use the Spanning Tree
protocol, so forwarding of STE frames must be enabled. By default, Spanning
Tree protocol is disabled and forwarding of STE frames is enabled.

Note: This is the preferred configuration because Spanning Tree protocol can
consume considerable WAN bandwidth and most configurations are not
fully meshed.

* It requires the 1-to-N bridge virtual segment.

» It provides protocol-independent connectivity between like end stations and
limited connectivity between end stations on dissimilar media.

» It can provide effective data catchers for multiple IBM 2218 devices. (See

tinteroperating with |BM 2218 Devices” on page 49.)

The Multiaccess Database

Each multiaccess bridge port maintains a multiaccess database that maps the
next-hop segment number to the Frame Relay virtual circuit on which the frame was
received. Database entries are built or updated as the segment receives ARE, STE,
or specifically routed frames from the circuits. STE and ARE frames that are to be
forwarded onto the multiaccess segment are flooded to all virtual circuits in the
multiaccess segment. Specifically routed frames that are to be forwarded onto the
multiaccess segment are only forwarded if there is a multiaccess database entry
that maps the next-hop segment number to a virtual circuit.

The software “ages out” entries in the multiaccess database at a rate that you
specify with the multiaccess-age command.
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Configuring Multiaccess Bridge Ports

The following example illustrates how to configure multiaccess bridge ports on
Frame Relay interfaces 1 and 4. Port 5 is the next available bridge port and this is
the first time source routing is being enabled.

* talk 6

Config> prot asrt

ASRT Config> add multiaccess-port

ASRT Config> Interface number [0]? 1

ASRT Config> Port Number [5]?

ASRT Config> Segment Number for the port in hex (1 - FFF) [001]? 300
ASRT Config> Bridge Number in hex (0 - 9, A - F) [0]? 2

ASRT Config> Bridge Virtual Segment Number (1 - FFF) [001]? CCD

ASRT Config> add multiaccess-port

ASRT Config> Interface number [0]? 4

ASRT Config> Port Number [6]?

ASRT Config> Segment Number for the port in hex (1 - FFF) [001]? 400

Note: You are not prompted for bridge number and virtual segment number after
configuring the first multiaccess bridge port.

Interoperating with IBM 2218 Devices

Using multiaccess ports with 2210/2212/2216 devices as data catchers can provide
a high density, high availability topology for the 2218s in your network.

» High density occurs because many 2218 devices can connect to a datacenter
bridge through a single multiaccess bridge port.

» High availability occurs by configuring a single 2218 to connect to primary and
backup datacenter bridges through their multiaccess bridge ports. The 2218 can
then switch between the primary and backup circuits as the 2218 detects
problems in the Frame Relay network.

For the 2218 to switch between the primary and central bridges without losing LLC
connections between itself and the central bridge you must:

» Configure the primary and backup datacenter bridges with the same bridge
1-to-N virtual segment number.

» Configure the primary and backup datacenter bridges with the same source route
bridge number.

» Configure the primary and backup datacenter bridges with the same multiaccess
segment number.

Note: This configuration only supports branch-to-datacenter connectivity.

Eigure 19 on page 51 shows a typical network connection between 2210s and
2218s.
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Figure 19. Sample Configuration with 2218 and Multiaccess Bridge Ports

Chapter 4. Using the Boundary Access Node (BAN) Feature

This chapter describes the Boundary Access Node (BAN) feature on the 2210. BAN
provides a reliable, low-cost way for attached PU Type 2.0 and 2.1 end stations to

communicate with the SNA environment across wide-area links. This chapter

includes the following sections:
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About the Boundary Access Node Feature

BAN can be used to attach to any of these SNA node types:
* End nodes

* Network nodes

* Subarea nodes.

The IBM Network Control Program (NCP) is an example of a subarea node and, in
conjunction with VTAM, a composite APPN network node.

The BAN feature is an enhancement of the Frame Relay, DLSw, and Adaptive
Source Route Bridging (ASRT) capabilities of the 2210 software. This feature
enables IBM Type 2.0 and 2.1 end stations connected to a 2210 to make a direct
connection via Frame Relay to an SNA node supporting the RFC 1490/2427
Bridged 802.5 (Token-Ring) Frame format. The BAN feature provides a better, less
costly way of communicating with the IBM SNA environment. IBM has modified the
IBM Network Control Program (NCP) software to support this enhancement.

When using BAN, end stations function as if they are directly connected to an SNA
node via a Token-Ring, Ethernet, or SDLC line as shown in \m Though their
data actually passes through a 2210 and over a Frame Relay network, this is
transparent to the end stations.

T2.0
[\
T2.1
TR, EN, _)
< or SDLC

Connection
\ /I

SNA Bridging
Node Router

L\
T2.0

Figure 20. Direct Connection of End Stations to an SNA Node Using BAN

Benefits of BAN

Designed to meet the needs of customers who do not require a full DLSw
implementation, BAN provides an economical method for connecting to IBM
environments. Offering a path to full DLSw capability, BAN provides three major
benefits to customers who need to internetwork with the IBM environment:

1. Ability to bridge Ethernet or Token-Ring traffic directly to the SNA node without
frame conversion by another DLSw router. This can save capital equipment
costs by eliminating the need for another router and a host at the central site.

2. Ability to bridge Ethernet, Token-Ring, or FDDI traffic directly to the SNA node
without frame conversion by another DLSw router. This can save capital
equipment costs by eliminating the need for another router and a host at the
central site.

3. No architectural limit to the number of multiplexed LLC Type 2 (LLC2)
connections over a single Frame Relay data link connection identifier (DLCI). In
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contrast, the existing NCP Frame Relay Boundary Node (BN) support limits the
number of LLC2 connections per DLCI to 127. This can save significantly on
Frame Relay DLCI provider costs.

4. Eliminates the need to configure end station addresses on the DLSw router that
is local to the end stations. This makes it easier to configure and manage the
BAN setup.

Note: You can use a BAN DLCI for IP traffic. This allows you to manage the
router (via SNMP) over the same DLCI you are using for SNA (via BAN).

How BAN works

The BAN feature in the router works by filtering the frames sent by Type 2.0 or 2.1
end stations. Each BAN frame is modified by the router to comply with Bridged
802.5 (Token-Ring) Frame format. The router examines each frame, and allows only
those with the BAN DLCI MAC address to pass over a DLCI to the mainframe. The
destination MAC address in the bridged 802.5 frame is replaced with the Boundary
Node Identifier in frames destined for the SNA node.

With BAN, only one DLCI ordinarily is needed. However, BAN may use many DLCI
connections between the router and the IBM environment. In some cases, you may
want to set up more than one DLCI to handle BAN traffic. See LSetti i

DLCIs” on page 5d for more information.

There are two ways to use the BAN feature:

» Straight bridging using the 2210’s bridging capability

* DLSw terminated, in which BAN terminates the LLC2 connection at the router
running DLSw.

The sections that follow explain how to configure each method.

Bridged Versus DLSw BAN

You can implement BAN in two ways: straight bridging and DLSw terminated. With
straight bridging, you configure BAN to bridge LLC2 frames from Type 2.0 or Type
2.1 end stations straight into the SNA node. With DLSw Terminated, BAN
terminates the LLC2 connection at the router running DLSw. In this discussion, we
refer to straight bridging as BAN Type 1 and DLSw Terminated as BAN Type 2.

Eigure 21 on page 54 shows a BAN Type 1 (Bridged) connection. In this figure,
notice that the router does not terminate the LLC2 traffic received from attached

end stations. Instead, the router converts the frames it receives to Bridged
Token-Ring format (RFC 1490/2427) frames, and bridges directly to the SNA node.
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Figure 21. BAN Type 1: The Router as an LLC2 Bridge

In this case, the router acts as a bridge between the SNA node and the end
stations. DLSw does not terminate LLC2 sessions at the router, as does BAN Type
2. End-station frames can be Token-Ring, or Ethernet format, provided the bridge is
configured to support that type of frame.

Eigure 22 on page 59 shows a BAN Type 2 (Virtual BAN DLSw) connection. In this
figure, notice that the DLSw router does not function as a bridge. The router

terminates the LLC2 traffic received from attached end stations. At the same time,
the router establishes a new LLC2 connection to the SNA node over the Frame
Relay network. Thus, though two LLC2 connections exist within the transaction, the
break between them is transparent both to the SNA node and the end stations. The
result is a virtual LLC2 connection between the SNA node and the end stations.
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Figure 22. BAN Type 2: Local DLSw Conversion

The SDLC session is terminated in the router, and a separate LLC2 session exists
between the router and the SNA node. The SDLC station appears to the SNA node
as a Frame Relay attached station.

Remote DLSw is supported for both types of BAN. Either BAN Type 1 or Type 2
connections can be used by routers functioning as DLSw partners to connect Type
2.0 or 2.1 end stations to an SNA node.

Which Method Should You Use?

Straight bridging of frames (BAN Type 1) is generally preferred because it provides
fast delivery of data with minimal network overhead. However, there are exceptions.
If usage on a DLCI is too high, session timeouts might occur in a bridged
configuration. Conversely, session timeouts rarely occur in a DLSw configuration
(BAN Type 2) since this type of configuration terminates and then recreates LLC2
sessions at the local (DLSw) router.

Using the BAN Feature

When you are configuring BAN, the system prompts you for information. Often, the
system provides default values, which you accept by pressing Return .

To use the BAN feature, you must:

1. Configure the router for frame relay (FR)

2. Configure the router for Adaptive Source Route Bridging (ASRT)
3. Configure the router for BAN

4. Configure the router for DLSw (BAN type 2 only)

These steps are documented in the example that follows. The example assumes
that you are setting up a single DLCI to carry BAN traffic. Depending on your
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circumstances and needs, you may want to set up multiple DLClIs for redundancy or
for increased total bandwidth to the IBM environment. In this case, the BAN DLCI
MAC address of the 2210 must be identical to the BAN DLCI MAC address of the
ISDN backup 2210. Also, the value of the internal bridge segment of the 2210 must
be different from the value of the internal bridge segment of the backup 2210. See

[Setting up Multiple DLCIs” on page 59 for more information.
Step 1: Configure the 2210 for Frame Relay

To access the Frame Relay configuration prompt, type network interface# at the
Config> prompt as shown in the following example. (Interface# is the number of the
Frame Relay interface.)

Config>network 2

Frame Relay user configuration
FR Config>

At the FR Config> prompt, add a permanent circuit as shown in the following
example. The router will prompt you for:

e The circuit number. This is the DLCI number.

¢ A committed information rate.

FR Config>add permanent

Circuit number [16]? 20

Committed Information Rate in bps [64000]?
Committed Burst Size(Bc) in bits (64000)?

Excess Burst Size (Be) in bits(0)?

Assign circuit name []? 20-ncpl0

Is circuit required for interface operation [N]?
FR Config>

The DLCI you create becomes the PVC that connects the 2210 and the SNA node
when BAN is used. The next step consists of configuring this PVC as a bridge port.

Note: If you want to set up multiple BAN DLCIs connected to the same or different
SNA nodes, you must configure frame relay separately for each DLCI. See
! for more information.

Step 2: Configure the Router for Adaptive Source Route Bridging

Next, you must configure the PVC as a bridge port. To do this, use the protocol
command at the Config> prompt as shown:

Config>protocol asrt
Adaptive Source Routing Transparent Bridge user configuration
ASRT config>

At the ASRT Config> prompt, add a port as shown. The router will prompt you for an
interface number. The number you assign will be the FR interface number on the
bridge. You will be prompted for a port number and a circuit number. The circuit
number you assign must be the same as the number used when configuring the
device for bridging over Frame Relay in Step 1.

ASRT config>add port

Interface Number [0]? 2

Port Number [5]?

Assign circuit number [16]? 20
ASRT config>

Next, enable source routing and define source-routing segment numbers for the
Frame Relay port:

ASRT config>enable source routing

Port Number [3]? 5

Segment Number for the port in hex (1 - FFF) [1]? 456
Bridge Number in hex (1-9, A-F) [1]?

ASRT config>
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Last, disable transparent bridging on the bridge port as shown:

ASRT config>disable transparent bridging
Port Number [3]? 5
ASRT config>

If BAN type 2 connections are being used, enable DLSw for bridging.

ASRT config>enable dls
ASRT config>

The next step consists of configuring the router for BAN.

Step 3: Configure the Router for BAN

You must configure the router for BAN from the ASRT config> prompt. The addition
of a BAN port on the router will not be verified until you restart the router. Note that,
as in steps 1 and 2, bridge port 5 is the port used throughout this step.

Config>protocol asrt

ASRT config>ban

BAN (Boundary Access Node) configuration
BAN config>

At the BAN config> prompt, add the port number (5) on which you want to enable
the BAN feature. You will be prompted to enter a BAN DLCI MAC address and the
Boundary Node Identifier address as shown:

BAN config>add 5
Enter the BAN DLCI MAC Address []? 400000000001
Enter the Boundary Node Identifier MAC Address [4FFF00000000]?

In this example, 400000000001 is the MAC address of the DLCI. This is the
address to which attached end stations will send data. (See Eigure 21 on page 54
and Eigure 22 an page 55). The other address, 4FFF00000000, is the default
boundary node identifier address. To accept it, press Enter.

Note: The boundary node identifier corresponds to the destination MAC address
placed in the bridged 802.5 frames sent from the 2210 to the SNA node. The
default of 4FFFO0000000 matches the default used by the IBM Network
Control Program (NCP). The NCP address is specified in the NCP definition
by the LOCADD keyword of the LINE statement that defines the physical
Frame Relay port. For other SNA nodes that support bridged 802.5 frames
over frame relay, the boundary node identifier must be set to the MAC
address that the SNA node has configured for this virtual circuit.

Specifying the BAN Connection Type:  The next prompt asks you to specify which
type of BAN connection you want to add: bridged or DLSw terminated. These two
methods are described in preceding sections as BAN Type 1 and BAN Type 2. Type
1, straight bridging, is the default. You should accept the default unless you want
inbound traffic to be terminated at the router.

After you enter b or t, the router informs you that the BAN port has been added.

Do you want the traffic bridged (b) or DLSw terminated (t) (b/t) [b]?
BAN port record added.

Step 4: Configure the Router for DLSw (BAN Type 2 Only)

If BAN type 2 connections are being used, then DLSw must be configured. This
involves enabling DLSw, setting the DLSw segment number, adding the local DLSw
TCP partner, and opening the service access points (SAPs) associated with the FR
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interface and the LAN interface. If you fail to perform this DLSw configuration, you
will not be able to use BAN type 2 (DLS terminated) connections.

Enable DLSw, using the enable dls command from the DLSw config> prompt.

Set the DLSw segment number using the set srb command form the DLSw config>
prompt.

To add a local DLSw TCP partner, do the following at the DLSw config> prompt:

DLSw config>add tcp

Enter the DLSw neighbor IP Address [0.0.0.0.]? 128.185.236.33
Neighbor Priority (H/M/L) [M]?

DLSw config>

Open the SAPs from the DLSw config> prompt as shown in this example:

DLSw config>open

Interface # [0]?

Enter SAP in hex (range 0-ff) [0]? 4
DLSw config>

Issuing the open command for interface 0 opens the SAP on the LAN interface.
Issue the same command to open the SAP on the FR interface. Note that in each
case, you enter the number 4 to open a SAP.

DLSw config>open

Interface # [2]? [open on the FR interface]
Enter SAP in hex (range 0-ff) [0]? 4

DLSw config>

Using Multiple DLCIs for BAN Traffic

While one DLCI is usually sufficient to handle BAN traffic to and from the IBM
environment, setting up two or more DLCIs may prove useful in some
circumstances.

Scenario 1: Setting up a Fault-Tolerant BAN Connection

Redundant connections to multiple SNA nodes protect against a single SNA node
failure. In addition, sharing BAN traffic among several DLCIs reduces the chance of
one SNA node becoming overloaded. In a redundant DLCI configuration, PU Type
2.0 and 2.1 end stations can pass BAN traffic to different SNA nodes, as shown in

Eigure 23 on page 5d.

Note: Each DLCI is configured on a separate FR ASRT bridge port with the same
DLCI MAC address.
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Figure 23. BAN Configuration with Multiple DLCIs to Different SNA Nodes

Scenario 2: Increasing Bandwidth to the IBM Environment

Multiple connections to the same SNA node increase the total bandwidth available
for communicating with the IBM environment. This reduces the possibility of
congestion on a single DLCI.

You may want to set up two or more DLCIs if you have a large amount of BAN
traffic and another FR connection at your disposal. A second DLCI can provide
greater total bandwidth to the SNA node, and protect you against unexpected
failures.

Setting up Multiple DLCIs

Setting up multiple DLCIs is simple, particularly if you do this during the initial BAN
configuration. When setting up multiple connections, remember that each Frame
Relay DLCI corresponds to a specific SNA node in the IBM environment. To pass
BAN frames to that SNA node, you must specify the correct circuit number when
establishing the Frame Relay connection. Your frame relay provider can give you
the circuit number for each of your connections.

To set up DLCI connections to different SNA nodes ( EScenario 1- Setting up 4
Eault-Tolerant BAN Connection” on page 58), you must:

1. Take one of the following actions:
* In the ASRT configuration , add a bridge port for that DLCI.

* In the Frame Relay configuration , define another Frame Relay DLCI on a
second bridge port.

2. Configure the bridge port for BAN, as shown in ['Step 3: Configure the Router
hLBAN—an—page—sj” .

To set up a second DLCI connection to the same SNA node (see EScenario 2]
Increasing Bandwidth to the IBM Environmentl) follow the same steps. In kscenarid
R Increasing Bandwidth to the IBM Environment!, the circuit number provided for
the second Frame Relay port will differ from the first. However, each circuit number
identifies a different DLCI and a distinct path to the IBM environment.
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Checking the BAN Configuration

When you restart the router, the router will validate that the BAN bridge port is a
Frame Relay bridge port with source-routing behavior. You should check the BAN
configuration with the list command as shown here:

BAN config>Tist

bridge BAN Boundary bridged or

port DLCI MAC Address Node Identifier DLSw terminated
5 40:00:00:00:00:01 AF:FF:00:00:00:00 bridged

BAN config>

As this example shows, the list command displays each aspect of the BAN
configuration, giving the bridge port (5 in this case), the MAC address of the DLCI
and the boundary node identifier for the SNA node, and whether the port is bridged
or DLSw terminated.

To verify that BAN has initialized properly on startup, you can use GWCON as

follows:
+ protocol asrt
ASRT>ban
BAN (Boundary Access Node) console
BAN>Tist
bridge BAN Boundary bridged or
port DLCI MAC Address Node Identifier DLSw terminated  Status
5 40:00:00:00:00:01 4F:FF:00:00:00:00 bridged Init Fail
BAN>

GWCON provides three status messages:

« Astatus of Init Fail indicates that a configuration problem exists.

* A status of Down indicates that the DLCI is not running.

» A status of Up indicates that the Frame Relay DLCI is up and running as
intended.

If you receive a status other than Up, you should check the router’'s ELS messages

to diagnose the problem. EEnahling Event | agging System (E1 S) Messages fol

explains how to enable ELS messages.

Enabling Event Logging System (ELS) Messages for BAN

After initial BAN configuration and restart, it is a good idea to enable ELS messages
to see whether the configuration is working as planned. You can enable
BAN-specific messages from the Config> prompt as shown:

Config>ev

Event Logging System user configuration
ELS config>display subsystem ban all
ELS config>

Entering this command displays all BAN subsystem messages. This will cause ELS
to notify you of all BAN-related behavior. After running BAN for a while, you may
want to turn off some messages. You can turn off specific ELS BAN messages by
using the nodisplay command and the specific message number. This example
illustrates how to turn off the ban.9 message:

ELS config>nodisplay event ban.9
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For a list and explanation of all BAN-related messages, refer to the Event Logging
System Messages Guide.
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This chapter describes how to create basic configurations for the adaptive source
routing transparent (ASRT) brldge using the ASRT conf|gurat|on commands. The
chapter includes the L

If you need more information about the ASRT bridge configuration commands, refer

to the EChapter 6. Configuring and Monitoring Bridging” on page 67.

For an introduction to modification of ASRT bridging, see NetBIOS Name and Bytd

For examples of setting up NetBIOS filtering, see ENetBIQS Host Name and Bytd
ELIW i i i u .

For information on how to access the ASRT configuration environment, see “Getting
Started” in the Software User’s Guide.

Basic Bridging Configuration Procedures

The ASRT bridge enables you to perform basic bridging configurations using as few
commands as possible. For example, using the enable bridge command begins
this process by letting all correctly configured devices participate in transparent
bridging. In addition, all default values for the spanning tree algorithm are enabled.

Bridging function beyond transparent bridging is then enabled on a “per-port” basis.
When source routing is enabled, user input such as segment number, bridge
number, and so on, is still required and must be entered beyond the basic
commands that are explained.

Bridging Interfaces

The ASRT bridge supports bridging over combinations of one or more of the
following interfaces:

» Ethernet

* Token-Ring

» Serial Line

e ATM

The Ethernet interface supports transparent bridging, while token-ring interfaces
support source routing and transparent bridging.

The serial line interface provides point-to-point connectivity for transparent and
source routing traffic. It is important to note that a bridge configuration over a serial
line should be consistent at both end points. This means that both end points
should be configured as follows:

« Transparent-to-transparent

» Source routing-to-source routing

* Source routing/transparent-to-source routing/transparent

It is best if the serial line is configured for both bridging methods if mixed bridging is

desired. Another suggested guideline is to make sure that bridging routers are
consistent in their bridging method or in their routing of particular protocols.
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The information immediately following outlines the initial steps required to enable
the bridging options offered by the ASRT bridge. Details on making further
configuration changes are covered in the command sections of this chapter. After
completing these tasks, you must restart the router for the new configuration to take
effect.

Enabling the Transparent Bridge

Use the following commands to enable transparent bridging:
* Enable bridge to enable transparent bridging on all local area network (LAN)

interfaces. Wide Area Network (WAN) interfaces (such as serial lines) can be
included by using the add port command.
Disable transparent port# to exclude specified token-ring interfaces from

participating in transparent bridging. Repeat the command for all interfaces you
want excluded from the transparent bridging configuration.

Enabling the Source Routing Bridge

Use the following commands to enable source-route bridging:
* Enable bridge to enable bridging on all local area network interfaces. WAN

interfaces (for example, serial lines) can be included by using the add port
command.

Disable transparent port# to disable transparent bridging on all ports.
Enable source-routing port# segment# [bridge#] to enable source routing for
given ports. When source routing is enabled on more than two ports, an
additional segment number is required to assign an internal virtual segment
needed for 1:N SRB configurations.

If source routing is the only feature you require, disable transparent bridging on the
interfaces.

Note: You should be careful not to include interfaces that traditionally do not

support source routing. For example, if transparent bridging is disabled and
source routing is enabled on an Ethernet port, the bridging facility is disabled
for this port.

Enabling the SR-TB Bridge

Use the following commands to enable SR-TB bridging:
* Enable bridge to enable bridging on all local area network interfaces. WAN

interfaces (for example, serial lines) can be included by using the add port
command.

Disable transparent port# to disable transparent bridging on all underlying
source routing interfaces.

Enable source routing bridge  port# segment# [bridge#] to enable source
routing for given ports. When source routing is enabled on more than two ports,
an additional segment number is required to assign an internal virtual segment
needed for 1:N SRB configurations.

Enable sr-tb-conversion segment# to enable conversion of source-routed
frames to transparent frames and vice versa. You are also required to assign a
domain segment number and a domain MTU size to represent the entire
transparent bridging domain.
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After completing any of the procedures just described, it is advised that you use the

list bridge command to display the current bridge configuration. This lets you verify
and check your configuration.

For more information on all of the commands just mentioned, refer to m
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Chapter 6. Configuring and Monitoring Bridging

This chapter describes how to configure the adaptive source routing transparent
(ASRT) bridge protocol and how to use the ASRT configuration commands. The
chapter includes the following sections:

Accessing the ASRT Configuration Environment

To access the ASRT configuration environment, enter the protocol asrt command
at the Config> prompt:
Config>protocol asrt

Adaptive Source Routing Transparent Bridge user configuration
ASRT config>

ASRT Configuration Commands

The ASRT configuration commands allow you to specify network parameters for the
ASRT bridge and its network interfaces. These commands also allow you to enable
and configure the bridge IP Tunnel, ATM interface features, and NetBIOS.

The device must be restarted for the new configuration to take effect.

Note: The ASRT configuration commands are not effective immediately. They
remain pending until you restart or reload the device.

Enter the ASRT configuration commands at the ASRT config> prompt. Access the
commands as follows:

» Enter configuration commands for IP tunnel at the TNL config> prompt. The TNL
config> prompt is a subset of the major ASRT commands and is accessed by
entering the ASRT config> tunnel command explained later in this chapter.

* Enter configuration commands for NetBIOS at the NetBIOS config> prompt. The
NetBIOS config> prompt is a subset of the major ASRT commands and is
accessed by entering the ASRT config> netbios command explained later in this
chapter.

* Enter configuration commands for NetBIOS Filtering at the NetBIOS Filter
config> prompt. This prompt is a subset of the NetBIOS commands.

» Enter bridging configuration commands for ATM at the ASRT config> prompt.
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[able 4 shows the ASRT configuration commands.

Table 4. ASRT Configuration Command Summary

Command

Function

? (Help)

Add

Ban

Change
Delete

Disable

Enable

List

NetBIOS

Displays all the commands available for this command level or
lists the options for specific commands (if available). See

Adds station address entries to the permanent database,

specific address mapping, LAN/WAN ports, multiaccess ports,

protocol filters, duplicate MAC addresses, and a tunnel

between end stations across an IP internetwork.

Allows access to the boundary access node (BAN)

configuration prompt so that BAN configuration commands

can be entered.

Allows the user to change bridge and segment numbers.

Deletes station address entries, specific address mapping,

LAN/WAN ports, protocol filters, duplicate MAC addresses,

and a tunnel between end stations across an IP internetwork.

Disables the following functions:

» Bridging

* Duplicate frames

» Mapping between group and functional addresses

* Propagation of Spanning Tree Explorer Frames

» Source routing on a given port

* Reception of spanning tree explorer frames over a tunnel

* SR-TB conversion

» Transparent (spanning tree) bridging function on a given
port

* Tunnel between bridges

» Duplicate MAC address feature

* Duplicate MAC load balancing

* IPX Conversion

Enables the following functions:

= Bridging

* Duplicate frames

* Mapping between group and functional addresses

* Propagation of Spanning Tree Explorer Frames

» Source routing on a given port

* Reception of spanning tree explorer frames over a tunnel

* SR-TB conversion

» Transparent (spanning tree) bridging function on a given
port

* Tunnel between bridges

* Duplicate MAC address feature

» Duplicate MAC load balancing

* IPX Conversion

Displays information about the complete bridge configuration

or about selected configuration parameters.

Displays the NetBIOS configuration prompt.
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Table 4. ASRT Configuration Command Summary (continued)
Command Function

Set Sets the following parameters:
» Aging time for dynamic address entries
* Bridge address
* Maximum frame size for tunneling
» Largest Frame (LF) bit encoding
* Maximum frame size
* Spanning tree protocol bridge and port parameters
* Route Descriptor (RD) values
* Filtering database size
* Aging value for duplicate MAC address Routing Information
Fields (RIFs)
» Aging value for multiaccess database entries
* |IPX Conversion Mode
» Ethernet Preference

Tunnel Allows access to the tunnel configuration prompt so that
tunnel configuration commands can be entered.
Exit Returns you to the previous command level. See m

”

Response to ASRT Configuration Commands

The ASRT configuration (Talk 6) commands are not effective immediately. They
remain pending until you issue the reload or restart command.

Add

Use the add command to add the following information to your bridging
configuration:

» Station address entries to the permanent database

» Specific address mapping for a given protocol

* Multiaccess ports

* LAN/WAN ports

» Protocol filters that selectively filter packets based on their protocol type
* |P tunnel between end-stations and across IP network segments

* Up to 7 duplicate MAC addresses

For the bridge’s IP tunnel feature, the add command lets you create an IP tunnel
between end-stations across an IP internetwork. This tunnel is counted as only one
hop between the end stations no matter how complex the path through the IP
internet.
Syntax:
add address . . .

dmac-addr

mapping . . .

multiaccess-port . . .

port . . .

prot-filter . . .

tunnel . . .

address addr-value
Adds unique station address entries to the permanent database. These
entries are copied into the filtering database as permanent entries when the
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bridge is restarted. The addr-value is the MAC address of the desired entry.
It can be an individual address, multicast address, or broadcast address.
You are also given the option to specify the outgoing forwarding port map
for each incoming port. Permanent database entries are not destroyed by
the power off/on process and are immune to the aging settings. Permanent
entries cannot be replaced by dynamic entries.

Valid Values : X’0000 0000 0000’ to X’FFFF FFFF FFFF’
Default Value : none

The following sections present specific examples of how the add address
command is used to manage address entries:

Adding an address

add address
Address (in 12-digit hex) []? 123456789013
Exclude destination address from all ports?(Yes or [No]):
Use same output port mapping for all input Ports?(Yes or [No]):
Qutput port mapping:
Input Port Number [1]?
Bridge to all ports?(Yes or [No]):
Bridge to port 1 Yes or [No]:
Bridge to port 2 Yes or [No]:
Bridge to port 3 Yes or [No]:
Bridge to port 4 Yes or [No]:
Bridge to port 5 Yes or [No]:
continue to another input port? (Yes or [No]): y
Input Port Number [2]? 3
Bridge to all ports?(Yes or [No]): y
continue to another input port? (Yes or [No]): y
Input Port Number [4]?
Bridge to all ports?(Yes or [No]):
Bridge to port 1 Yes or [No]:
Bridge to port 2 Yes or [No]:
Bridge to port 3 Yes or [No]:
Bridge to port 4 Yes or [No]:
Bridge to port 5 Yes or [No]:
continue to another input port? (Yes or [No]): n
Source Address Filtering Applies? (Yes or No): y
ASRT config>

Note: For any “Yes or No” question in the prompts, “No” is the default
value. Press Return to accept the default value.

Exclude destination address ...
This prompt lets you set destination address filtering for that entry.
Answering yes to the prompt causes filtering of any frames that
contain this address as a destination address no matter which port
it came from.

Use same output mapping...
Answering yes to this prompt lets you create one outgoing port map
for all incoming ports rather than allowing for mapping to only
specific ports. Answering no to this prompt causes further prompting
(Input Port Number [1]?) to select each input port. From that
specific input port prompt you can then create a unique port map
for that input port.

Input Port 1, Port 2
Answering “No” to the previous prompt causes input port-by-input
port prompting (Input Port Number [1]?) to select each input port
and its associated outgoing bridge ports.

Bridge to all ports?
Answering yes to this prompt creates an outgoing port map that
includes all ports. Thus, when a frame with this address as the
destination address is received, it is forwarded to all outgoing
forwarding ports except for the incoming port. The following are
examples of how this is done according to the port map:
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If a frame is received on port 1 and the port map indicates 1 (for
port 1), the frame is filtered.

If the same frame is received on port 2 and the port map indicates
1 (for port 1), the frame is forwarded to port 1. If a frame is
received on port 1 and the matching address entry’s port map
indicates 1, 2, or 3, the frame is forwarded to ports 2 and 3.

If the port map indicates no port (NONE/DAF), the frame is filtered.
This is known as destination address filtering (DAF).

If no address entry is found to match the received frame, it is
forwarded to all the forwarding ports except for the source port.

Bridge to Port 1, Port 2, etc.
This prompt lets you associate an address entry with that specific
bridge port. Answering yes maps the address to the specified port
so that the port is included in that address entry’s port map.
Answering no skips address mapping for that port.

continue to another bridge port?
This prompt lets you select the next input port to be configured.

Source address filtering
This allows for port-specific source address filtering (SAF). When
SAF is applied (answer yes at the prompt), frames received with
source addresses that match address entries in the filtering
database that have source address filtering enabled will be
discarded. This mechanism allows a network manager to isolate an
end station by prohibiting its traffic to be bridged.

Enabling Destination Address Filtering For Entry

This example shows how to answer the command prompts to select
destination address filtering for an entry:

ASRT config>add address 000000334455

Exclude destination address from all ports?(Yes or [No]): y
Source Address Filtering Applies? (Yes or [No]): y

ASRT config>

After adding the address entry, you can verify its status by using the list
range command. The following example shows that no port map exists for
that entry (in bold) and that destination address filtering (DAF) has been
turned on.

ASRT config>1ist range

Start-Index [1]?

Stop-index [3]?

ADDRESS ENTRY TYPE PORT MAP

01-80-C2-00-00-00 REGISTERED Input Port: ALL PORTS
Output ports:

00-00-00-22-33-44 PERMANENT Input Port: 3
Output ports: 1, 2
Input Port: 4
Output ports: 1, 2

00 00 00 33 44 55 PERMANENT NONE/DAF

Output Port Map Created For Address Entry Having More Than One
Input Port

This example shows how to answer the command prompts to create
separate output port maps for an address entry that will have more than
one input port.
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ASRT config> add address 000000123456

Exclude destination address from all ports?(Yes or [No]):

Use same output port mapping for all input Ports?(Yes or [No]):
Input Port Number [1]? 1

Bridge to all ports ?(Yes or [No]):

Bridge to port 1 - Yes or [No]: y

Bridge to port 2 - Yes or [No]: y

Bridge to port 3 - Yes or [No]
continue to another input port " (Yes or [No]):
Input Port Number [2]?
Bridge to all Ports?(Yes or [No]):
Bridge to Port 1 - Yes or [No]:
Bridge to port 2 - Yes or [No]:
Bridge to port 3 - Yes or [No]:
continue to another input port 7 (Yes or [No]):
Source Address Filtering Applies? (Yes or [No]):
ASRT config>

After adding the address entry, you can verify its status by using the list
range command. The following example shows an entry (in bold) that has
ports 1 and 2 as input ports and has separate port maps for both input

ports. Source address filtering (SAF) has also been enabled.
ASRT config> list range

Start-Index [1]?
Stop-index [3]?

ADDRESS ENTRY TYPE PORT MAP
01-80-C2-00-00-00 REGISTERED  Input Port: ALL PORTS
Output ports:
01-80-C2-00-00-01 RESERVED NONE/DAF
00-00-00-12-34-56 PERM/SAF Input Port: 1

Qutput ports: 1, 2
Input Port: 2
Output ports: 3

Single Output Port Map Created All Incoming Ports Associated With
Address Entry

This example shows how to answer the command prompts to create a
single output port map for all incoming ports associated with an address
entry.

ASRT config> add address 000000556677
Exclude destination address from all ports?(Yes or [No]):
Use same output port mapping for all input Ports?(Yes or [No]): y
Bridge to all ports?(Yes or [No]): n
Bridge to port 1 - Yes or [No]: y
Bridge to port 2 - Yes or [No]: y
Bridge to port 3 - Yes or [No]:
Source Address Filtering Applies? (Yes or [No]): y
ASRT config>

After adding the address entry, you can verify its status by using the list
range command. The example below shows an entry (in bold) that has a
single port map for all incoming ports. Source address filtering (SAF) has
also been enabled.

ASRT config> list range
Start-Index [1]?
Stop-index [3]?

ADDRESS ENTRY TYPE PORT MAP
01-80-C2-00-00-00 REGISTERED  Input Port: ALL PORTS
Output ports:
01-80-C2-00-00-01 RESERVED NONE/DAF
00-00-00-55-66-77 PERM/SAF Input Port: ALL PORTS

Output ports: 1, 2

dmac-addr addr-value
Adds up to 7 duplicate MAC address entries to the database. The
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addr-value is the MAC address of the desired entry. See I'SR-TB Duplicated
MAC Address Feature” on page 417 for additional information about the

duplicate MAC address feature.
Valid Values : X’0000 0000 0000’ to X'FFFF FFFF FFFF’

Default Value : none

Example:

After adding the address, you can verify DMAC information by using the list
dmac command.

ASRT config>add dmac-addr
Address (in 12-digit hex) []? 10005a777701

ASRT config>1list dmac

Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-02
10-00-5A-66-66-05
10-00-5A-77-77-01

mapping dlh-type type-field ga-address fa-address
Adds specific functional address to group address mapping for a given
protocol identifier. The address mapping is converted only on destination
addresses crossing Token Ring to Ethernet or conversely.

Note: For every Ether-type mapped value, the corresponding SNAP-type
value should be added. This is necessary for bidirectional mapping.

dih-type
(data-link-header type) is a choice for DSAP, Ether-type, or SNAP.

type-field
Protocol type field.
Destination Service Access Point (DSAP) protocol type is
entered in the range 1-FE (hexadecimal).

DSAP Valid Values : X'1' to X'FE’
Common values are:

Protocol - SAP (hexadecimal value)

— Banyan SAP - BC (used only for 802.5)
Novell IPX SAP - EO (used only for 802.5)
NetBIOS SAP - FO

ISO Connectionless Internet - FE

DSAP Default Value : 1
Ethernet (Ether) protocol type is entered in the range
5DD-FFFF (hexadecimal).

Ethernet Valid Values : X’5DD’ to X’FFFF’

Protocol - Ethernet type (hex value)

— IP - 0800

— ARP - 0806

— CHAOS - 0804

— Maintenance Packet Type - 7030

— DECnet MOP Dump/Load - 6000

— DECnet MOP Remote Console - 6002
— DECnet- 6003

— DEC LAT - 6004

— DEC LAVC - 6007

Chapter 6. Configuring and Monitoring Bridging 73



ASRT Configuration Commands (Talk 6)

— XNS - 0600

— Apollo Domain - 8019 (Ethernet)

— Novell NetWare IPX - 8137 (Ethernet)
— AppleTalk Phase 1 - 809B

— Apple ARP Phase 1 - 80F3

— Loopback assistance - 9000

Ethernet Default Value : 1

Subnetwork Access Protocol (SNAP) protocol type is entered in
10-digit hexadecimal format.

SNAP Valid Values : X’00 0000 0000’ to X'FF FFFF FFFF
Common values are:

— AppleTalk Phase 2 08-00-07-80-9B

— Apple ARP Phase 2 00-00-00-80-F3

SNAP Default Value : 00 0000 0800

ga-address

6-byte (12-digit hexadecimal) group/multicast address.
Valid Values : X’0000 0000 0000’ to X’FFFF FFFF FFFF’

Default Value : none

fa-address

Functional address in noncanonical format. Functional addresses
are locally administered group addresses. These are most
commonly used in token-ring networks.

Valid Values : X’0000 0000 0000’ to X'’FFFF FFFF FFFF’
Default Value : none

Example:
ASRT config> add mapping dsap
Protocol Type in hex (1 - FE) [1]?

Group-Address (in 12-digit hex) [ ]?
Functional address (in noncanonical format) [ ]?

Example:
ASRT config> add mapping ether
Protocol Type in hex (5DD - FFFF) £0800]?

Group-Address (in 12-digit hex) []?
Functional address (in noncanonical format) [ ]?

Example:
ASRT config> add mapping snap
Address (in 10-digit hex) [0000000800]?

Group-Address (in 12-digit hex) []?
Functional address (in noncanonical format) [ ]?

multiaccess-port interface# port# segment# [bridge#] [virtual-segment#]
Adds a multiaccess port to the bridging configuration. This command
associates a port number with a Frame Relay interface and enables the
port for source route bridging.
interface#

port#
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Valid values: 1 to 254

Default value: next available port number

segment#
Specifies a 12-bit, hexadecimal, source routing segment number
that represents the multiaccess segment. All bridges connected to
the multiaccess segment must use the same segment number.

Valid values: X'001' to X'FFF'

Default value: X'001'

bridge#
Specifies a 4-bit, hexadecimal, source routing bridge number that
represents this bridge on the multiaccess segment. This parameter
is only required when enabling source routing for the first time. The
bridge number should be unique among all bridges on the
multiaccess segment.

Valid values: X'0'to X'F'

Default value: X'0'

virtual-segment#
Specifies a 12-bit, hexadecimal, source routing segment number.
This parameter is only required when enabling source routing for
the first time on more than two bridge ports or the first time you
configure a multiaccess bridge port.

Valid values: X'001'to X'FFF'
Default value: X'001'

Example:

add multiaccess-port
Interface number [0]? 3
Port number [2]? 2
Segment number for the port in hex (1 - FFF) [001]? 200
Bridge number in hex (0-9, A-F) [0]? 1
Bridge Virtual Segment Number in hex (1-FFF) [001]? FFF
port interface# port#
Adds a LAN/WAN port to the bridging configuration. This command
associates a port number with the interface number and enables that port's

participation in transparent bridging.
Port Number Valid Values : 1 to 254
Port Number Default Value : none

Example: add a port

ASRT config> add port
Interface Number [0]?
Port Number [5]?

See [ATM Commands” an page 114 for information about adding ATM ports
and lErame Relay Commands” on page 109 for information about adding

Frame Relay ports.

prot-filter snap ether dsap
Allows the bridge to be configured so that it can selectively filter packets
based on their protocol type. Filters can be applied to all ports or only
selected ports.

This parameter specifies protocol identifiers for which the received frames
of that specific protocol are discarded exclusively without applying bridge
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logic. ARP packets for this protocol type will also be discarded. The protocol
filter is applied only on the received packets. The protocol filters available
include:

SNAP Packets
Subnetwork Access Protocol with protocol type entered in 10-digit
hexadecimal format.

Ether Packets
Ethernet Type with the protocol type entered in the range
5DD-FFFF (hexadecimal).

DSAP Packets
Destination Service Access Point protocol with the protocol type
entered in the range 0—FE (hexadecimal).

Notes:

1. You cannot filter all SNAP format packets by adding a DSAP filter for
type X'AA'. The encapsulated SNAP protocol(s) must be filtered
individually. Consider using a sliding window filter. Refer to the chapter
entitled LUsi iltering’l in s iguri

2. You cannot configure protocol filters for a protocol that is routed over a
specific interface if the interface is also configured for bridging.

Common protocol filters and their respective values are as follows.

DSAP Types
Protocol SAP (hexadecimal value)
Banyan SAP BC (used only for 802.5)
Novell IPX SAP EO (used only for 802.5)
NetBIOS SAP FO
ISO Connectionless Internet FE

SNAP Protocol Identifiers

Protocol SNAP OUI/IP (10-digit)
AppleTalk Phase 2 08-00-07-80-9B
Apple ARP Phase 2 00-00-00-80-F3

Ethernet Types

Protocol Ethernet type (hex value)
P 0800

ARP 0806

CHAOS 0804
Maintenance Packet Type 7030

DECnet MOP Dump/Load 6000

DECnet MOP Remote Console 6002

DECnet 6003

DEC LAT 6004

DEC LAVC 6007

XNS 0600

Apollo Domain 8019 (Ethernet)
Novell NetWare IPX 8137 (Ethernet)
Apple ARP Phase 1 80F3
Loopback assistance 9000
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Example:

ASRT config> add prot-filter dsap (used for DSAP packets)

Protocol Type in hex (0 - FE)
Filter packets arriving on
Filter packets arriving on
Filter packets arriving on
Filter packets arriving on

[1]?

all ports?(Yes or [No]):
port 1 - Yes or [No]:
port 2 - Yes or [No]:
port 3 - Yes or [No]:

Port assignment Required, filter not added
ASRT config>
Example:
ASRT config> add prot-filter ether (used for Ethernet packets)

Protocol Type in hex (5DD - FFFF) [0800]?
Filter packets arriving on all ports?(Yes or [No]):
Filter packets arriving on port 1 - Yes or [No]:
Filter packets arriving on port 2 - Yes or [No]:
Filter packets arriving on port 3 - Yes or [No]:
Port assignment Required, filter not added
ASRT config>
Example:
ASRT config>add prot-filter snap (used for SNAP packets)

Address (in 10-digit hex) [0000000800]?
Protocol Type in hex (5DD - FFFF) [0800]?
Filter packets arriving on all ports?(Yes or [No]):
Filter packets arriving on port 1 - Yes or [No]:
Filter packets arriving on port 2 - Yes or [No]:
Filter packets arriving on port 3 - Yes or [No]:
Port assignment Required, filter not added
ASRT config>
tunnel port#
Creates the user-defined IP tunnel to a bridge port. The bridge tunnel
allows source route bridge domains or transparent bridge domains to

communicate across an IP network.

To allow IBM LAN and terminal traffic to merge with non-IBM traffic (that is,
Novell) across a single backbone, the Source Routing Bridge Tunnel and
SDLC (Synchronous Data Link Control) Relay features of the bridging
device software encapsulate IBM traffic within industry-standard TCP/IP
packets. The bridging device then routes these packets using an IP path or
tunnel through large IP internetworks. The benefit is increased functionality
and network utilization as well as higher network availability and increased
ease of use.

End-stations see the IP path (the tunnel) as a single hop, regardless of the
network complexity. This helps overcome the usual 7-hop distance limit
encountered in source-routing configurations. It also lets you connect
source-routing end-stations across non-source-routing media, such as
Ethernet networks.

The bridging tunnel also overcomes several limitations of regular source
routing including:
» Distance limitation of seven hops

* Large amounts of overhead that source routing causes in wide-area
networks (WANS)

* Source-routing’s sensitivity to WAN faults and failures (if a path fails, all
systems must restart their transmissions)

With the bridge tunnel feature enabled, the software encapsulates packets
in TCP/IP packets. To the device, the packet looks like a TCP/IP packet.
Once a frame is encapsulated in an IP envelope, the IP forwarder is
responsible for selecting the appropriate network interface based on the
destination IP address. This packet can be routed dynamically through large
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BAN

Change

internetworks without degradation or network size restrictions. End-stations
see this path, or tunnel, as a single hop regardless of the complexity of the
internetwork.

The tunnel is transparent to the end stations. The bridging devices
participating in tunneling treat the IP internet as one of the bridge
segments. When the packet reaches the destination interface, the TCP/IP
headers are automatically removed and the inner packet proceeds as a
standard source routing packet.

Add Tunnel creates the user-defined IP tunnel to a bridge port. This tunnel
is counted as only one hop between the bridges no matter how complex the
path through the IP internet. To use the tunnel feature, the IP forwarder
must be enabled.

Only one tunnel can be added. You must use a Port Number that is not
used for any other LAN port. Once a Port Number is assigned to the
bridging tunnel, all other bridging commands that need a port number as a
parameter can be used to configure the tunnel characteristics. For
tunnel-specific configuration, such as the IP addresses of the endpoints,

use the tunnel command (see LTunnel” on page 104)).

Transparent bridging is enabled on this port by default. Source routing can
be enabled, however, by using the Enable Source-Routing option.

Example:
add tunnel 3

Port Number [1] ? 3

Port Number
A unique port number that is not being used by the bridge.

Use the ban command to access the boundary access node (BAN) configuration

prompt.

BAN commands are entered at the BAN configuration prompt (BAN

config>). See LBA.N_C.anﬁgurauan_C.amma.uds_an_pa.ge_’l.ﬂd for an explanation of

each of these commands.

Syntax:

ban

Example:

ban

BAN (Boundary Access Mode) configuration
BAN config>

Use the change command to change source routing bridge and segment numbers
in the bridging configuration.

Syntax:

change

bridge . . .

segment . . .

bridge new-bridge#

Changes bridge number in the bridging configuration.
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Example: change bridge 3

segment old-segment# new-segment#
Changes segment number in the bridging configuration.

Example: change segment 2 3

Use the delete command to delete the following information from your bridging
configuration:

» Station address entries to the permanent database

» Specific address mapping for a given protocol

* LAN/WAN and multiaccess ports

» Protocol filters that selectively filter packets based on their protocol type

* Duplicate MAC addresses

For the IP tunnel feature, the delete port command with the corresponding port
number for the tunnel removes the tunnel between bridges across an IP
internetwork.

Syntax:

delete address
dmac-addr
mapping . . .
port . . .
prot-filter . . .

address addr-value
Deletes an address entry from the permanent database. The address is the
MAC address of the desired entry. Enter the addr-value (in 12-digit
hexadecimal format) of the entry to be deleted and press Return. Reserved
multicast addresses cannot be deleted. If you attempt to delete an address
entry that does not exist, you will receive the message

Record matching that address not found
Valid Values : X’0000 0000 0000’ to X'’FFFF FFFF FFFF’
Default Value : none

Example: delete address

dmac-addr addr-value
Deletes duplicate MAC address entries from the database. The addr-value
is the MAC address of the desired entry you want to remove.

Valid Values : X’0000 0000 0000’ to X’FFFF FFFF FFFF’
Default Value : none

Example:

ASRT>1ist gamic

Duplicate MAC address feature is  DISABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00
10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03

Chapter 6. Configuring and Monitoring Bridging 79



ASRT Configuration Commands (Talk 6)

10-00-5A-66-66-04
10-00-5A-66-66-05

ASRT config>delete dmac-address
Address (in 12-digit hex) []? 100052666600
Address deleted

ASRT config>1list dmac

Duplicate MAC address feature is  DISABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

mapping dlh-type type-field ga-address
Deletes specific address mapping for given protocol.

dih-type

(data-link-header type) is a choice for DSAP, Ether-type, or SNAP.

type-field

Protocol type field.

Destination service access point (DSAP) protocol type is entered in
the range 1-FE (hexadecimal).

Valid Values : X’1’ to X’FE’
Common values are:

Protocol - SAP (hexadecimal value)
Default Value : 1

Ethernet (Ether) protocol type is entered in the range 5DD-FFFF
(hexadecimal).

Valid Values : X'5DD’ to X'FFFF’
Default Value : 1

Subnetwork Access Protocol (SNAP) protocol type is entered in
10-digit hexadecimal format.

Valid Values : X’00 0000 0000’ to X’FF FFFF FFFF’
Common values are:
Default Value : 00 0000 0800

ga-address

6-byte (12-digit hexadecimal) group/multicast address.
Valid Values : X’0000 0000 0000’ to X'FFFF FFFF FFFF

Default Value : none

Example: delete mapping DSAP FE <group address>

port port#

Removes a port from a bridging configuration. Because the enable bridge
command by default configures all LAN devices to participate in bridging,
this command allows you to customize which devices should or should not
participate in the bridging. The port number value normally is one greater
than the interface number.
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This command followed by the IP tunnel port# removes an IP tunnel from a
bridging configuration.

Example: delete port 2

prot-filter snap ether dsap
Deletes previously specified protocol identifiers used in filtering. You can
delete filters for all ports or selected ports. These filters include the
following:

SNAP Packets
Subnetwork Access Protocol with protocol type entered in 10-digit
hexadecimal format.

Ether Packets
Ethernet Type with the protocol type entered in a range of 5DD —
FFFF (hexadecimal).

DSAP Packets
Destination service access point protocol with the protocol type
entered in a range of 0—FE (hexadecimal).

Example:
ASRT config> delete prot-filter snap (used for SNAP packets)

Address (in 10-digit hex) [0000000800]?
Delete filter on all ports?(Yes or [No]):
Delete filter on port 1 - Yes or [No]:
Delete filter on port 2 - Yes or [No]:
Delete filter on port 3 - Yes or [No]:
Example:
ASRT config> delete prot-filter ether (used for Ethernet
packets)

Protocol Type in hex (5DD - FFFF) [0800]?
Delete filter on all ports?(Yes or [No]):
Delete filter on port 1 - Yes or [No]:
Delete filter on port 2 - Yes or [No]:
Example:
ASRT config> delete prot-filter dsap (used for DSAP packets)

Protocol Type in hex (0 - FE) [1]?
Delete filter on all ports?(Yes or [No]):
Delete filter on port 1 - Yes or [No]:
Delete filter on port 2 - Yes or [No]:
Delete filter on port 3 - Yes or [No]:

Disable

Use the disable command to disable the following bridge functions:
* Bridging

* Duplicate frames

* Mapping between group and functional addresses

* Propagation of Spanning Tree Explorer Frames

* Source routing on a given port

* SR-TB conversion

» Transparent (spanning tree) bridging function on a given port
* Duplicate MAC address feature

* Duplicate MAC load balancing

* DLSw

For the tunnel feature, the disable command disables a tunnel between end stations
across an IP internetwork.

Syntax:
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disable

bridge

dis

bridge
dis
duplicate . . .

dmac-addr

dmac-load-balance

ethertype-ibmrt-pc
fa-ga-mapping
ibm8209-spanning-tree
ipx-conversion . . .
spanning-tree-explorer . . .
source-routing . . .
sr-tb-conversion

stp

transparent . . .

tree

ub-encapsulation

Disables bridging function entirely. This command does not remove
previously configured bridging values, however.

Example: disable bridge

Disables the operation of DLSw on the bridge. (The device running DLSw

agsears as a bridge to the end stations.) See EChapter 25 Using DI Sw” on

for more details.

Example: disable dls

duplicate frame-type

Disables the creation of duplicate frames present in mixed bridging
environments. When the SR-TB bridging feature is enabled on an 802.5
interface (with source routing and transparent bridging enabled), there are
inconsistencies created when bridging frames to an unknown (or multicast)
destination. The bridge does not know whether the destination is behind a
source routing (only) or transparent bridge.

To remedy this situation, the bridge sends out duplicates of these frames
(by default). One frame has source routing fields present (a spanning tree
explorer RIF) and the other is formatted for transparent bridging (no RIF is
present). The disable duplicate command lets you eliminate this
duplication by allowing you to disable the creation of one of these types of
frames. The disable duplicate command will not allow you to disable
simultaneously both types of frames.

Entering STE after the command tells the bridge to refrain from sending out
spanning tree explorer frames created for the source routing environment.
Entering TSF after the command tells the bridge to refrain from sending out
transparent spanning frames for the transparent bridging environment. In
both cases, it is a situation where normally both types of frames would be
sent out. Disabling transparent bridging on the interface also disables the
creation of transparent frames.
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Example: disable duplicate TSF
Port Number [1]?

dmac-addr
Disables the duplicate MAC address feature.

Example: disable dmac-addr

ASRT>T1ist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00
10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

ASRT config>disable dmac-addr

ASRT>1ist dmac

Duplicate MAC address feature is  DISABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00
10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

dmac-load-balance
Disables Duplicate MAC load balancing for the duplicate MAC address
feature.

Example: disable dmac-load-balance

ASRT>Tist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00

10-00-5A-66-66-01

10-00-5A-66-66-02

10-00-5A-66-66-03

10-00-5A-66-66-04

10-00-5A-66-66-05

ASRT config>disable dmac-load-balance
ASRT>Tist dmac

Duplicate MAC address feature is  ENABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :00000096
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00
10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

ethertype-ibmrt-pc
Disables translation of SNA frames to Ethernet Type 2 format as used by
IBM RTs running OS/2 EE.

Example: disable ethertype-ibmrt-pc
Port Number [1]?
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fa-ga-mapping
Disables group address-to-functional address (and conversely) mapping.
You might under certain circumstances want to disable the mapping
between group address and functional address globally.

Example: disable fa-ga-mapping

ibm8209-spanning-tree
Removes bridges from participating in spanning tree protocols with IBM
8209 bridges.

Example: disable ibm8209-spanning-tree

ipx-conversion
Globally disables conversion of Novell IPX frames when bridging between
Ethernet/802.3 and Token-Ring (802.5) bridge ports. When disabled, Novell
IPX frames can be bridged between end stations on the same media type
through a backbone LAN of a different media type, but cannot be bridged
between end stations on different media.

Example: disable ipx-conversion

spanning-tree-explorer  port#
Disables a port from allowing propagation of spanning tree explorer frames
if source routing is enabled. This command is used only if transparent
bridging is not enabled on the port. In that case, it is automatically known in
conformance with the transparent spanning tree.

Example: disable spanning-tree-explorer 2

source-routing  port#
Disables source routing on a given port. This command is used to have an
already-participating bridge interface discontinue source routing.

Example: disable source-routing 2

sr-tb-conversion
Disables conversion of source routed frame to transparent frame and vice
versa.

Example: disable sr-tb-conversion
stp Disables the Spanning Tree Protocol on the bridge. The default is enabled.
Example: disable stp

transparent port#
Disables transparent bridging function on the given port. This command is
useful for cases where an alternative communication method such as
source routing is desirable.

Note: This command might bring about an absurd configuration if not used
correctly. For instance, using it on an Ethernet interface will result in
disabling bridging function for that interface. This command is used
to bring about SRB and SR-TB bridge function.

Example: disable transparent 2

tree port#
Disables STP participation for the bridge on a per-port basis.

Example: disable tree 1
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ub-encapsulation
Disables Ungermann-Bass OUI encapsulation of XNS frames. XNS frames
are forwarded to both Ethernet and Token Ring using SNAP encapsulation
with an OUI of all zeros.

Use the enable command to enable the following bridging functions:
* Bridging
* Duplicate frames

ASRT Configuration Commands (Talk 6)

Note: Disabling STP on a per-port basis can produce network loops
because of the existence of parallel bridges.

Example: disable ub-encapsulation

* Mapping between group and functional addresses
* Propagation of Spanning Tree Explorer Frames
* Source routing on a given port

* SR-TB conversion
* Transparent (Spanning Tree) bridging function on a given port

* Duplicate MAC address feature
* Duplicate MAC load balancing

e DLSw

Syntax:

enable

bridge

bridge . . .

dis

duplicate

dmac-addr
dmac-load-balance
ethertype-ibmrt-pc
fa-ga-mapping
ibm8209-spanning-tree

ipx-conversion . . .

spanning-tree-explorer . . .

source-routing . . .
sr-tb-conversion
stp

transparent . . .
tree

ub-encapsulation

Enables transparent bridging function on all the LAN devices (interfaces)
configured in the bridging device. The port numbers are assigned to each
interface as the previous interface number plus 1. For example, if interface
0 is a LAN device its port number will be 1.

Example: enable bridge
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dis Enables the operation of DLSw on the bridge. The device running DLSw

appears as a bridge to the end stations. See t'Chapter 25 Using DI Sw” o

from more information.

Example: enable d1s

duplicate frame-type
Enables the generation of duplicate STE (spanning tree explorer) frames or
TSFs (transparent spanning frames). This command is available to offset
the disable duplicate command. Duplicate frame generation is enabled by
default. The enable duplicate command can be followed by a frame type
of TSF or STE to specifically enable one of the frame types, or by the
frame type BOTH, which yields the same behavior as not specifying a
frame type for this parameter.

Example: enable duplicate STE
Port Number [1]?

dmac-addr

Enables the duplicate MAC address feature. See ['SR-TB Duplicate MAQ
Address Feature” on page 41 for additional information about the duplicate

MAC address feature.

Example with load-balancing:
ASRT config>enable dmac-addr

ASRT config>Tist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

ASRT config>enable dmac-load-balance

ASRT config>1i dmac

Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

Example (without load-balancing):
ASRT config>enable dmac-addr

ASRT config>Tist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

dmac-load-balance
Enables Duplicate MAC load balancing for the duplicate MAC address
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feature. See the discussion [SR-TB Duplicate MAC Address Feature” on

for a description of Duplicate MAC load balancing.

Example :
ASRT config>enable dmac-addr

ASRT config>Tist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

ASRT config>enable dmac-load-balance

ASRT config>1i dmac

Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01

10-00-5A-66-66-02

10-00-5A-66-66-03

10-00-5A-66-66-04

10-00-5A-66-66-05

ethertype-ibmrt-pc

Enables translation of SNA frames to Ethernet Type 2 as used by IBM PC
RTs running OS/2 EE. This will result in SNA frames being duplicated into
both 802.3/802.2 and IBM-RT formats to unknown hosts on an Ethernet.

Example: enable ethertype-ibmrt-pc
Port Number [4]?

fa-ga-mapping
Enables group address to functional address (and conversely) mapping.
This mapping is conducted when frames are forwarded between token ring
and other media (except serial line). In the token-ring arena, functional
addresses are more popular even though they are locally assigned group
addresses due to restrictions in hardware. On other media, group
addresses are widely used. Under normal circumstances group address to
functional address mapping is inevitable.

Mapping is enabled by default if mapping addresses have been added. The
enable/disable mapping lets users have a choice when it comes to deleting
added map records.

Example: enable fa-ga-mapping

ibm8209-spanning-tree
Allows bridges to participate in spanning tree protocols with IBM 8209
bridges.

Example: enable ibm8209-spanning-tree

ipx-conversion
Globally enables conversion of Novell IPX frames when bridging between
Ethernet/802.3 and Token-Ring (802.5) bridge ports. When enabled, Novell
frames can be bridged between end stations on different media.

Example: enable ipx-conversion
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spanning-tree-explorer  port#
Enables the port to allow propagation of spanning tree explorer frames if
source routing is enabled. This command is valid on token-ring and WAN
ports only. This feature is enabled by default when source routing is
configured on the port.

Example: enable spanning-tree-explorer 2

source-routing  port# segment# [bridge#]
Enables source routing for a given port. This command is typically used
when source routing on part of the bridge is required. If source routing is
the only feature desired, transparent bridging on the interface should be
disabled. For the first instance of the command, entering the bridge number
is required. For subsequent times, this input is not required.

port# Valid port participating in the bridge configuration.
Valid Values : X’0’ to X’FFF’
Default Value : 1

segment#
12-bit number that represents the LAN/WAN to which media are
attached. All the media on other bridges attached to this LAN/WAN
must be configured with the same value. For correct operation of
the source routing function, it is very important that all the bridges
attached to this LAN/WAN have the same perspective of the
LAN/WAN identification value.

bridge#
4-bit value unique among all the bridges attached to the same
LAN/WAN. This value is required when source routing is enabled
on the first interface. For later interfaces, this input is optional. It is
recommended that the bridge# be unique on the segment.

Valid Values : X'0' to X'F’
Default Value : 1

Note: If the configuration is a situation where two segments have already
been configured (that is a 1:N SRB configuration), you will be
prompted for an additional virtual-segment# parameter.

Example: enable source-routing 2 11

sr-tb-conversion
This option enables conversion of source routing to transparent bridging
frame format and vice versa. It allows for compatibility between source
routing and transparent bridging domains. When this feature is enabled, the
bridge lets source-routed frames be accepted into a transparent domain by
stripping off the RIF field and converting them into transparent frames.

The bridge also gathers routing information concerning source routing
stations from the passing source routing frames. This is obtained from the
RIF. This RIF information is then used to convert a transparent frame to a
source-routed frame. If an RIF is not available for a station, then the frame
is sent out as a spanning tree explorer frame in the source routing domain.

In order for the conversion function to operate correctly, you must give the
transparent bridging domain a segment number. All SR-TB bridges that are
connected to this domain should also be configured with the same segment
number.
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TB-Domain Segment Number Valid Values : X'1' - X'FFF’
TB-Domain Segment Number Default Value : 1

The maximum transmission unit (MTU) is the number of octets per frame of
data that can be transferred across a given physical network. When an IP
datagram travels from one host to another, it can cross different physical
networks. Some physical networks may have this set MTU, which will not
allow long IP datagrams to be placed in on a physical frame. Fragmentation
will occur when you attempt to transmit frames larger than that which the
physical network can handle.

TB-Domain MTU Valid Values : 576 to 18000 bytes
TB-Domain MTU Default Value : 2048

Example: enable sr-tb-conversion

TB-Domain Segment Number in hex(1 - FFF) [1]? 2
Bridge Virtual Segment Number in hex[1 - FFF]? aa
TB-Domain's MTU [1470]? 1455

TB-Domain's MTU is adjusted to 1350

stp Enables the spanning tree protocol on the bridge. This is the default.
Example: enable stp

transparent port#
Enables transparent bridging function on the given port. Under normal
circumstances, this command is not necessary.

Example: enable transparent
Port Number [1]?

tree port#
Enables STP participation for the bridge on a per-port basis.

Example: enable tree 1

ub-encapsulation
Causes XNS Ethernet Type 2 frames to be translated into Token-Ring
frames using the Ungermann-Bass OUI in the SNAP header. Token-Ring
frames containing the UB OUI header will be forwarded to Ethernets as
type 0x0600 Ethernet Type 2 frames rather than as 802.3/802.2 frames.

Example: enable ub-encapsulation

Use the list command to display information about the complete bridge
configuration or to display information about selected configuration parameters.
Syntax:
list address

bridge

dmac

filtering . . .

mapping . . .

multiaccess

permanent . . .

Eygrt. ..

Chapter 6. Configuring and Monitoring Bridging 89



ASRT Configuration Commands (Talk 6)

prot-filter . . .
protocol

range . . .

address addr value

bridge

Reads an address entry from the permanent database. The addr value is
the MAC address of the required entry. It can be an individual address,
multicast address, or broadcast address. Permanent databases are not
destroyed by the power off/on process and are immune to the aging
settings. Permanent entries cannot be replaced by dynamic entries.

Valid Values : X’0000 0000 0000’ to X'FFFF FFFF FFFF’
Default Value : none

Example: Tist address 000000123456

0000-00-12-34-56 PERMANENT Input Port: 1
Output ports: 1, 2
Input port: 2
Output ports: 3
ASRT config>

Address
Address entry in 12-digit hexadecimal format.
Entry Type
Permanent
Indicates that the entry is permanent in nature and will
survive power on/offs or system resets.
Reserved
Indicates that the entry is reserved by the IEEE 802.1d
committee for future use. Frames destined to reserved
addresses are discarded.
Registered

Indicates that the entry is meant for the bridge itself.

SAF  Appears after the entry type if source address filtering has
been configured.

Input Port
Displays the numbers of the input port or ports associated with that
address entry.

Output Port
Displays the numbers of the output port or ports associated with
that address entry. Displays “NONE/DAF” to indicate that
destination address filtering applies because no ports have been
selected to be associated with that address entry.

Lists all general information regarding the bridge.

Example: Tist bridge

Source Routing Transparent Bridge Configuration

Bridge: ENABLED Bridge Behavior: ADAPTIVE SRT
Fom e +

----------------- | SOURCE ROUTING INFORMATION |----=mmmmmmommmmommmemoeee
Fomm e +

Bridge Number: 0A Segments: 2

Max ARE Hop Cnt: 14 Max STE Hop cnt: 14

1: N SRB: Active Internal Segment: OxFF6

LF-bit interpret: Extended
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TB-Virtual Segment

Bridge Address:
SRB Bridge Address:
STP Part1c1pat1on

ASRT Configuration Commands (Talk 6)

Enabled

0x107 MTU of TB- Domain: 1470

NING TREE PROTOCOL INFORMATION | ------------------
Default Bridge Pr1or1ty 32768/0x8000
Default SRB Bridge Priority: 32768/0x8000

IEEE802.1d and IBM- 8209

Enabled
Enabled
Enabled

FA<=>GA Convers1on Disabled
DLS for the bridge:
IPX Conversion:

Conversion Mode: Automatic

Ethernet Preference TEEE-802.3

UB-Encapsulation:

Number of ports added 3

Port: 1 Interface: 0
Port: 2 Interface: 1
Circuit number: 16

Port: 3 Interface: 2
Circuit number: 18

STB:
STB:

Enabled
Enabled

Behavior:
Behavior:

STB only
STB & SRB

Behavior: STB & SRB STB: Enabled

Bridge
Indicates current state of bridge. Values are ENABLED or
DISABLED.

Bridge Behavior
Indicates method of bridging being used by that bridge. The values
include STB for transparent, SRB for source routing, and
ADAPTIVE SRT for source-routing transparent conversion bridging.

Bridge Number
The unique number identifying a bridge. It is used to distinguish
between multiple bridges connecting the same two rings.

Segments
Indicates the number of source-routing bridge segments configured
for the source-routing domain.

Max ARE/STE Hop cnt
The maximum hop count for frames transmitting from the bridge for
a given interface associated with source routing bridging.

1:N SRB
Indicates the current state of 1:N Source Routing as ACTIVE or
NOT ACTIVE.

Internal Segment
Displays the virtual segment number configured for 1:N SRB
bridging.

LF-bit interpretation
Indicates the largest Frame (LF) bit encoding interpretation mode if
source routing is enabled in this bridge. This is listed as either
BASIC or EXTENDED.

SR-TB Conversion
Indicates whether the source routing/transparent bridge frame
conversion function is enabled or disabled.

TB-Virtual Segment
Indicates the segment number of the transparent bridging domain.
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dmac

MTU for TB-Domain
Specifies the maximum frame size (maximum transmission units)
the transparent bridge can transmit and receive.

Bridge address
Bridge address specified by the user (if set).

Bridge priority
A high-order 2-octet bridge address found in the Bridge ldentifier,
either the MAC address obtained from the lowest-number port or
the address set by the Set Bridge command.

STP Participation
Displays the types of spanning tree protocols in which the bridge
participates.

FA-GA conversion
Indicates whether FA-GA conversion is enabled or disabled.

UB Encapsulation
Indicates whether UB Encapsulation is enabled or disabled.

DLS for the bridge
Indicates if the Data Link Switch protocol is enabled or disabled in
the bridge.

IPX Conversion
Indicates whether IPX Conversion is enabled or disabled.

Conversion Mode
Indicates the IPX Conversion Mode as either automatic or manual.

Ethernet Preference
Indicates the preferred Ethernet frame type used for IPX
Conversion as IEEE-802.3 or Ethernet.

Number of ports added
Number of bridge ports added to the bridging configuration.

Port Number
A user-defined number assigned to an interface by the Add Port
command.

Interface Number
Identifies devices connected to a network segment through the
bridge. You must add at least two interfaces to participate in
bridging. An interface number of 255 is used for bridging.

Port Behavior
Indicates method of bridging being used by that port, STB for
transparent bridging and SRB for source route bridging.

VPI Specifies the VPI associated with the ATM port.
VCI Specifies the VCI associated with the ATM port.

Circuit Number
Specifies the DLCI associated with the Frame Relay port.

Displays the configured options for the duplicate MAC address feature.

Example: Tist dmac

Duplicate MAC address feature is ENABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED
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10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

filtering datagroup-option
The following general data groups can be displayed under the list filtering
command:

All Displays all filtering database entries.

Ethertype
Displays Ethernet protocol type filter database entries.

SAP  Displays SAP protocol filter database entries.
SNAP Displays SNAP protocol identifier filter database entries.

The following examples illustrate each of the list filtering display options.

Example 1: Tist filtering all

Ethernet type 0800 is routed on ports 1
TEEE 802.2 destination SAP 42 is routed on ports 1
TEEE 802 SNAP PID 00-00-00-08-00 is routed on ports 2-3

Descriptors used in explaining how packets are communicated include:

Routed
Describes packets passed to routing forwarder to be forwarded.

Filtered
Describes packets that are administratively filtered setting protocol
filters that you set.

Bridged and routed
This describes a protocol identifier for which there is a protocol
entity within the system that is not a forwarder. For example a link
level echo protocol. Unicast packets from this protocol are bridged
or locally processed if being sent to a registered address. Multicast
packets are forwarded and locally processed for a registered
multicast address.

All of these descriptors also apply to ARP packets with this Ethertype.

Example 2:
list filtering ethertype

Ethernet type (in hexadecimal), 0 for all [0]? 0800
Ethernet type 0800 is routed on ports 1

Example 3:
list filtering sap

SAP (in hexadecimal), 100 for all [100]? 42
IEEE 802.2 destination SAP 42 is routed on ports 1

Example 4:
list filtering snap

SNAP Protocol 1D, return for all [00-00-00-00-00]?
IEEE 802 SNAP PID 00-00-00-08-00 is routed on ports 2-3

mapping add-type type-field
Lists specific address mapping for a given protocol.

Example: 1ist mapping SNAP
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PROTOCOL TYPE GROUP ADDRESS FUNCTIONAL ADDRESS

123456-7890 12-34-56-78-90-12 12:34:56:78:90:12

add-type
Choice of either DSAP, Ether (Ethernet), or SNAP.
type-field
Protocol type field:
» Destination Service Access Point (DSAP) protocol type is entered
in the range 1-FE (hexadecimal).
* Ethernet (Ether) protocol type is entered in the range of
5DD-FFFF (hexadecimal).

* Subnetwork Access Protocol (SNAP) protocol type is entered in
10-digit hexadecimal format.

multiaccess
Displays the aging time for entries in the multiaccess database and displays
the multiaccess bridge ports. See the output of the list port command for a
description of the bridge port parameters.

Example: Tist multiaccess
Aging time (in seconds): 300

Port ID (dec) : 238:02, (hex): 80-02
Port State : Enabled
STP Participation: Disabled
Port Supports : Source Route Bridging Only
SRB: Segment Number: 0x003 MTU: 2040 STE: Enabled
Assoc Interface : 1
Path Cost : 0
permanent

Displays the number of entries in the bridge’s permanent database.

Example: Tist permanent
Number of Entries in Permanent Database: 17

port port#
Displays port information related to ports that are already configured. Port#
selects the port you want to list. Specifying no number selects all ports.

Example: T1ist port

Port Id (dec) : 128: 5, (hex): 80-05

Port State : Enabled

STP Participation: Enabled

Port Supports : NO Bridging

Assoc Interface : 1

Path Cost : 0

B o
Port Id (dec) : 128: 6, (hex): 80-06

Port State : FORWARDING

STP Participation: Enabled

Port Supports: Source Routing Bridging Only

SRB: Segment Number: 0x116 MTU: 1979

STE Forwarding: Auto

Assoc Interface #/name : 1/FR/0  Circuit number 16

B B T B o o e = 3
Port Id (dec) : 128: 7, (hex): 80-07

Port State : FORWARDING

STP Participation: Enabled

Port Supports: Source Routing Bridging Only

SRB: Segment Number: 0x117 MTU: 1979

STE Forwarding: Auto

Assoc Interface #/name : 1/FR/0@  Circuit number 17

B B L = 3

Port ID (dec) : 128: 2, (hex): 80-02

Port State : Enabled

STP Participation: Enabled

Port Supports : Transparent Bridging Only

Assoc Interface : 0 VPI 0O VCI: 78

Path Cost : 0

B B o o S S e
Port ID (dec) : 128: 3, (hex): 80-03
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Port State : Enabled
STP Participation: Enabled
Port Supports : Transparent Bridging Only

Assoc Interface : 2
B B B B o

Port ID (dec) : 128: 1, (hex): 80-01

Port State : Enabled

STP Participation: Enabled

Port Supports ¢ Transparent Bridging Only

Assoc Interface : O VPI: @ VCI: 795

Path Cost : 0

B o o i e mm e

Port ID (dec) : 128: 4, (hex): 80-04

Port State : Enabled

STP Participation: Enabled

Port Supports : Transparent Bridging Only

Assoc Interface : O Dest ATM Addr: 391122334455667788990011223344
5566778899

Path Cost HC)

B B B

Port ID

The ID consists of two parts: the port priority and the port number.
In the example, 128 is the priority, and 1, 2, and 3 are the port
numbers. In hexadecimal format, the low-order byte denotes the
port number and the high-order byte denotes the priority.

Port state
Displays current state of the specified port or ports. This can be
either ENABLED or DISABLED.

Port supports
Displays bridging method supported by that port (for example,
transparent bridging).

SRB Displayed only when SRB is enabled and lists source routing
bridging information. This includes the SRB segment number (in
hex), the Maximum Transmission Unit size, and whether the
transmission of spanning tree explorer frames is enabled or
disabled.

Duplicate Frames Allowed
Displays a breakdown and count of the types of duplicate frames
allowed.

Assoc interface
Displays interface number associated with the displayed port. Also
displays the VPI/VCI or the destination ATM address if the port
exists on an ATM interface.

Path Cost
Cost associated with the port which is used for possible root path
cost. The range is 1 to 65535.

prot-filter port#
Reads a current list of the filter protocol types. Filters can be listed
selectively by port or all ports can be displayed at once. Port# selects the
bridge port that you want to list.

Example: 1ist prot-filter 1

PORT 1

Protocol Class : DSAP
Protocol Type . 01
Protocol State: : Filtered
Port Map 1,2, 3

Port Number
Port number is displayed for each port if all ports are selected to be
displayed.
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Protocol Class
Displays protocol class (SNAP, Ether, or DSAP).

Protocol Type
Displays protocol ID in hexadecimal format.

Protocol State
Denotes that protocol is being filtered for selected port.

Port Map
Displays the numbers of the ports where this type of protocol filter
is present.

protocol
Displays bridge information related to the spanning tree protocol.

Example: Tist protocol
IEEE 802.1d Spanning Tree Conf1gurat1on

Bridge Identifier : 32768/000000000000 (using port address)
Bridge-Max-Age (in seconds) : 20
Bridge-Hello-Time (in seconds) : 2

Bridge-Forward-Delay (in seconds): 15

SRB Spanning Tree Configuration:

Bridge Identifier : 32768/000000000000 (using port address)
Bridge-Max-Age (in seconds) : 20
Bridge-Hello-Time (in seconds) : 2

Bridge-Forward-Delay (in seconds): 15

Note: Each of these bridge-related parameters is also described in detail in
the previous chapter.

Bridge Identifier
8-byte value in ASCII format. If you did not set the bridge address
prior to displaying this information, the low order 6 bytes will be
displayed as zero, denoting that the default MAC address of a port
is being used. When a bridge has been selected as the root bridge,
the bridge max age and bridge hello time are transmitted by it to all
the bridges in the network via the HELLO BPDUs.

Bridge-Max-Age
Maximum age (period of time) that should be used to time out
spanning tree protocol-related information.

Bridge-Hello-Timer
Time interval between HELLO BPDUs.

Bridge-Forward-Delay
Time interval used before changing to another state (should this
bridge become the root).

range start-index stop-index
Reads a range of address entries from the permanent database. To specify
this, first determine the size of the database by using the list permanent
command. From this value you can then determine a “start index” value for
your entry range. The start index is in the range from 1 to the size of the
database. You can then choose a “stop index” for displaying a limited
number of entries. This input is optional. If you do not specify the stop
index, the default value is the size of the database.

Address entries contain the following information:

Example: Tist range
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Start-Index [1]? 1
Stop-index [17]? 6

ADDRESS ENTRY TYPE PORT MAP
01-80-C2-00-00-00 REGISTERED Input Port: ALL PORTS
Qutput ports:
01-80-C2-00-00-01 RESERVED NONE/DAF
01-80-C2-00-00-02 RESERVED NONE/DAF
01-80-C2-00-00-03 RESERVED NONE/DAF
01-80-C2-00-00-04 RESERVED NONE/DAF
01-80-C2-00-00-05 RESERVED NONE/DAF
Address

6-byte MAC address of the entry.

Type of Entry
Specifies one of the following types:

* Reserved - entries reserved by the IEEE 802.1d committee

* Registered - entries consist of unicast addresses belonging to
proprietary communications hardware attached to the box or
multicast addresses enabled by protocol forwarders

* Permanent - entries entered by the user in the configuration
process which survive power on/offs or system resets

» Static - entries entered by the user in the monitoring process that
do not survive power on/offs or system resets and are ageless

* Dynamic - entries “learned” by the bridge “dynamically” that do
not survive power on/offs or system resets and that have an
“age” associated with the entry

* Free - locations in database that are free to be filled by address
entries

Port Map
Displays outgoing port map for all incoming ports.

Displays the NetBIOS configuration prompt. Enter netbios at the ASRT config>
prompt to display the NetBIOS configuration prompt. See ENetBIQS Commands” on
ﬁ for an explanation of each of the NetBIOS configuration commands.

Syntax:
netbios

Example:
netbios

NetBIOS Support User Configuration
NetBIOS config>

Note: If you have not purchased the NetBIOS filtering feature, you will receive the
following message if you use this command:

NetBIOS Filtering is not available in this load.

Use the set command to set certain values, functions, and parameters associated
with the bridge configuration. These include:

» Aging time for dynamic address entries in the filtering database

* Bridge address

* |IPX Conversion Mode and Ethernet Preference

» Largest Frame (LF) bit encoding interpretation for source routing
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* MAC service data unit (MSDU) size
* Spanning tree protocol bridge and port parameters
* Route Descriptor (RD) limit
» Size of the bridge filtering database
» Aging time for RIFs associated with duplicate MAC addresses
* Aging time for entries in the multiaccess database
Syntax:
set age
bridge
conversion-mode
ethernet-preference
dmac-age
filtering
If-bit-interpretation . . .
maximum-packet-size . . .
multiaccess-age . . .
port
protocol bridge
protocol port . . .
route-descriptor-limit . . .

age seconds resolution
Sets the time for aging out dynamic entries in the filtering database when
the port with the entry is in the forwarding state. This age is also used for
aging RIF entries in the adaptive database in the case of an SR-TB bridge
personality.

Enter the required value after each prompt and press Return .
Aging Time Valid Values : 10 to 1000000
Aging Time Default Value : 30

The resolution value specifies how often dynamic entries in the filtering
database should be scanned to determine if they have exceeded their age
limit as set by the aging timer.

Resolution Valid Values : 1 to 60 seconds
Resolution Default Value : 5 seconds

Example: set age

seconds [300] ? 400

resolution [5] ? 6

bridge bridge-address

Sets the bridge address. This is the low-order 6-octet bridge address found
in the bridge identifier. By default, the bridge-addr-value is set to the
medium access control (MAC) address of the lowest-numbered port at
initialization time. You can use this command to override default address
and enter your own unique address.

Enter srb or tb to specify whether the source routing bridge (srb) or
transparent bridge (tb) bridge address is to be affected.
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Note: Each bridge in the network must have a unique address for the
spanning tree protocol to operate correctly.

Attention: In cases where a serial line interface (or tunnel) is the lowest
numbered port, it is mandatory to use this command so that the
bridge will have a unique address when restarted. This process
is necessary because serial lines do not have their own MAC
address.

At the prompt, enter the bridge address in 12-digit hexadecimal format and
press Return.

If you enter the address in the wrong format you will receive the message
IT1egal Address. If you enter no address at the prompt you will receive the
message Zero length address supplied and the bridge will maintain its
previous value. To return the bridge address to the default value, enter an
address of all zeros.

Valid Values : 12 hexadecimal digits

Do not use dashes or colons to separate each octet. Each bridge in the
network must have a unique address for the spanning tree protocol to
operate correctly.

Default Value : 000000000000

Example: set bridge
Bridge Address (in 12-digit hex)[]?

conversion-mode mode
Specifies the IPX conversion mode as either automatic or manual.

mode When the conversion mode is set to automatic, the IPX frame type
of each Ethernet/802.3 end-station is learned and stored in the
filtering database and will be used on subsequent conversions to
the Ethernet/802.3 MAC format. The Ethernet Preference parameter
determines which IPX frame type to use when converting to the
Ethernet /802.3 MAC format if one has not yet been learned.

When the Conversion Mode is set to manual, the value of the
Ethernet Preference parameter specifies on which Ethernet/802.3
IPX frames the conversion is to be preformed.

Conversion-Mode Valid Values : automatic or manual
Conversion-Mode Default Value : automatic

Example: set conversion-mode manual

ethernet-preference preference
Specifies the preferred IPX frame type as either IEEE-802.3 or Ethernet.

preference
When the Conversion Mode is set to automatic, the IPX frame type
of each Ethernet/802.3 end-station is learned and stored in the
filtering database and will be used on subsequent conversions to
the Ethernet/802.3 MAC format. The Ethernet Preference parameter
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determines which IPX frame type to use when converting to the
Ethernet /802.3 MAC format if one has not yet been learned.

When the Conversion Mode is set to manual, the value of the
Ethernet Preference parameter specifies on which Ethernet/802.3
IPX frames the conversion is to be preformed.

Ethernet-Preference Valid Values : ieee-802.3 or ethernet

Ethernet-Preference Default Value : ieee-802.3

Example: set ethernet-preference ethernet

dmac-age seconds
Sets the time for aging out RIF entries in the RIF table for duplicate MAC
addresses. This value will be used for only the learned duplicate MAC
addresses. For all other addresses, the value from the set age command
will be used for aging.

Enter the desired value after each prompt and press Return .
DMAC Aging Time Valid Values : 10 to 1000000
DMAC Aging Time Default Value : 300

Example: set dmac-age

seconds [300]? 200

ASRT config>1ist dmac

Duplicate MAC address feature is  DISABLED
Load balance feature is  DISABLED

Age value for Duplicate MAC address :000000C8
Duplicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05
filtering database-size
Sets the number of entries that can be held in the bridge filtering database.

Default Value : 1024 times the number of bridge ports.
For more information, see the list filtering command on page R3.

Example: set filtering
database-size [2048]?

If-bit-interpretation  encode-mode
Sets the Largest Frame (LF) bit encoding interpretation if source routing is
enabled in this bridge.

Example: set 1f-bit-interpretation basic

Encode-mode
Entered as either basic or extended . In the basic mode only 3 bits
of the routing control field are used. This is the common practice in
source routing bridges that exist today. In extended mode, 6 bits of
the routing control field are used to represent the maximum data
unit that the bridge supports. The default value is extended .
Extended and Basic nodes are compatible.

maximum-packet-size  port# msdu-size
Sets the largest MAC service data unit (MSDU) size for the port, if source
routing is enabled on this port. The MSDU value setting has no implication
on traditionally transparent media. An MSDU value greater than the packet
size configured in the device will be treated as an error.
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If this parameter is not set, the default value used is the size configured as
the packet size for that interface.

Valid Values : Specify an integer in the range 16 to 65535
Default Value : packet size set for the port
Example: set maximum-packet-size 1 4399

multiaccess-age seconds
Sets the time for aging out entries in the multiaccess database. The
database is scanned at the rate set by the resolution parameter of the set
age command.

Valid values: 1 to 1 000 000
Default value: 300

Example: set multiaccess-age
seconds [300]? 500

port block or disable
Begins the port’s participation in the spanning tree protocol. This is done by
entering a status value of “block.” This places the port in the “blocked”
status as a starting point. The actual state of the port will later be
determined by the spanning tree protocol as it determines its topology.
Entering a status value of “disable” removes the port from participating in
the spanning tree.

Example: set port block
Port Number [1]?

protocol bridge or port
Modifies the spanning tree protocol bridge or port parameters for a new
configuration, or tunes the configuration parameters to suit a specific

topology.

Enter “bridge” as the option to modify bridge parameters. The bridge-related
parameters that can be modified with this command are described below.

Enter srb or tb to specify whether the source routing bridge (srb) or
transparent bridge (tb) spanning tree protocol parameters are to be
affected.

When setting these values, make sure that the following relationships exist
between the parameters or the input will be rejected:

2 X (Bridge Forward Delay - 1 second) = Bridge Maximum Age
Bridge Maximum Age = 2 X (Bridge Hello Time + 1 second)

Example: set protocol bridge tb

Bridge Max-Age [20] 25
Bridge Hello Time [2] 3
Bridge Forward Delay [15] 20
Bridge Priority [32768] 1
Bridge Maximum Age
Maximum age (period of time) that should be used to time out

spanning tree protocol-related information.

When this bridging device is selected as the root bridge in a
spanning tree, the value of this parameter specifies how long other
active bridges are to store the configuration bridge protocol data
units (BPDUSs) they receive. When a BPDU reaches its maximum
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age limit without being replaced, the active bridges in the network
discard it and assume that the root bridge has failed. A new root
bridge is then selected.

Dependencies

The setting of this parameter may be affected by the setting of the
Bridge Hello Time parameter. In addition, the setting of this
parameter may affect the setting of the Bridge Forward Delay
parameter.

Valid Values : 6 to 40 seconds

Default Value : 20 seconds

Bridge Hello Timer

Time interval between HELLO BPDUs.

When this bridging device is selected as the root bridge in a
spanning tree, this parameter specifies how often this bridge
transmits configuration bridge protocol data units (BPDUs). BPDUs
contain information about the topology of the spanning tree and
reflect changes to the topology.

Dependencies

The setting of this parameter may affect the setting of the Max age
parameter.

Valid Values : 1 to 10 seconds

Default Value : 2

Bridge Forward Delay

Time interval used before changing to another state (should this
bridge become the root).

When this bridging device is selected as the root bridge in a
spanning tree, the value of this parameter specifies how long active
ports in all bridges remain in a listening state. When the forward
delay time expires, ports in the listening state go into the forwarding
state. State changes occur as a result of changes in the topology of
the spanning tree, such as when an active bridge fails or is shut
down.

The root bridge conveys this value to all bridges. This process
ensures that all bridges are consistent between changes.

Dependencies

The setting of this parameter may be affected by the setting of the
SRB Bridge Max Age parameter.

Valid Values : 4 to 30 seconds
Default Value : 15

Bridge Priority
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priority of the bridge and the more likely it is to be chosen. The
spanning tree algorithm chooses the bridge with the lowest
numerical value of this parameter to be the root bridge.

Valid Values : 0 to 65535
Default Value : 32768

Enter port as the option to modify the spanning tree protocol port
parameters. Enter the desired value at each prompt and press
Return .

Example: set protocol port
Port Number [1] ?
Port Path-Cost (0 for default) [0] ? 1
Port Priority [128] ? 1
Port Number
Bridge port number; selects the port for which the path cost
and port priority will be changed.

Path Cost
Cost associated with the port, which is used for possible
root path cost.

Each port interface has an associated path cost, which is
the relative value of using the port to reach the root bridge
in a bridged network. The spanning tree algorithm uses the
path cost to compute a path that minimizes the cost from
the root bridge to all other bridges in the network topology.

This parameter specifies the cost associated with passing
frames through this port interface, should this bridging
device become the root bridge. Factor this value in when
determining spanning tree routes between any two stations.
A value of 0 instructs the bridging device to automatically
calculate a path cost for this port using its own formula.

Valid Values : 1 to 65535

Default Value : 0 (means the cost will be calculated
automatically)

Port Priority
Identifies port priority for the specified port. This is used by
the spanning tree algorithm in making comparisons for port
selection (which port offers the lowest cost path to the root
bridge) and blocking decisions.

Valid Values : 0 to 255
Default Value : 128

route-descriptor-limit  limit-type
Allows the user to associate a maximum Route Descriptor (RD)
length for all route explorer (ARE) or spanning tree explorer (STE)
frames forwarded by the bridge if source routing is enabled.

Example: set route-descriptor-1imit ARE

Limit-type
Entered either as ARE or STE, depending on whether the
RD-limit-value is applied to all route explorer (ARE) or
spanning tree explorer (STE) frames. You will then be
prompted for an RD-limit-value.
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RD-limit-value
Specifies the maximum number of RDs that might be
contained in the routing information field (RIF) of the frame
type specified by the RD limit type.

The hop count for each frame is the number of bridges
through which the frame has traveled so far. One RD is
added to the Routing Information Field each time the frame
passes through a bridge. Therefore, the number of RDs
equals the number of hops. When the number of RDs
(hops) exceeds the number of hops allowed by this
parameter, the frame is discarded.

Valid Values : 0 to 14
Default Value : 14

Tunnel

Use the tunnel command to access the Tunnel configuration prompt. Tunnel
configuration commands are entered at this prompt. See L i i

Commands” an page 101 for an explanation of each of these commands.

Syntax:

tunnel

BAN Configuration Commands

This section describes all of the BAN (boundary access node) configuration
commands. These commands let you configure BAN as an added feature to ASRT
bridging or to DLSw.

Note: The BAN configuration commands are not effective immediately. They
remain pending until you restart or reload the device.

Configuration commands are entered at the BAN config> prompt. This prompt is
accessed by entering the ban command at the ASRT config> or the DLSw config
prompt. [able § shows the BAN configuration commands.

Table 5. BAN Configuration Commands

Command Function

? (Help) Displays all the commands available for this command level or lists the
oEtions for specific commands (if available). See LGetting Help” on pagd

Add Adds a BAN port.

Delete Deletes a BAN port.

List Displays all information concerning BAN ports.

Exit Returns you to the previous command level. See EExiting a | ower | evel

Response to BAN Configuration Commands

The BAN configuration (Talk 6) commands are not effective immediately. They
remain pending until you issue the reload or restart command.

Add

Use the add command to add a BAN port to the BAN configuration. If a port
number is not supplied with the command, you are prompted for the port number.
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Syntax:
add  port#

Example: add

Port Number [0]?7 3.

Enter the BAN DLCI MAC Address []? 400012345678

Enter the Boundary Node Identifier MAC Address [4FFF00000000]?

Do you want the traffic bridged (b) or DLSw terminated (t) (b/t) [b]

Delete
Use the delete command to delete a BAN port from the BAN configuration. If a port
number is not supplied with the command, you are prompted for the port number.
Syntax:
delete port#
Example: delete 3

List

Use the list command to list information about all BAN ports. The information that is
displayed includes the BAN port number, the MAC address for the BAN DLCI, and
whether the frames handled by the port are bridged or the LLC is terminated by
DLSw.

Syntax: list

list

Example: Tist

bridge BAN Boundary bridged or
port DLCI MAC Address Node Identifier DLSw terminated
2 40:00:11:22:33:44 AF:FF:00:00:00:00 bridged

3 40:00:55:66:77:88 4F:FF:00:00:00:00 bridged

Tunnel Configuration Commands

This section describes the Tunnel configuration commands. The Tunnel
configuration commands allow you to specify network parameters for a tunnel that
transmits bridging frames over IP.

Note: The tunnel configuration commands are not effective immediately. You must
restart or reload the device before they become effective.

Configuration commands for the tunnel are entered at the TNL config> prompt. This
prompt is accessed by entering the tunnel command at the ASRT config> prompt.
shows the tunnel configuration commands.

Table 6. Tunnel Configuration Commands
Command Function

? (Help) Dlsplays all the commands available for this command level or lists the

E ions for specific commands (if available). See LGetting Help” on pagd

Add Adds the IP address of destination bridges participating in an IP unicast or
multicast addressing configuration for bridging over IP.
Delete Deletes the IP address of a destination bridge participating in an IP unicast

or multicast addressing configuration for bridging over IP.
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Table 6. Tunnel Configuration Commands (continued)
Command Function

Join Configures the device as a member of one or more multicast groups.
Leave Removes the device as a member of multicast groups.
List Displays the IP addresses of end-stations participating in an IP unicast or

multicast addressing configuration for bridging over IP. Also displays the size
(in number of bytes) of bridging packets being routed through an IP tunnel
and whether or not multicast addressing is enabled or disabled.

Set Sets a base multicast IP address for multicast tunneling on the device.
Exit Returns you to the previous command level. See LExiting a | ower | evel

Response to Tunnel Configuration Commands

The tunnel configuration (Talk 6) commands are not effective immediately. They
remain pending until you issue the reload or restart command.

Tunneling and Multicast Packets

Add

The bridging tunnel can be defined as either a unicast tunnel or a multicast tunnel.
To define a unicast tunnel, use the add command to configure the IP address of the
tunnel’s endpoint. To define a multicast tunnel, use the set and join commands. For
tunnel configurations where multicast packets are involved, the source address of
the multicast packets must lie on a network segment that is capable of the Internet
Group Management Protocol (IGMP).

IGMP is not defined on some interfaces such as ATM, X.25 and Frame Relay. This
means that when you define a multicast tunnel on the device (for example, the
MOSPF tunnel), you must ensure that one of the following conditions exists:

* The source is one of the LAN segment addresses

* The source is the internal IP address

The first condition can be ensured by using the IP set router-id configuration
command. The second condition can be ensured by using the IP set
internal-ip-address  configuration command.

In all cases, the second option is preferred and the first should be used only if
some of the devices in the network do not like host addresses (this would happen
in mixed vendor networks).

Use the add command to add the IP address of end stations participating in a
unicast IP addressing configuration.

For IP unicast addressing, the tunneling configuration requires that you supply IP
addresses of destination bridges. This record will be used by the device software to
convert the segment number in the routing information field (RIF) in a source-routed
frame to the corresponding IP address of the destination bridge. For transparent
bridging frames, it identifies the other endpoint of the tunnel.

Syntax: add

address
IP-address

Valid Values : a valid IP address
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Default Value : none

Example: add address 128.185.144.37

Use the delete command to delete the IP address of bridges participating in a
unicast or multicast IP addressing configuration.
Syntax:

delete address /P-address
Valid Values : a valid IP address
Default Value : none

Example: delete address 128.185.144.37

Use the join command to establish the device as a member of one or more
multicast groups. A tunnel group may be one of three types: peer, client, or server.
The tunnel group is defined by an integer tag. A bridge can belong to only one
group type for each tag. A bridge cannot belong to both peer group 1 and server
group 1, for example.
Syntax:
join client-group group-number

peer-group group-number

server-group group-number

client-group group-number
Joins the client group with the given group number.

Valid Values : 0 to 64
Default Value : 0
Example: join client-group 3

peer-group group-number
Joins the peer group with the given group number.

Valid Values : 0 to 64
Default Value : 0
Example: join peer-group 5

server-group group-number
Joins the server group with the given group number.

Valid Values : 0 to 64
Default Value : 0

Example: join server-group 7
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Leave

List

Use the leave command to remove the device as a member of multicast groups.

Syntax:

leave server-group group-number
client-group group-number
peer-group group-number

server-group group-number
Leaves the server group with the given group number.

Valid Values : 0 to 64
Default Value : 0
Example: leave server-group 7

client-group group-number
Leaves the client group with the given group number.

Valid Values : 0 to 64
Default Value : 0
Example: leave client-group 3

peer-group group-number
Leaves the peer group with the given group number.

Valid Values : 0 to 64
Default Value : 0

Example: leave peer-group 5

Use the list tunnel command to display the IP addresses of bridges participating in
an IP unicast or multicast addressing configuration for tunneling over IP. This
command can also be used to display the current size of IP packets being sent
through the tunnels and displays, whether or not IP is enabled or disabled.

Syntax:
list address
all
address
Lists the IP addresses of bridges participating in an IP unicast or multicast
addressing configuration for tunneling over IP.
Example: T1ist address
IP Tunnel Addresses
128.185.179.51 128.185.170.51 128.185.142.39
128.185.143.39 224.0.0.5
all Lists all unicast IP addresses, configured multicast addresses, and the

tunnel packet size.

Example: Tist all

IP Tunnel Addresses

128.185.179.51 128.185.170.51 128.185.142.39
128.185.143.39 224.0.0.5

Frame size for the tunnel 2120
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Use the set command to set the base multicast address of the device.

For IP multicast addressing, the tunneling configuration requires only the IP
multicast address reserved for tunneling. Encapsulation uses three groups of IP
multicast addresses. The first group is for sending all-routes explorer (ARE) frames,
the second group for sending spanning tree explorer (STE) frames, and the third
group for specifically routed frames (SRF).

Syntax:

set base-multicast-address

base-multicast-address
Sets the base multicast IP address for multicast tunneling.

Valid Values : any valid class D IP address with the last two bytes set to 0.
Default Value : 224.186.0.0
Example: set base-multicast-address 224.10.0.0

Frame Relay Commands

To enable bridging over the Frame Relay interface, you must associate a DLCI

number (also called a circuit number) with a bridge port. This is referred to as a
Frame Relay point-to-point bridge port. You can also define a multiaccess bridge
port associated with the Frame Relay interface itself. For further information, see

Once a bridge port is configured, all the functions associated with bridge ports,
including protocol filtering and address filtering are available.

For each Frame Relay point-to-point bridge port, you must specify either PVC or
SVC. For PVC support you must specify the associated DLCI number. For SVC
support, you must provide the SVC circuit name.

Response to Frame Relay Configuration Commands

The Frame Relay configuration (Talk 6) commands are not effective immediately.
They remain pending until you issue the reload or restart command.

At the ASRT config> prompt, use the following command to enable bridging for a
Frame Relay circuit:
add port interface# port# circuit-id

interface#
The interface number of the Frame Relay interface.

port# The unique bridge-specific number associated with the circuit.
Valid Range : 1 to 254
Default Value : none

circuit-id
The DLCI number for the PVC on which bridging is being enabled
or the circuit name of the SVC on which bridging is being enabled.
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The command associates a port number with the Frame Relay PVC
identified by the circuit number or the Frame Relay SVC identified by the
circuit name and enables that circuit’'s participation in transparent bridging.

Example: add a port on a Frame Relay interface (PVC)

ASRT config> add port

Interface Number [0]? 5

Port Number [7]? 7

Use FR PVC? [Yes]: yes

Frame Relay Circuit number [16]? 17

Example: add a port on a Frame Relay interface (SVC)

ASRT config> add port

Interface Number [0]? 5

Port Number [8]? 8

Use FR PVC? [Yes]: no

Frame Relay SVC Circuit Name []? 05svc020

ATM Commands

To enable bridging over the ATM interface, you must associate a VCC with a bridge
port.

Once a bridge port is configured, all the function associated with bridge ports,
including protocol filtering and address filtering are available.

You need to specify PVC or SVC support. For PVC support, you must specify the
VPI and VCI of the PVC. For SVC support, you must provide the remote ATM
address and the local selector byte.

At the ASRT config> prompt, use the following command to enable bridging on the
ATM interface:
add port interface# port# VCC-id

interface#
The interface number of the ATM interface.

port# The unique bridge-specific number associated with the VCC.
Valid Range : 1 to 254
Default Value : none

Once the port has been added on the ATM interface, the port
number will identify the port to the ATM ARP client and to the VCC
associated with this port.

See [Chapter 27 Using ARP” an page 571 for ATM ARP client

configuration information.

vce-id  To define a PVC, provide the VPI and VCI information. To define a
SVC, provide the destaddr and selector information.

VPI The VPI of the PVC on which bridging is enabled.
VPI Valid Values : 0 to 255
VPI Default Value : 0

VCI The VCI of the PVC on which bridging is enabled.
VCI Valid Values : 0 to 65535
VCI Default Value : 0
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destaddr
The destination ATM address of the SVC.

Destination ATM address Valid Values : any valid 20-byte
ATM address

Destination ATM address Default Value : none

selector
The selector of the destination ATM address of the SVC.

Selector Valid Values : X'00' — X'FF'
Selector Default Value : X'00'

Example: add a port on an ATM interface (PVC)

ASRT config> add port
Interface number [0]?

Port number [1]?

Use PVC? [Yes]:

VPI, Range 0..255 [0]? O
VCI, Range 0..65535 [0]? 795

Example: add a port on an ATM interface (SVC)

ASRT config> add port

Interface number [0]?

Port number [2]?

Use PVC? [Yes]:No

Destination ATM Address []? 3911223344556677889900112233445566778899
Selector, Range 00..FF [00]? OA

ASRT config>

Accessing the ASRT Monitoring Environment

To access the ASRT monitoring environment, enter the protocol asrt command at
the + (GWCON) prompt:

+protocol asrt
ASRT>

ASRT Monitoring Commands

This section describes the ASRT monitoring commands. These commands allow
you to view and modify parameters from the active monitoring. Information you
modify with the monitoring commands is reset to the SRAM configuration when you
restart the bridging device.

You can use these commands to temporarily modify the configuration without losing
configuration information in the bridge memory. The ASRT> prompt is displayed for
all ASRT monitoring commands.

Monitoring commands for NetBIOS are entered at the NetBIOS> monitoring prompt.
The NetBIOS prompt is a subset of the major ASRT commands and is accessed by
entering the ASRT netbios command explained later in this chapter.

Monitoring commands for NetBIOS are entered at the NetBI0S> monitoring prompt.
The NetBIOS-filtering prompt is a subset of the major ASRT commands.

Note: For commands requiring you to enter MAC Addresses, the addresses can be
entered in the following formats:
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Add

IEEE 802 canonical bit order
00-00-00-12-34-56

IEEE 802 canonical bit order (shorthand format)
000000123456

IBM Token-Ring native bit order (noncanonical)
00:00:00:12:34:56

fable 4 shows the ASRT monitoring commands.
Table 7. ASRT Monitoring Commands Summary

Command Function

? (Help) Displays all the commands available for this command level or lists the

oEtions for specific commands (if available). See LGetting Help” on pagd

Add Adds permanent (static) address entries to the bridging device’s

permanent database.
BAN Allows you to access the boundary access node (BAN) monitoring prompt

for entering specific BAN monitoring commands. See
for a detailed description.

Cache Displays cache entries for a specified port.

Delete Deletes MAC addresses entries from the bridging device database.

Flip Flips MAC address from canonical to 802.5 (noncanonical or IBM) bit
order.

List Displays information about the complete bridge configuration or about
selected configuration options.

NetBIOS Displays the NetBIOS monitoring prompt.

Exit Returns you to the previous command level. See LExiting a | ower | evel

Use the add command to add static address entries and destination address filters
to the bridging device’s database. These additions to the database are lost when
you restart the device.

Syntax:
add destination-address-filter
static-entry

destination-address-filter mac_address
Adds a destination address filter to the bridging device’s permanent
database. Enter the command followed by the MAC address of the entry.

Example: add destination-address-filter
Destination MAC address [00-00-00-00-00-00]?

static-entry mac_address input_port [output_ports]
Adds static address entries to the bridging device’s permanent database.
Enter the command followed by the MAC address of the static entry and
the input port number (an optional output port number may also be
entered). To create a static entry with multiple port maps (1 per input port),
use this command several times.

Example: add static-entry

MAC address [00-00-00-00-00-00]? 400000012345
Input port, 0 for all [0]?7 2

Output port, 0 for none [0]? 3

Output port, 0 to end [0]?
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Use the ban command to access the BAN (Boundary Access Node) monitoring
prompt. Enter the ban command from the ASRT> prompt.

Syntax: ban

Example: ASRT>ban
BAN>

Once you access the BAN monitoring prompt, you can begin entering specific
monitoring commands. To return to the ASRT> prompt at any time, enter the exit
command.

Use the cache command to display the contents of a selected bridging-port routing
cache. If the port does not possess a cache you will see the message Port X does
not have a cache.

Syntax:

cache port#

Example: cache
Port number [1]? 3

MAC Address MCx  Entry Type Age Port(s)

00-00-93-00-C0-DO  PERMANENT 0 3 (TKR/1)

00-00-00-11-22-33  STATIC 0 3 (TKR/1)
MAC Address

6-byte MAC address of the entry.

Entry Type
Specifies one of the following address entry types:

Reserved - entries reserved by the IEEE 802.1d Standard.

Registered - entries consist of unicast addresses belonging to proprietary
communications hardware attached to the box or multicast addresses
enabled by protocol forwarders.

Permanent - entries entered by the user in the configuration process which
survive power on/offs or system resets.

Static - entries entered by the user in the monitoring process which do not
survive power on/offs or system resets and are not effected by the aging
timer.

Dynamic - entries “learned” by the bridge “dynamically” which do not
survive power on/offs or system resets and which have an “age” associated
with the entry.

Free - locations in database that are free to be filled by address entries.

Unknown - entry types unknown to the bridge. May be possible bugs
and/or illegal addresses.

Age  Age in seconds of each dynamic entry. Age is decremented at each
resolution intervals.
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port(s)
Specifies the port number associated with that entry and displays the
interface name (this will always be that of the interface having the cache).

Delete
Use the delete command to delete station (including MAC) address entries from the

device’s permanent database.
Syntax:

delete mac-address

Example: delete 00-00-93-10-04-15

Flip
Use the flip command to view specific MAC addresses in the canonical and
noncanonical format by “flipping” the address bit order. This command is useful for
translating IEEE 802.5 addresses in their typical noncanonical format to the
canonical format universally used by the bridge monitoring and ELS (and vice
versa).
Syntax:

flip MAC-address

Example: flip

MAC address [00-00-00-00-00-00]? 00-00-00-33-44-55
IEEE 802 canonical bit order: 00-00-00-33-44-55
IBM Token-Ring native bit order: 00:00:00:CC:22:AA

List
Use the list command to display information about the bridging device configuration
or to display information about selected configuration or bridging options.
Syntax:
list adaptive . . .
bridge . . .
conversion . . .
database . . .
dmac
filtering . . .
multiaccess-database . . .
port
source-routing . . .
spanning-tree-protocol . . .
transparent . . .
tunnel . . .

adaptive datagroup-option [sub-option]
Lists all general information regarding the SR-TB bridge which converts
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between types of bridging. There are a number of general datagroup
options which may be displayed under list adaptive . These include the
following:

» Config - Displays general information regarding the SR-TB bridge.

» Counters - Displays all SR-TB bridge counters.

» Database - Displays contents of the SR-TB bridge RIF database.

Example: 1ist adaptive config

Adaptive bridge: Enabled

Translation database size: 0

Aging time: 320 seconds

Aging granularity 5 seconds
Port Segment Interface State MTU

1 001 TKR/1 Enabled 2052

- 002 Adaptive Enabled 1470

Adaptive bridge
Shows the current state of the SR-TB adaptive bridge. This value is
displayed as either Enabled or Disabled.

Translation database size
Displays the current size of the SR-TB database, which contains
MAC addresses and associated RIFs for the source-routing domain.

Aging time
Displays the aging timer setting in seconds. All SR-TB RIF
database entries which exceed this time limit are discarded.

Aging granularity
Displays how often entries are scanned to look for expiration
according to the aging timer.

Port  Displays the number of a port associated with conversion bridging.

Segment
Displays the source routing segment number assigned to the port
associated with conversion bridging.

Interface
Identifies the device connected to a conversion bridge network
segment.Also, displays the VPI/VCI if an ATM port and the DCI if a
Frame Relay port.

State Indicates the current state of the conversion bridge port.

MTU  Specifies the maximum frame size (from the end of the RIF to the
beginning of the FCS) that the conversion bridge can transmit and
receive.

Example:
list adaptive counters
Hash collision count: 28

Adaptive database entry count: 0
Adaptive database overflow count: 0

Hash Collision Count
Displays number of addresses that were stored (hashed) to the
same location in the hash table. This number is accumulative and
reflects the total number of hash collision incidents that occurred.
Increases in this number may indicate a potential table size
problem.
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Adaptive Database Entry Count
Displays the number of entries currently stored in the adaptive
bridge database.

Adaptive Database Overflow Count
Displays the number of times that an address was overwritten as
the conversion database table ran out of table space.

The database option of the list adaptive command lets you select
certain portions of the adaptive bridge RIF database to display. This
is due to the potential size of the database. The display options
include the following:

* Address - Displays the conversion bridge database related to
that specific MAC address

« All - Displays the entire database.
» Port - Displays all conversion bridge entries a specific port.

e Segment - Displays all conversion bridge entries associated with
the port having the specified segment number.

The following examples illustrate each of the list adaptive
database command options.

Note: These are only displayed if adaptive bridging is enabled.
Example: 1ist adaptive database address mac-address
Example: 1ist adaptive database all

Example: 1ist adaptive database port segment#

Example: 1ist adaptive database segment segment#

Each entry is displayed on two lines followed by a blank line. The

following information is displayed for each entry:

Canonical address
Lists the MAC address of the node corresponding to this entry. This
is displayed in IEEE 802 canonical (hexadecimal) format.

Interface
Displays the name of the network interface that learned this entry.

Port  Displays the port number of the port that learned this address entry.
Seg Displays the number of the segment that learned this address.
Age Displays the entry age in seconds.

RIF Type
Displays the RIF type as SRF, STE, or ARE.

RIF Direction
Displays the RIF direction as Forward or Reverse.

RIF Length
Displays the RIF length in bytes.

RIF LF
Displays the largest frame value encoded in the RIF.
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IBM MAC Address
Shows the MAC address of the node corresponding to this entry.
This is displayed in the “IBM” noncanonical bit order as typically
labeled on 802.5 interfaces and used by the IP/ARP, IPX, and
NetBIOS protocols.

RIF Displays the Routing Information Field learned from this node.

adaptive database duplicate
Lists database entry of all duplicate MAC addresses. It displays primary and
secondary RIFs for each duplicate MAC address.

Example: 1ist adaptive database duplicate

Canonical Address Interface Port Seg Age RIF: Type Direct Length LF IBM MAC Address RIF

08-00-5a-ee-ce-ee TKR/0 3 001 180 SRF Forward 14 1470 90:00:5a:77:77:77 0el0fef0dcab001b960395029001 PRI. RIF(3)
TKR/2 5 003 185 SRF Reverse 14 1470 0c9070087109003bdcabfef00000 SEC. RIF(3)
bridge

Lists all general information regarding the bridge device configuration.

Example: Tist bridge
Bridge ID (prio/add): 32768/10-00-5A-63-01-00

Bridge state: Enabled
UB-Encapsulation: Disabled
Bridge type: STB

Number of ports: 2

STP Participation: TEEE802.1d
IPX Conversion: Enabled
Conversion Mode: Automatic

Ethernet Preference: TEEE-802.3
**Bridge is enabled for Data Link Switching**

Maximum
Port Interface State MAC Address Modes  MSDU  Segment Flags
1 Eth /0 Up 10-00-5A-63-01-00 T 1514 RD
2 FR /0:16 Up 00-00-00-00-00-00 SRT 2038 001 RD
2 FR /0:18 UP 00-00-00-00-00-00 SR 2038 002 RD

Flags: RE = IBMRT PC behavior Enabled, RD = IBMRT PC behavior Disabled

SR bridge number: 00a

SR virtual segment: ff6 (1 : N SRB Active)
Adaptive segment: 107

Bridge 1D

Unique ID used by the spanning tree algorithm in determining the
spanning tree. Each bridge in the network is assigned a unique
bridge identifier. The bridge priority is displayed in decimal followed
by the hex address.

Bridge State
Indicates whether bridging is enabled or disabled.

UB-Encapsulation
Indicates whether UB Encapsulation is enabled or disabled.

Bridge Type
Displays the configured bridge type. This is displayed as NONE,
SRB, TB, SRT, ADAPT, A/SRB, A/TB, or ASRT.

Number of Ports
Displays the number of ports configured for that bridge.

STP Participation
Describes the types of spanning tree protocol in which a bridge
participates.
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IPX Conversion
Indicates whether IPX Conversion is enabled or disabled.

Conversion Mode
Indicates the IPX Conversion Mode as either automatic or manual.

Ethernet Preference
Indicates the preferred Ethernet frame type used for IPX
Conversion as IEEE 802.3 or Ethernet.

Port  Specifies a user defined number assigned to an interface by the
add port command.

Interface
Identifies devices connected to a network segment through the
bridge.

State Indicates the current state of the port. This is displayed as UP or
DOWN.

MAC address
Displays the MAC address associated with that port in canonical bit
order.

Modes
Displays the bridging mode for that port. T indicates transparent
bridging. SR indicates source routing. A indicates adaptive bridging.

MSDU Specifies the maximum frame (data unit) size (including the MAC
header but not the FCS field) the bridge can transmit and receive
on this interface.

Segment
Displays the source routing bridge segment number assigned to
that port (if any).

SR bridge number
Displays the user assigned source routing bridge number.

SR virtual segment
Displays the source routing bridge virtual segment number (if any).

Adaptive segment
Displays the number of the segment which is used in the source
routing domain to route to the transparent domain (via conversion).

conversion datagroup-option

» Displays general information about the bridge’s rules for converting frame
formats based on the frame type. There are a number of general
datagroups which may be displayed under the list conversion
command. These include the following:

— All - Displays all rules.

— Ethertype - Displays rules for all Ethernet types or for a specific
Ethernet type.

— SAP - Displays rules for all SAP protocol identifiers or a specific 802.2
SAP type.

— SNAP - Displays rules for all SNAP protocol identifiers or a specific
802.2 SNAP type.

The following examples break down each of the list conversion display
options.

118 MRS V3.4 Protocol Reference V1



ASRT Monitoring Commands (Talk 5)

Ethernet type (in hexadecimal), 0 for all [0]?

Example: list conversion all
Example: list conversion ethertype
Example: list conversion SAP

SAP (in hexadecimal), 100 for all [100]?

Example: list conversion SNAP
SNAP Protocol ID, return for all [00-00-00-00-00]?

database datagroup-option
Lists the contents of transparent filtering databases. There are a number of
datagroups which can be chosen to be displayed under the list database
command. These include the following:

» All - Displays the entire transparent bridging database.

* Dynamic - Displays all dynamic (learned) address database entries.

* Local - Displays all local (reserved) address database entries.
* Permanent - Displays all permanent address database entries.
» Port - Displays address entries for a specific port.

* Range - Displays a range of database entries from the total transparent
bridging filtering address database. A starting and ending MAC address

is given to define the range. All entries falling within this range will be

displayed.
» Static - Displays static entries from the address database.

The following examples break down the list database command options.

The first example also shows the related output.

Example: 1ist database all

Example:

MAC Address MC*
00-00-00-00-AA-AA
00-00-00-12-34-56

00-00-00-22-33-44

00-00-00-33-44-55
00-00-00-55-66-77

00-00-93-10-04-15
00-00-93-10-E4-F9
00-00-93-90-04-A6
00-00-A7-10-68-28
01-80-C2-00-00-00%
01-80-C2-00-00-01%
01-80-C2-00-00-02%
01-80-C2-00-00-03*
01-80-C2-00-00-0D*
01-80-C2-00-00-0E*
03-00-00-00-80-00%
08-00-17-00-35-F9
08-00-17-00-4D-DA

Entry Type Age
Dynamic 295
Perm/Source filter

Permanent

Perm Dest filter
Perm/Source filter

Registered
Dynamic
Dynamic
Dynamic
Registered
Reserved
Reserved
Reserved
Reserved
Reserved
Reserved
Dynamic/ETH-11
Dynamic

300
300
270

list database range

First MAC address [00-00-00-00-00-00]? 00-00-93-00-C0-D0O
Last MAC address [FF-FF-FF-FF-FF-FF]? 01-80-C2-00-00-00

MAC Address

MC* Entry Type

AGE

00-00-93-10-04-15 Registered
01-80-C2-00-00-00 Registered

Example: 1ist database dynamic

Port(s)
4 (Eth/2)

(TKR/1) -> 3-4

300
300

1 (Eth/1)
1 (Eth/1)

Port(s)
1 (Eth/2)
1,3
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MAC Address MC* Entry Type AGE Port(s)

00-00-00-00-AA-AA  Dynamic 295 4 (Eth/2)
00-00-93-10-E4-F9 Dynamic 300 1 (Eth/1)
00-00-93-90-04-A6 Dynamic 300 1 (Eth/1)
00-00-A7-10-68-28 Dynamic 270 1 (Eth/1)
08-00-17-00-35-F9 Dynamic/ETH-II 300 1 (Eth/1)
08-00-17-00-4D-DA  Dynamic 300 1 (Eth/1)

Note: The following fields are displayed for all of the list database
command options.

MAC Address

Specifies the address entry in 12-digit hex format (canonical bit

order).

MC*  An asterisk following an address entry indicates that the entry has
been flagged as a multicast address.

Entry Type

Specifies one of the following types:

Reserved

Entries reserved by the IEEE 802.1d standard.

Registered

Entries consist of unicast addresses belonging to interfaces
participating in the bridge or multicast addresses enabled
by protocol forwarders

Permanent

Static

Entries entered by the user in the configuration process
which survive power on/offs or system resets

Entries entered by the user in the monitoring process which
do not survive power on/offs or system resets and are
ageless.

Dynamic

Free

Entries “learned” by the bridge “dynamically” which do not
survive power on/offs or system resets and which have an
“age” associated with the entry

If IPX Conversion is enabled and the entry was “learned”
during the process of forwarding a Novell IPX frame, the
Ethernet/802.3 frame type (encapsulated) is also displayed
as:

e ETH-II - Ethernet-V2.0 (IPX frame type ETHERNET _II)

» 802.3 - 802.3/Novell Proprietary (IPX frame type
ETHERNET_8023)

* 802.2 - 802.3/LLC (IPX frame type ETHERNET_8022)

* SNAP - 802.3/SNAP (IPX frame type
ETHERNET_SNAP)

This type is not used and should not be normally be seen
except in occasional “race” conditions between the
monitoring and the bridge.

Unknown

Age
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Port(s)
Specifies the outgoing port number(s) for that entry. Device
type is also listed for single port entries.

dmac Displays information about configured options for the duplicate MAC
address feature.

Example: Tist dmac

ASRT>1ist dmac
Duplicate MAC address feature is ENABLED
Load balance feature is ENABLED
Age value for Duplicate MAC address :00000096
DupTicate MAC ADDRESSES CONFIGURED

10-00-5A-66-66-00
10-00-5A-66-66-01
10-00-5A-66-66-02
10-00-5A-66-66-03
10-00-5A-66-66-04
10-00-5A-66-66-05

filtering datagroup-option
Displays general information about the bridge’s protocol filtering databases.
There are a number of general datagroups which may be displayed under
the list filtering command. These include the following:
» All - Displays all filtering database entries.
» Ethertype - Displays Ethernet protocol type filter database entries.
* SAP - Displays SAP protocol filter database entries.
* SNAP - Displays SNAP protocol identifier filter database entries.

The following examples break down each of the list filtering display options.

Example: list filtering all

Ethernet type 0800 is routed on ports 1
TEEE 802.2 destination SAP 42 is routed on ports 1
TEEE 802 SNAP PID 00-00-00-08-00 is routed on ports 2-3

Descriptors used in explaining how packets are communicated include the

following:
* Routed - Describes packets which are passed to routing forwarder to be
forwarded

» Filtered- Describes packets which are administratively filtered by the user
setting protocol filters

» Bridged and routed - This describes a protocol identifier for which there is
a protocol entity within the system which is not a forwarder. An example
of this would be a link level echo protocol. Unicast packets from this
protocol are bridged or locally processed if being sent to a registered
address. Multicast packets are forwarded and locally processed for a
registered multicast address.

All of the descriptors just explained also apply to ARP packets with this
Ethertype.

Example: 1ist filtering ethertype
Ethernet type (in hexadecimal), 0 for all [0]? 0800
Ethernet type 0800 is routed on ports 1
Example: 1ist filtering SAP
SAP (in hexadecimal), 100 for all [100]? 42
TEEE 802.2 destination SAP 42 is routed on ports 1

Example: 1ist filtering SNAP
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SNAP Protocol ID, return for all [00-00-00-00-00]?
TEEE 802 SNAP PID 00-00-00-08-00 is routed on ports 2-3

multiaccess-database port#
Displays the contents of the multiaccess database. This database maps a
source routing segment number to a Frame Relay circuit number.

all-ports
Specifies that all database entries should be displayed.

Example: list multiaccess-database
Aging Time (in seconds): 300
4 entries used out of 512

Segment Age Port Interface Circuit

204 100 2 FR/0 16
267 200 3 FR/1 16
375 120 2 FR/O 18
400 220 3 FR/1 18
port port#

Displays database entries for a specific bridge port.

Example: list multiaccess-database
Aging Time (in seconds): 300

4 entries used out of 512

Segment Age Port Interface Circuit

204 100 2 FR/0 16
375 120 2 FR/0 18

In the displays:

Segment
Is the destination source routing segment number.

Age Is the entry time-to-live in seconds.

Port Is the port number of the multiaccess bridge port that built this
entry.

Interface
Is the name of the network interface that built this entry.

Circuit
Is the Frame Relay circuit number that built this entry.

port port#
Displays port information.

Example: list port

Port Id (dec) : 128: 3, (hex): 80-03

Port State : Forwarding

STP Participation: Enabled

Port Supports : Transparent Bridging Only

Assoc Interface #/name : 5/Eth/1

Example: list port 1

Port Id (dec) : 128: 4, (hex): 80-04

Port State : Disabled

STP Participation: Enabled

Port Supports : Transparent Bridging Only

Assoc Interface #/name : 1/FR/0@ PVC Circuit name:
PVC Circuit number: 16

Example: list port 2
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Port Id (dec) : 128: 5, (hex): 80-05

Port State : Disabled

STP Participation: Enabled

Port Supports : Source Route Bridging Only

SRB: Segment Number: 0x004 MTU: 1979 STE Forwarding: Auto

Assoc Interface #/name : 10/PPP/1

Port  Specifies a user defined number assigned to an interface by the

add port command.

Interface
Identifies devices connected to a network segment through the
bridge.

State Indicates the current state of the port. This is displayed as UP or
DOWN.

MAC address
Displays the MAC address associated with that port in canonical bit
order.

Modes
Displays the bridging mode for that port. T indicates transparent
bridging. SR indicates source routing. A indicates adaptive bridging.

MSDU Specifies the maximum frame (data unit) size (including the MAC
header but not the FCS field) the bridge can transmit and receive
on this interface.

Segment
Displays the source routing bridge segment number assigned to
that port (if any).

source-routing datagroup-option
Displays source-routing bridge configuration information. There are a
number of general datagroup options which may be displayed under the list
source-routing command. These include the following:
» Configuration - Displays general information regarding the SRB bridge.
» Counters - Displays all SRB bridge counters.
« State - Displays contents of all related SR-TB bridge databases.

The following examples illustrate each of the list source-routing display
options.

Example: 1ist source-routing configuration

Bridge number: 1

Bridge state: Enabled

Maximum STE hop count 14

Maximum ARE hop count 14

Virtual segment: 003

Port Segment Interface State MTU STE Forwarding LNM
2 001 TKR/1 Enabled 4399 Yes ENA
3 002 TKR/2 Enabled 4399 Yes

Bridge number
The bridge number (in hexadecimal) assigned to this bridge.

Bridge State
Indicates whether bridging is enabled or disabled.

Maximum STE hop count
The maximum hop count for spanning tree explorer frames
transmitting from the bridge for a given interface associated with
source routing bridging.
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Maximum ARE hop count
The maximum hop count for all route explorer frames transmitting
from the bridge for a given interface associated with source routing
bridging.

Virtual segment
The virtual segment number assigned for 1:N bridging.

Port  The numbers of ports associated with source routing bridging.

Segment
The assigned segment numbers for ports associated with source
routing bridging.

Interface
The associated interface names. VPI/VCI is shown for ATM. DLCI is
shown for FR.

State  The current port state (Enabled or Disabled).
MTU  The MTU size set for that port.

STE Forwarding
Indicates whether Spanning Tree Explorers received on this port
are forwarded (Yes) and whether STEs from other ports go out this
port.

LNM Indicates whether LAN Network Manager (LNM) agents are enabled
(ENA) or disabled (DIS) on that specific port.

The counters option has further subgroups of information which may be

displayed using the list source-routing command. These include the

following:

» All-ports - Displays counters for all ports.

» Port - Displays counters for a specific port.

* Segment - Displays counters for the port corresponding to a specific
segment.

The following examples illustrate each of the list source-routing display
options.

Example: 1ist source-routing counters all-ports

ASRT>1ist source counters all-ports
Counters for port 2, segment 001, interface TKR/1

SRF frames received: 0 sent: 0
STE frames received: 0 sent: 0
ARE frames received: 648 sent: 0
SR frames sent as TB: 0
TB frames sent as SR: 2057
Dropped, input queue overflow: 0
Dropped, source address filtering: 0
Dropped, dest address filtering: 0
Dropped, invalid RIF length: 0
Dropped, duplicate segment: 2594
Dropped, segment mismatch: 0
Dropped, Duplicate LAN ID or tree error: 0
Dropped, STE hop count exceeded: 0
Dropped, ARE hop count exceeded: 0
Dropped, no buffer available to copy: 0
Dropped, MTU exceeded: 0
Counters for port 3, segment 002, interface TKR/2:
SRF frames received: 0 sent: 0
STE frames received: 0 sent: 0
ARE frames received: 825 sent: 0
SR frames sent as TB: 0
TB frames sent as SR: 2041
Dropped, input queue overflow: 0
Dropped, source address filtering: 0
Dropped, dest address filtering: 0
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Dropped, invalid RIF length: 0
Dropped, duplicate segment: 3300
Dropped, segment mismatch:

Dropped, Duplicate LAN ID or tree error:
Dropped, STE hop count exceeded:
Dropped, ARE hop count exceeded:
Dropped, no buffer available to copy:
Dropped, MTU exceeded:

[clooNoRoNo]

Port  Lists the numbers of ports associated with source routing bridging

Segment
Lists the source-routing segment numbers in hex.

Interface
Lists the name of the network interface.

SRF Frames Received/Sent
Lists the number of Specifically Routed Frames received and sent
on this bridge.

STE Frames Received/Sent
Lists the number of Spanning Tree Explorer Frames received and
sent on this bridge.

ARE Frames Received/Sent
Lists the number of All Routes Explorer Frames received and sent
on this bridge.

SR Frames Sent as TB
Lists the number of source routing frames received on this interface
that were sent as transparent bridge frames.

TB Frames Sent as SR
Lists the number of transparent bridge frames received on this
interface that were sent as source routing frames.

Dropped, input queue overflow
Lists the number of frames arriving on this interface that were not
bridged for flow control reasons. The input queue to the forwarder
overflowed.

Dropped, source address filtering
Lists the number of frames arriving on this interface that were not
bridged because this source address matched a source address
filter in the filtering database.

Dropped, destination address filtering
Lists the number of frames arriving on this interface that were not
bridged because this destination address matched a destination
address filter in the filtering database.

Dropped, protocol filtering
Lists the number of frames arriving on this interface that were not
bridged because their protocol identifier was one that is being
administratively filtered.

Dropped, invalid RIF length
Lists the number of frames arriving on this interface that were
dropped because the RIF length as less than 2 or over 30.

Dropped, duplicate segment
Lists the number of frames arriving on this interface that were
dropped because of a duplicate segment in the RIF. This is normal
for ARE frames.
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Dropped, segment mismatch
Lists the number of frames arriving on this interface that were
dropped because the outgoing segment number does not match
any in this bridge.

Dropped, Duplicate LAN ID or tree error:
The number of duplicate LAN IDs or Tree errors. This helps in the
detection of problems in networks containing older IBM Source
Routing Bridges.

Dropped, STE hop count exceeded:
The number of explorer frames that have been discarded by this
port because the Routing Information Field has exceeded the
maximum route descriptor length.

Dropped, ARE hop count exceeded:
The number of explorer frames that have been discarded by this
port because the Routing Information Field has exceeded the
maximum route descriptor length.

Dropped, no buffer available to copy:
Number of times a frame was not forwarded on an interface
because there were no buffer resources available to copy the
frame. (Frame to multicast destinations and to unknown
destinations need to be copied for transmission on all active ports.)

Dropped, MTU exceeded:
The number of frames that were discarded by this port due to an
excessive size.

Example: 1ist source-routing counters port 3
Counters for port 3, segment 002, interface TKR/1:

SRF frames received: 0 sent: 0
STE frames received: 0 sent: 0
ARE frames received: 1140 sent: 0
SR frames sent as TB: 0
TB frames sent as SR: 2931
Dropped, input queue overflow: 0
Dropped, source address filtering: 0
Dropped, dest address filtering: 0

Dropped, invalid RIF length:

Dropped, duplicate segment:

Dropped, segment mismatch:

Dropped, Duplicate LAN ID or tree error:
Dropped, STE hop count exceeded:
Dropped, ARE hop count exceeded:
Dropped, no buffer available to copy:
Dropped, MTU exceeded:

Dropped, dest address filtering:
Dropped, protocol filtering:

S
a1
=N
(=)
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Example: 1ist source-routing counters segment 2
Counters for port 3, segment 002, interface TKR/2:

SRF frames received: 0 sent:

STE frames received: 0 sent:

ARE frames received: 1249 sent:

SR frames sent as TB:

TB frames sent as SR: 320

Dropped, input queue overflow:

Dropped, source address filtering:
Dropped, dest address filtering:
Dropped, protocol filtering:

Dropped, invalid RI length:

Dropped, duplicate segment: 499
Dropped, segment mismatch:

Dropped, Duplicate LAN ID or tree error:
Dropped, STE hop count exceeded:
Dropped, ARE hop count exceeded:
Dropped, no buffer available to copy:
Dropped, MTU exceeded:

[lolooooRoNololo o oo oo o Yol

spanning-tree protocol datagroup-option

» Displays spanning tree protocol information. The spanning tree protocol
is used by the transparent bridge to form a loop-free topology. There are
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a number of general datagroup options which may be displayed under
the list spanning-tree-protocol command. These include the following:

— Configuration - Displays information concerning the spanning tree
protocol.

— Counters - Displays the spanning tree protocol counters.

— State - Displays the current spanning tree protocol state information.

— Tree - Displays the current spanning tree information including port,
interface, and cost information.

The following examples illustrate each of the list spanning-tree-protocol
display options.

Example: 1ist spanning-tree-protocol configuration
Bridge ID (prio/add): 32768/0000-93-00-84-EA

Bridge state: Enabled
Maximum age: 20 seconds
Hello time: 2 seconds
Forward delay: 15 seconds
Hold time: 1 seconds
Filtering age: 320 seconds

Filtering resolution: 5 seconds
Port Interface Priority Cost State

4  Eth/1 128 100 Enabled
128  Tunnel 128 65535  Enabled

Example: 1ist spanning-tree-protocol counters

Time since topology change (seconds) 0
Topology changes: 1
BPDUs received: 0
BPDUs sent: 14170

Port Interface BPDUs received BDPU input overflow Forward transitions

1 TKR/1 0 0 1

Example: 1ist spanning-tree-protocol state
Designated root (prio/add): 32768/00-00-93-00-84-EA
0

Root cost:
Root port: Self
Current (root) maximum age: 20 seconds
Current (root) hello time: 2 seconds
Current (root) Forward delay: 15 seconds
Topology change detected: FALSE
Topology change: FALSE
Port Interface State

4 Eth/1 Forwarding
128 Tunnel Forwarding

Example: 1ist spanning-tree-protocol tree

Port Designated Desig. Designated Des.
No. Interface Root Cost Bridge Port

1 ETH/1 32768/12-34-56-78-90-12 0 32768/12-34-56-78-90-12 90-01
2 ATM/0:0:48 0/00-00-00-00-00-00 0 0/00-00-23-45-00-00 80-00

transparent
Displays transparent bridge configuration information. There are a number
of general datagroup options which may be displayed under the list
transparent command. These include the following:

Configuration - Displays information concerning the transparent bridge.

Counters - Displays the transparent bridge counters. You may use list
transparent all-ports  to display the counters for all ports or enter the
specific port number after the list transparent command to display
counters for one port.

State - Displays the transparent state information.
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The following examples illustrate each of thelist transparent display
options.

Example: Tist transparent configuration
Filtering database size: 5141

Aging time: 300 seconds
Aging granularity 5 seconds
Port Interface State MTU

4 Eth/1 Enabled 0

Example: T1ist transparent counters all-ports

Counters for port 4, interface Eth/1:

Total frames received by interface: 25885
Frames submitted to bridging: 13732
Frames submitted to routing: 6101
Dropped, source address filtering: 0
Dropped, dest address filtering: 12677
Dropped, protocol filtering: 0

Counters for port 128, interface Tunnel:
Total frames received by interface:
Frames submitted to bridging:

Frames submitted to routing:

Dropped, source address filtering:
Dropped, dest address filtering:
Dropped, protocol filtering:

Dropped, no buffer available to copy:
Dropped, input queue overflow:

Dropped, source port blocked:

Frames sent by bridging: 532
Dropped, dest port blocked:

Dropped, transmit error:

Dropped, too big to send on port:

o

[clololloolofoloNo o ol

Example: 1ist transparent counters port 4

Counters for port 4, interface Eth/1:

Total frames received by interface: 25885
Frames submitted to bridging: 13732
Frames submitted to routing: 6101
Dropped, source address filtering: 0
Dropped, dest address filtering: 12677
Dropped, protocol filtering: 0
Dropped, no buffer available to copy: 6073
Dropped, input queue overflow: 122
Dropped, source port blocked: 31
Frames sent by bridging: 388
Dropped, dest port blocked: 0
Dropped, transmit error: 0
Dropped, too big to send on port: 0
Example: Tist transparent state

Filtering database size: 5141
Number of static entries: 0
Number of dynamic entries: 10
Hash collision count: 1
Filtering database overflow count: 0

tunnel datagroup-option

Displays tunnel configuration information. There are general datagroup
options which may be displayed under the list tunnel command. These
include:

» Bridges - Displays tunnel bridge information.

» Config - Displays information concerning the tunnel configuration.

NetBIOS

Use the netbios command to access the NetBIOS> prompt. NetBIOS monitoring
commands may be entered at the NetBI0S> prompt.

See [NetRIOS Commands” on page 154 for the NetBIOS monitoring commands.

Syntax:
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netbios

Accessing the BAN Monitoring Prompt

Use the ban command from the ASRT> or DLSw> monitoring prompt to access BAN
commands.

To access the BAN monitoring prompt, enter the ban command from the ASRT
monitoring prompt of the DLSw monitoring prompt. For example:

ASRT> ban
BAN>

or
DLSw> ban
BAN>

Once you access the BAN monitoring prompt, you can begin entering specific
monitoring commands. To return to the monitoring prompt you came from, enter the
exit command.

BAN Monitoring Commands

This section describes the BAN monitoring commands. Enter the commands at the
BAN> prompt.

Table 8. BAN Monitoring Commands Summary

Command Function

? (Help) Dlsplays all the commands available for this command level or lists the
E ions for specific commands (if available). See LGetting Help” on pagd

List Displays all information concerning BAN ports.

Exit Returns you to the previous command level. See LExiting a Lower Level

List
Use the list command to list information about all BAN ports. The information that is
displayed includes the BAN port humber, the MAC address for the BAN DLCI,
whether the frames handled by the port are bridged or the LLC is terminated by
DLSw, and the status of the port.

The status of the port will have one of three values:

* Init Fall - Indicates that a configuration problem exists.

* Up - Indicates that the Frame Relay DLCI is up and running.
» Down - Indicates that the DLCI is not active.

Syntax:

list

Example: Tist

bridge BAN Boundary bridged or
port DLCI MAC Address Node Identifier DLSw terminated Status
2 40:00:12:34:56:78 A4F:FF:00:00:00:00 bridged Up
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I
| ASRT Bridge Dynamic Reconfiguration Support

| This section describes dynamic reconfiguration (DR) as it affects Talk 6 and Talk 5
[ commands.

| CONFIG (Talk 6) Delete Interface

| ASRT Bridge supports the CONFIG (Talk 6) delete interface command with no
| restrictions.

GWCON (Talk 5) Activate Interface

ASRT Bridge supports the GWCON (Talk 5) activate interface command with the
following considerations:

* The interface cannot be activated if it is configured as a bridge port and the
bridging protocol was not already active.

* The interface cannot be activated if it is configured as a bridge port and the
addition of this port causes a change to the bridge personality. For example, you
may not add a source routed (SR) bridge port to a bridge configuration that has
only transparent (TB) bridge ports defined. Refer to FASRT Configuration Matrix!
bn_page 317 in [Chapter 2_Rridging Methads” an page 11l for information on

bridge personality.

* The interface cannot be activated if it is configured as a bridge port and the
addition of this port causes a change to the bridge internal virtual segment. For
example, the interface cannot be activated if source routing was inactive and the
addition of the newly activated port causes it to become active, requiring the use
of the internal virtual circuit.

* The interface cannot be activated if it is configured as a bridge port and NetBIOS
name or byte filters are configured for the port.

* The interface cannot be activated if it is configured as a bridge port and LNM is
configured for the port.

| All ASRT Bridge interface-specific commands are supported by the GWCON (Talk
[ 5) activate interface  command.

GWCON (Talk 5) Reset Interface

ASRT Bridge supports the GWCON (Talk 5) reset interface  command with the
following considerations:

* The interface cannot be reset if it is newly configured as a bridge port and the
bridging protocol was not already active.

* The interface cannot be reset if the bridge configuration for this interface has
changed such that the addition or deletion of the port causes a change to the
bridge personality. For example, you may not add a source routed (SR) bridge
port to a bridge conflguratlon that has only transparent (TB) brldge ports defined.
Refer to L z in

“ for information on bridge personality.

* The interface cannot be reset if the bridge configuration for this interface has
changed such that the addition or deletion of the port causes a change to the
usage or the value of the bridge internal virtual segment.

* The interface cannot be reset if the port is configured for bridging and the port is
one port of a two-port bridge.

* The interface cannot be reset if the bridge configuration for this interface has
changed and NetBIOS name or byte filters are configured for the port being
added or deleted.
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* The interface cannot be reset if the bridge configuration for this interface has
changed and LNM is configured for the port being added or deleted.

All ASRT Bridge interface-specific commands are supported by the GWCON (Talk
5) reset interface  command.

CONFIG (Talk 6) Immediate Change Commands

ASRT Bridge supports the following CONFIG commands that immediately change
the operational state of the device. These changes are saved and are preserved if
the device is reloaded, restarted, or you execute a dynamically reconfigurable
command.

Commands

CONFIG, protocol asrt, enable dmac-addr

CONFIG, protocol asrt, enable dmac_load-balance

CONFIG, protocol asrt, disable dmac-addr

CONFIG, protocol asrt, disable dmac_load-balance

BAN Dynamic Reconfiguration Support

This section describes dynamic reconfiguration (DR) as it affects Talk 6 and Talk 5
commands.

CONFIG (Talk 6) Delete Interface

Boundary Access Node (BAN) supports the CONFIG (Talk 6) delete interface
command with no restrictions.

GWCON (Talk 5) Activate Interface

Boundary Access Node (BAN) supports the GWCON (Talk 5) activate interface
command with the following consideration:

SRT bridging must be globally enabled before BAN can be activated for a bridge
port (interface).

All Boundary Access Node (BAN) interface-specific commands are supported by the
GWCON (Talk 5) activate interface  command.

GWCON (Talk 5) Reset Interface

Boundary Access Node (BAN) supports the GWCON (Talk 5) reset interface
command with the following consideration:

* SRT bridging must be globally enabled before BAN can be reset for a bridge port
(interface).

All Boundary Access Node (BAN) interface-specific commands are supported by the
GWCON (Talk 5) reset interface  command.

Non-Dynamically Reconfigurable Commands

All Boundary Access Node (BAN) configuration parameters can be changed
dynamically.
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This chapter describes IBM’s implementation of NetBIOS over bridged networks
and over DLSw networks. It includes the following topics:

About NetBIOS

The NetBIOS protocol was designed for use on a Token-Ring LAN. It is not a
routable protocol, but can be bridged, or switched using DLSw. Both of these
methods of handling NetBIOS traffic are supported.

NetBIOS relies on broadcast frames for most of its functions other than data
transfer. While this may not present a problem in LAN environments, if uncontrolled,
it may easily present a problem in WAN environments.

The following sections describe NetBIOS names and the different types of NetBIOS
broadcast communication.

NetBIOS Names

NetBIOS Name

The key to communication between NetBIOS stations are the NetBIOS names.
Each NetBIOS entity is assigned a NetBIOS name. In order to communicate with
another NetBIOS entity, its NetBIOS name must be known. The names are used in
broadcast NetBIOS frames to indicate the source NetBIOS entity of the frame and
the desired target NetBIOS entity to receive the frame.

All names in NetBIOS frames are 16 ASCII characters. There are two types of
NetBIOS names:

Individual (or unique)
Represents a single NetBIOS client or server. This name should be unique
within the NetBIOS network.

This name is used to communicate with this particular NetBIOS entity.

Group Represents a group of NetBIOS stations (an OS/2 LAN Server domain, for
example). This name should not be the same as any individual NetBIOS
names in the network.

This name is used to allow communication between a group of NetBIOS
entities.

A single NetBIOS station (single MAC address) can have multiple individual and/or
group names associated with it. These names are generated by the NetBIOS
application based upon a nhame or names configured at the NetBIOS station by a
network administrator.

Conflict Resolution

When a NetBIOS entity is preparing to use an individual NetBIOS name as its own,
it checks the network to make sure that no other NetBIOS station has already used
this name.
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It checks the NetBIOS name by repeatedly broadcasting a particular NetBIOS Ul
frame to all NetBIOS stations. If no stations respond, then the name is assumed to
be unique and can be used. If a station does respond, the new station should not
attempt to use this name.

NetBIOS Session Setup Procedure

To establish a NetBIOS session in order to do data transfer types of operations, the
NetBIOS client first resolves the MAC address of the NetBIOS server and the LLC
route to the NetBIOS server.

It does this by repeatedly broadcasting a particular NetBIOS Ul frame to all
NetBIOS stations. This frame contains the NetBIOS name of the server with which
this client is establishing a session. When the server receives this frame with its
NetBIOS name in it, the server responds with a corresponding broadcast NetBIOS
Ul frame to the client. When the client receives the response frame, the frame
contains the MAC address and the route to the NetBIOS server.

For some NetBIOS applications, finding the NetBIOS server is a multiple step
process. For example, the first step may be to find a domain controller that tells the
client which domain server to use. Then the client finds this domain server.

Once the MAC address of NetBIOS server and the route to the NetBIOS server are
found, the NetBIOS client can take either of the following actions:

» Establish an LLC2 connection with the NetBIOS server to communicate with the
server using I-frames.

* Begin communicating with the NetBIOS server using specifically routed NetBIOS
Ul frames.

NetBIOS Broadcast Data Flows

For some NetBIOS applications, it is common to periodically broadcast data frames.
This may be done if a station has a single frame’s worth of data to send to another
NetBIOS station. It can do this by broadcasting a particular NetBIOS Ul frame (with
the target NetBIOS station’s name in the frame) to all NetBIOS stations.

Another case is when NetBIOS stations within a group (or domain) need to
communicate with each other. This can be done by broadcasting a particular
NetBIOS Ul frame (with the target NetBIOS group name in the frame) to all
NetBIOS stations. This is commonly done.

NetBIOS Status Flows

A less commonly used NetBIOS function is the ability to obtain status from any
NetBIOS station. This is done by broadcasting a particular NetBIOS frame (with the
target NetBIOS station’s name in the frame) to all NetBIOS stations. When the
target NetBIOS station receives this frame, it responds with a corresponding
broadcast NetBIOS response frame.

NetBIOS All-Stations Broadcast Frames

There are two types of NetBIOS functions that are rarely used. Both of these
functions involve broadcasting a NetBIOS frame to all NetBIOS stations. There is
no target NetBIOS name in the frames. The two functions are:

* NetBIOS general broadcast function — which sends a data frame to all NetBIOS
stations on the network.
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* NetBIOS terminate trace function — which allows a network administrator to
terminate NetBIOS trace functions in all NetBIOS stations on the network from a
single point. A particular NetBIOS frame is broadcast to all NetBIOS stations on
the network.

Reducing NetBIOS Traffic

To stabilize a network, the goal is to reduce the amount of broadcast NetBIOS
traffic that is forwarded through the bridged or DLSw switched networks. This can
be done in two ways:

» Filter as many broadcast NetBIOS frames as possible before bridging or DLSw
switching them.

» Forward unfiltered NetBIOS Ul frames on as few bridge ports or DLSw TCP
sessions as possible.

[Cable d lists the filters that IBM provides.
Table 9. NetBIOS Filters

Filter Type Filters

MAC Address Frames by either the source or destination MAC address.

Byte Frames by byte offset and field length within a frame.

Name Frames by NetBIOS source and destination names.

Duplicate Duplicate frames.

Frame

Response Responses for which the router did not forward a NetBIOS broadcast
frame.

Once the router filters frames, NetBIOS name lists and NetBIOS name caching and
route caching controls how the remaining frames are forwarded. m
Eiltering” on page 43 and ENetBIOS host-name Filtering” on page 42 describe byte
and name filtering, respectively. The Software User’s Guide describes MAC address
filtering.

For an introduction to host-name filtering and byte filtering, see ENetBIOS Namd

The following sections describe frame type, duplicate frame, response frame
filtering, NetBIOS name lists, NetBIOS name and route caching.

Frame Type Filtering

Frame type filtering allows certain categories of NetBIOS frames to be filtered
entirely for bridge traffic, DLSw traffic, or both DLSw and bridge traffic.

The three categories of NetBIOS frames that can be filtered are:
* Name Conflict Resolution frames

These are the broadcast NetBIOS frames used to make sure that a NetBIOS
name to be used is unique in the network.

In NetBIOS networks, it is critical that the NetBIOS names of stations to which a
NetBIOS session is established (typically the NetBIOS servers) be unique. It is
also usually critical that the individual NetBIOS names of stations within the same
group (or domain) be unique. But it is often not critical that the NetBIOS names
of stations from which a NetBIOS session is setup (typically the NetBIOS clients)
be unique, especially across domains.
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For this reason, networks in which there is good control over the server names
can gain advantage by filtering name conflict resolution frames. This is especially
true for DLSw switched networks.

The NetBIOS name-conflict resolution frames are Add-Name-Query,
Add-Group-Name-Query, and Add-Name-Response.

¢ General Broadcast frames

This is the broadcast NetBIOS frame used to send data to all NetBIOS stations
in a network. This frame is rarely used and can typically be filtered.

The NetBIOS General Broadcast frame is Datagram-Broadcast.
* Terminate Trace frames

These are the broadcast NetBIOS frames used to terminate NetBIOS traces in all
NetBIOS stations in a network. These frames are rarely used and can typically
be filtered.

The NetBIOS Terminate Trace frame is Terminate-Trace.

The default is to not filter any of the above frame types for bridged NetBIOS traffic,
and to filter all of the above frame types for DLSw switched NetBIOS traffic.
However, it may be advantageous to filter the above frame types if NetBIOS traffic
is being bridged on WAN links.

For bridging, enter set filters bridge to turn frame type filtering on or off. For
DLSw, enter set filters dlsw to turn frame type filtering on or off.

For example:
NetBIOS config>set filters bridge

Filter Name Conflict frames? [Yes]:

Name conflict filtering is ON
Filter General Broadcast frames? [Yes]:
General broadcast filtering is ON
Filter Trace Control frames? [Yes]:

Trace control filtering is ON

Duplicate Frame Filtering

All of the broadcast NetBIOS frames that could have a response are sent a fixed
number of times (default 6), at a fixed interval (default 1/2 second apart) by the
origin NetBIOS station. In the following explanation, these frames are called
NetBIOS command frames and the possible response frames are called NetBIOS
response frames.

The NetBIOS command frames are the:

* Name conflict resolution frames — Add-Name-Query and Add-Group-Name-Query
* NetBIOS session setup frames — Name-Query

* NetBIOS status frames — Status-Query

The command frames are sent multiple times to increase the odds of successful
delivery (these frames are connectionless frames). Each response frame is sent
only once in response to each command frame received.

In a DLSw-switched network, the forwarding of each retry across the WAN sessions
can be very costly. So, when the first command frame is received, it is forwarded to
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the appropriate neighbor DLSw and bridge ports and a copy is saved. All retries of
the same NetBIOS command frame received during a configurable time period are
discarded.

There is one configurable time period for the bridge network and one configurable
time period for the DLSw network.

The configurable time period for the bridge network is controlled by two commands:

» enable duplicate-filtering / disable duplicate-filtering , which controls whether
duplicate NetBIOS command frames are filtered on the bridge network at all.

» set general (“Duplicate frame filter timeout value in seconds” parameter)

If duplicate frame filtering is enabled for the bridge network, this value specifies
for how long a period to discard duplicate NetBIOS command frames after a
NetBIOS command frame has been bridged.

If a duplicate NetBIOS command frame is received after the timeout expires, the
frame is forwarded to the bridge network.

The configurable time period for the DLSw network is controlled by a single
parameter:

» set cache-parms (“Reduced search timeout value in seconds” parameter)

This value specifies for how long a period to discard duplicate NetBIOS
command frames after a NetBIOS command frame has been forwarded to the
DLSw network.

If a duplicate NetBIOS command frame is received after the timeout expires, the
frame is forwarded to the DLSw network.

Note: Filtering of duplicate NetBIOS command frames to a DLSw network is
always enabled.

When a NetBIOS command frame is received by a DLSw neighbor, the frame is
forwarded to the bridge network and a copy is saved. At a configurable interval (1/2
second) for a configurable number of times (default 6), the neighbor DLSw function
forwards a retry of the command frame to the bridge function. The bridge function
handles the command frame based upon the configured bridge duplicate frame
parameters.

The configurable number of retries and interval are controlled by the following
command and parameters:

* set general (“Command frame retry count” and “Command frame retry timeout
value in seconds” parameters)

There is one last parameter that controls how long the command frame is saved in
order to perform the above bridge and DLSw network forwarding:

* set general ("Duplicate frame detect timeout value in seconds" parameter)

This parameter indicates how long a received NetBIOS command frame is saved
for duplicate frame and response frame processing. After the timeout expires, the
command frame is deleted and the duplicate frame filter timer and reduced
search timer associated with it are cancelled. The first duplicate command frame
received after the timeout period is treated as the first command frame received.
All response frames received after the timeout period are discarded.
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Figure 24. Setting Up a NetBIOS Session Over DLSw. Duplicate filtering reduces the number of broadcast frames
forwarded over the DLSw WAN.

m, together with the following sequence, shows how the process works,
using the default values. To simplify things, it is assumed that no response frame is

received.

138 MRS V3.4 Protocol Reference V1



Using NetBIOS

Origin Originating Target Target
NB stn Router Router NB stn
Bridge DLSw DLSw Bridge
BEGIN
TIME NB cmd frame (1) NB cmd frame (1)
to dlsw >
| <+—to bridge |
0.5 sec. second (origin NB stn timer) .5 second (command frame retry timer)
NB cmd frame (2) NB cmd frame (2)
<«—to bridge J
1 sec. second (origin NB stn timer) .5 second (command frame retry timer)
NB cmd frame (3) NB cmd frame (3)
<—to bridge —l
1.5 sec. second (origin NB stn timer) .5 second (command frame retry timer)
(reduced search timer)
NB cmd frame (4) NB cmd frame (4)
to d]SVV >
<«—to bridge _
2 sec. second (origin NB stn timer) .5 second (command frame retry timer)
NB cmd frame (5) NB cmd frame (5)
<«—to bridge J
2.5 sec. .5 second (origin NB stn timer) .5 second (command frame retry timer)
NB cmd frame (6) NB cmd frame (6)
<«—to bridge —l
5.0 sec. 2.5 seconds (dup frame detect timer) 2.5 seconds (dup frame detect timer)

deleted NB cmd frame deleted NB cmd frame

The sequence of events is as follows:

1. The first NetBIOS command frame is received on a bridge port at the origin
DLSw router. A copy of the NetBIOS command frame is saved. Because
bridging is enabled, the frame is forwarded onto the bridge network. Because
duplicate-filtering on the bridge network is disabled as the default, the duplicate
frame filter timer is not started. Because DLSw NetBIOS is enabled, the frame
is forwarded onto the DLSw network and the reduced search timer is started
(default 1-1/2 seconds). The duplicate frame detect timer (default 5 seconds) is
also started.

2. The target router DLSw function receives the first NetBIOS command frame. A
copy of the NetBIOS command frame is saved. Because bridging is enabled,
the frame is forwarded onto the bridge network. Because duplicate-filtering on
the bridge network is disabled as the default, the duplicate frame filter timer is
not started. The retry command timer (default 1/2 second) and the duplicate
frame detect timer (default 5 seconds) are started.

3. At the origin router, the second NetBIOS command frame (first retry) is
received. Because duplicate-filtering on the bridge network is disabled as the
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10.

11.

12.

13.

14.

default, the frame is forwarded onto the bridge network. Because the reduced
search timeout has not expired, the frame is not forwarded onto the DLSw
network.

At the target router, the DLSw function forwards a first retry of the NetBIOS
command frame (generated locally) to the bridge function. Because
duplicate-filtering on the bridge network is disabled as the default, the frame is
forwarded onto the bridge network. The retry command timer (default 1/2
second) is started.

At the origin router, the third NetBIOS command frame (second retry) is
handled in the same manner as the second NetBIOS command frame.

At the target router, the second retry of the NetBIOS command frame is
handled in the same manner as the first retry.

At the origin router, the fourth NetBIOS command frame (third retry) is
received. Because duplicate-filtering on the bridge network is disabled as the
default, the frame is forwarded onto the bridge network. Because the reduced
search timeout has now expired, the frame is forwarded onto the DLSw
network. The reduced search timer is restarted.

At the target router, the DLSw function forwards a third retry of the NetBIOS
command frame (generated locally) to the bridge function. Because
duplicate-filtering on the bridge network is disabled as the default, the frame is
forwarded onto the bridge network. The retry command timer (default 1/2
second is started). The target router also receives the forwarded NetBIOS
command frame from the origin router, but discards it as a duplicate.

At the origin router, the fifth NetBIOS command frame (fourth retry) is handled
in the same manner as the second NetBIOS command frame.

At the target router, the fourth retry of the NetBIOS command frame is handled
in the same manner as the first retry.

At the origin router, the sixth NetBIOS command frame (fifth retry) is received.
Because duplicate-filtering on the bridge network is disabled as the default, the
frame is forwarded onto the bridge network. Because the reduced search
timeout has not expired, the frame is not forwarded onto the DLSw network.

At the target router, the DLSw function forwards a fifth retry of the NetBIOS
command frame (generated locally) to the bridge function. Because
duplicate-filtering on the bridge network is disabled as the default, the frame is
forwarded onto the bridge network. Because the retry count is now exhausted,
the command retry timer is not restarted.

After 2-1/2 more seconds at the origin router, the duplicate frame detect timer
expires and the saved NetBIOS command frame is deleted.

After 2-1/2 more seconds at the target router, the duplicate frame detect timer
expires and the saved NetBIOS command frame is deleted.

Response Frame Filtering

The NetBIOS session setup command frame and the NetBIOS status command
frame each expect a corresponding NetBIOS response frame. If no response frame
is received, the command frame is retried as in the example above.

When the first NetBIOS response frame is received on the bridge network at the
target router, it is forwarded back to the origin router and the saved NetBIOS
command frame is deleted. Any subsequent response frame received at the target
router is discarded because no corresponding NetBIOS command frame is found.
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At the origin router, the received response frame is forwarded on the bridge network
and the saved NetBIOS command frame is deleted. Any subsequent response
frames received at the origin router (from the DLSw or bridge network) are
discarded.

The NetBIOS name conflict command frames may cause, but do not require, a
corresponding NetBIOS response frame. In addition, all received response frames
are used (to determine whether there is more than one conflict).

Therefore, all NetBIOS name conflict frames received are forwarded, but the
NetBIOS command frame is not deleted until the Duplicate Frame Detect timer
expires.

Lists

NetBIOS name lists is a DLSw-only vehicle for limiting the number of DLSw
partners to which a NetBIOS Ul frame is forwarded.

A local NetBIOS name list can be configured at each router. This name list
represents all of the NetBIOS names attached to the router’s locally bridged
network that can be accessed by DLSw partners. The router sends the local
NetBIOS name list to all DLSw partners. These partners use the list to limit the
NetBIOS traffic the partner sends to this router.

The NetBIOS name lists are useful in environments in which there is good control
over the NetBIOS names; particularly those environments that should be accessed
remotely through DLSw.

Configuring Local NetBIOS Name Lists
A NetBIOS name list is a set of NetBIOS name list entries. Configuring of the local

NetBIOS name list involves:

* Adding up to 30 entries into a name list

» Configuring whether this list represents all of the NetBIOS names reachable by
the router’'s DLSw partners.

You configure the name list entries at the NetBIOS config> prompt with the add
name-list command. Each entry consists of the following information:

name qualifier
A name qualifier represents one or more NetBIOS names. Each name
qualifier may be up to 16 characters. You can represent multiple NetBIOS
names by using wildcards (either an imbedded ? or a trailing *) within the
name.

The ? (question mark) signifies that the character in that position in the
NetBIOS name may have any value.

The * (asterisk) as the last character of a hame to signifies that all of the
remaining characters in the NetBIOS name may be any value.

Note: In the majority of client/server NetBIOS applications, the only names
required in the name lists are those of servers or domains. Individual
client names do not need to be configured in name lists.

name qualifier type
NetBIOS names can be individual names or group names. Each name
qualifier represents either a set of individual NetBIOS names or a set of
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group NetBIOS names. The name qualifier type specifies which type of
NetBIOS names (individual or group) the corresponding name qualifier
represents.

As a general rule, domain names are group names and client or server
names are individual names.

The name list itself has an attribute that is configured at the NetBIOS config>
prompt using the SET NAME-LIST command. That attribute is name list exclusivity.

The attribute indicates whether the set of name list entries represents all NetBIOS
names that this router’'s DLSw partners can reach (exclusive) or represents some
but not necessarily all NetBIOS names that this router’'s DLSw partners can reach
(non-exclusive).

An exclusive name list does the best job of limiting NetBIOS DLSw traffic on the
network. Only frames destined to a NetBIOS name represented by a router’s
exclusive name list are forwarded to that router.

A non-exclusive name list helps limit NetBIOS DLSw traffic on the network though
not as well as an exclusive name list. Frames destined to a NetBIOS name
represented by a router’s non-exclusive name list will be forwarded to that router
first.

If the router receives a frame destined to a NetBIOS name not represented by any
router’'s name lists, the router forwards the frame to all routers with non-exclusive
name lists.

It is possible to control how a particular router uses its local NetBIOS name list and
the name lists received from its DLSw partners using the following parameters:

use local NetBIOS name list
This function is configured with the enable name-list local or disable
name-list local command at the NetBIOS config> prompt.

If you enable use local NetBIOS name list, the router sends the local
NetBIOS name list configured at the router to all DLSw partners.

If you disable use local NetBIOS name list, the router does not send the
local NetBIOS name list configured at the router to all DLSw partners.

use remote NetBIOS name lists
This function is configured with the enable name-list remote or disable
name-list remote command at the NetBIOS config> prompt.

If you enable use remote NetBIOS name lists, the router uses all NetBIOS
names lists received from the router’'s DLSw partners to determine how to
forward certain NetBIOS frames.

If you disable use remote NetBIOS name lists, the router ignores all
NetBIOS name lists received from the router's DLSw partners.

Committing NetBIOS Name List Changes
You can change all the NetBIOS name list parameters either permanently at the
NetBIOS config> prompt or temporarily at the NetBIOS> prompt.

Because each change made requires the router to send information to each DLSw

partner, you must indicate that the name list changes are ready for use by entering
set name-list at the NetBIOS> command prompt.
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Using NetBIOS Name Lists
The router uses NetBIOS name lists to determine how to forward the following

NetBIOS frames:

* NetBIOS session setup command frame (Name-Query)
* NetBIOS status command frame (Status-Query)

* NetBIOS connectionless data transfer frame (Datagram)

Using Exclusive NetBIOS Name Lists Effectively: Configure exclusive NetBIOS
name lists whenever possible. If you configure and send an exclusive name list to
all DLSw partners, then the only NetBIOS frames received from the DLSw partners
will be the frames whose destination name matches one of the name list entries.

A useful exclusive NetBIOS name list is the empty NetBIOS name list. If a particular
router has no NetBIOS servers that are to be accessed by any of its DLSw
partners, you should use an empty exclusive name list.

Using Non-Exclusive NetBIOS Name Lists: If a router has many DLSw partners
all on different bridged networks, you can use non-exclusive name lists. Name list
entries could be configured for the most frequently used servers so that traffic
destined for these servers would go to this router first. Specifying the name list as
non-exclusive allows traffic to go to less frequently used servers without having to
configure the servers in the name list. Use this configuration in a network without
tight control of the NetBIOS names; particularly the servers to be accessed
remotely through DLSw.

Another use of non-exclusive NetBIOS name lists is in configurations that contain
parallel DLSw paths between bridged networks. If two routers are on the same
bridged network, one router could configure a NetBIOS name list representing one
set of servers to be accessed remotely through DLSw on the bridged network and
the other router could configure a NetBIOS name list representing a different set of
servers. When both routers are active, the NetBIOS traffic is distributed between
the two routers. If one router is inactive, all NetBIOS traffic will go through the other
router because it has a non-exclusive list.

The default name list is an empty non-exclusive NetBIOS name list. This indicates
that a router wants its DLSw partners to send all unforwardable NetBIOS traffic to
the router.

Caching and Route Caching

NetBIOS Name Caching is the function in the router that classifies the type of
NetBIOS name and the information necessary to reach the NetBIOS name. This
information is used to best determine how to forward unfiltered NetBIOS frames to
as few DLSw neighbors and as few bridge ports as possible. The possible types of
NetBIOS names and the information saved for each are:

Individual remote
This is a NetBIOS name known to be reachable remotely via a particular
DLSw TCP session. The best TCP sessions are saved.

Individual local
This is a NetBIOS name known to be reachable locally via the bridge
network. The MAC address associated with the name is saved. If route
caching is enabled, the best LLC route between the router and the NetBIOS
station is also saved.
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Group This is a NetBIOS name known to be a group name. It may be reachable
remotely and/or locally and may represent multiple NetBIOS stations. No
other information is saved.

Unknown
Information about the NetBIOS name is not yet known, indicating that a
search for the name is not complete. No other information is saved.

Whenever NetBIOS session setup frames or connectionless data transfer frames
are received, the name cache is used to determine how to forward the frame. If one
of these frames is received on the bridge network at a router, one of the following
actions is taken:

 If the destination name in the NetBIOS frame is not in the router’'s NetBIOS
name cache, then all DLSw partner names lists are searched for a match.

If matches with group name qualifiers are found, a NetBIOS name cache entry is
created with the name type group. The frame is forwarded on all bridge ports and
to all DLSw partners with non-exclusive name lists or exclusive name lists with a
matching name list entry.

If matches with individual name qualifiers are found, a NetBIOS name cache
entry is created with the name type individual remote. The frame is forwarded to
each DLSw partner with a matching name list entry.

If no matches are found, a NetBIOS name cache entry is created with the name
type unknown. The frame is forwarded on all bridge ports and to all DLSw
partners with non-exclusive name lists.

¢ |If the destination name in the NetBIOS frame is in the router’s NetBIOS name
cache and is classified as individual remote, then the frame is forwarded on the
learned best DLSw TCP session.

If multiple equally best TCP sessions are learned, they will be used alternately on
different NetBIOS session setup frames.

* |f the destination name in the NetBIOS frame is in the router’s NetBIOS name
cache and is classified as individual local, then the saved MAC address will
replace the NetBIOS frame’s destination MAC address.

If route caching is disabled, the NetBIOS frame’s routing information is left alone,
and the frame is forwarded to all bridge ports.

If route caching is enabled, the NetBIOS frame’s routing information is updated
with the saved routing information and the frame is forwarded to the proper
bridge port (determined by the MAC address and route).

 If the destination name in the NetBIOS frame is in the router’s NetBIOS name
cache and is classified as group or unknown, the frame is forwarded on all bridge
ports and to all DLSw neighbors.

Learning NetBIOS Names

NetBIOS names are learned and classified from information in the NetBIOS session
setup frames (Name-Query and Name-Recognized).

Configuring NetBIOS Name Cache Entries

It is possible to configure individual remote NetBIOS names and associate them
with a particular DLSw TCP session. This can greatly reduce the search overhead.
To improve performance, it is recommended to configure the remote NetBIOS
servers that are accessed commonly by NetBIOS clients in the router’s local bridge
network.
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It is not possible to configure individual local NetBIOS names and associate them
with a particular MAC address and route.

There are three types of NetBIOS name cache entries:

* Permanent entries are those that are added at the NetBIOS configuration prompt
(NetBIOS config>). The router saves permanent entries in its configuration when
the router is restarted.

Enter add cache-entry at the NetBIOS config> prompt to add a permanent entry.
You are prompted to enter the NetBIOS name and the associated IP address.

» Static entries are those that are added at the NetBIOS monitoring prompt
(NetBIOS> console). The router does not save static entries when the router is
restarted.

Enter add cache-entry at the NetBIOS> console prompt to add a static entry. You
are prompted to enter the NetBIOS name and the associated IP address.

» Dynamic entries are those that are not added at the NetBIOS configuration or
monitoring prompts, but are learned dynamically from the NetBIOS session setup
frames. The router does not save dynamic entries when the router is restarted.

Configuring Name Cache Parameters

To prevent one type of NetBIOS name from filling up the entire name cache, there
are two configurable NetBIOS name cache limits:

* Maximum number of local name cache entries specifies the maximum number of
individual local NetBIOS name cache entries that can be cached at one time.
Least recently used entries are overridden by new entries.

* Maximum number of remote name cache entries specifies the maximum
combined number of individual remote, group, and unknown NetBIOS name
cache entries that can be cached at one time. Least recently used entries are
overridden by new entries.

If an entry is not referenced for a configurable timeout period, then it is
automatically deleted. This timeout out period is the unreferenced entry timeout
value.

The association of a NetBIOS name with either a TCP session or a MAC address
and route is made at one instance in time. Because networks are changing and the
best path to a NetBIOS name may change, the association between a NetBIOS
name and a TCP session or a MAC address and route is saved for only a
configurable period of time. After this period of time, a new best path association is
learned. The parameter that controls this configurable period of time is the best
path aging timeout value.

Another useful configuration parameter is the reduced search timeout value. In
addition to controlling for what period of time duplicate command frames are filtered
to the DLSw network, it also controls how long to wait before expanding the search
for a NetBIOS name. If a NetBIOS session setup frame is received and the
destination NetBIOS name is found in the router’'s NetBIOS name cache as an
individual remote frame, then the frame is forwarded to the corresponding TCP
session. If no response to this frame is received, it could be due to the name no
longer being accessible via this path. The first duplicate NetBIOS session setup
frame received after the reduced search timer expires is forwarded to all DLSw TCP
sessions, thus expanding the search to look for a better path.

The last parameter, significant characters in name, controls how many of the 16
characters in a NetBIOS name are needed to consider it a unique NetBIOS name.
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Some NetBIOS applications use the 16th character of the NetBIOS name to
distinguish between certain entities associated with a single NetBIOS name (for
example, print server and file server). In these cases, it is best to specify significant
characters in name as 15. This causes any frame in which the first 15 characters of
the destination NetBIOS name matches the first 15 characters of the router’s
NetBIOS name cache entry to be forwarded according to the name cache entry
information. Thus multiple NetBIOS names can be represented with a single
NetBIOS name cache entry.

All of the above NetBIOS name cache related parameters can be configured using
the set cache-parms command as follows.

NetBIOS config>set cache-parms

Significant characters in name [15]?

Best path aging timeout value in seconds [60.0]?
Reduced search timeout value in seconds [1.5]?
Unreferenced entry timeout value in minutes [5000]?
Max nbr Tocal name cache entries [500]?

Max nbr remote name cache entries [100]?

Cache parameters set

See NetBIOS Commands” an page 155 for more information on the set

cache-parms command.

Displaying Cache Entries

The router provides the following commands that let you view cache entries. From
the NetBIOS configuration prompt, you can use the list cache commands in

Table 10. NetBIOS List Cache Configuration Commands

Command Display s . ..

list cache all All permanent entries. Does not show static and dynamic entries.
list cache A permanent cache entry according to its entry number.
entry-number

list cache A permanent cache entry for a specific NetBIOS name.
NetBIOS-name

list cache ip-address A permanent cache entry for a specific IP address.

From the NetBIOS monitoring prompt, you can use the list cache commands in

Table 11. NetBIOS List Cache Monitoring Commands

Command Display s . ..

list cache active All active entries in the router’s name cache, including permanent,
static, and dynamic entries.

list cache config Static and permanent entries. Does not show dynamic entries.

list cache group Entries that exist for NetBIOS group names.

list cache local Local cache entries. Local cache entries are those that the router
learns over the bridged network.

list cache name A cache entry for a specific NetBIOS name.

list cache remote Remote cache entries. These are entries that the router learns over
the DLSw WAN.

list cache unknown Entries where the type of NetBIOS entry is unknown. The router
considers all entries unknown until it learns the type of entry.
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NetBIOS Host Name and Byte Filtering Configuration Procedures

The following sections provide examples of how to set up NetBIOS filtering. The
first explains how to create a host-name filter. The second demonstrates how to
configure a byte filter. For more information on the commands used in these
examples, see L u

To create a host-name filter, enter commands at the NetBIOS Filter config>
prompt.

Config>protocol asrt
Adaptive Source Routing Transparent Bridge user configuration
ASRT config>NetBIOS

NetBIOS Support User Configuration

NetBIOS config>set filter name
NetBIOS Filtering configuration
NetBIOS Filter config>

Creating a Host-name Filter
Use the following procedure to create a host-name filter.
1. Create an empty name filter list.

NetBIOS Filter config>create name-filter-list
Handle for Name Filter List []? boston

2. Add the filter items to the name filter list.
Enter update to get to the prompt for that specific filter list. From this prompt,
you can add filter items to the filter list.

NetBIOS Filter config>update
Handle for Filter List []? boston
Name Filter List Configuration
NetBIOS Name boston config>

3. Add filter items to the filter list with the add command. The way filter items are
configured determines which NetBIOS packets are bridged or dropped.
Configure host-name filter items with the following parameters entered in this
order:

e Inclusive (bridged) or Exclusive (dropped).
e ASCIl or HEX - how the hostname is represented.
* host name - the actual host name represented in either an ASCII or hex

string (see [NetBIOS Commands” on page 153 for syntax).

Note: This entry is case sensitive.

* <LAST-hex-number> - an optional parameter for use with ASCII strings
containing fewer than 16 characters.

The following example adds a filter item to the host-name filter list boston ,
which allows packets containing the hosthname westboro (an ASCII string) to
be bridged (configured as inclusive). No <LAST-hex-number> parameter has
been configured for this entry.

NetBIOS Name boston config>add inclusive ascii
Hostname []? westboro
Special 16th character in ASCII hex (<CR> for no special char) []?

You can enter all parameters as one string on the command line if you do not
want to be prompted. Be sure to use a space between each parameter.

4. Verify the filter item entry.
Type list to verify your entry:
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NetBIOS Name boston config>Tist

NAME Filter List Name: boston
NAME Filter List Default: Inclusive

Item # Type Inc/Ex Hostname Last Char
1 ASCII Inc westhoro
Add additional filter items to the filter list.

Repeat the first four steps to add additional filter items to the filter list. The
order in which you enter filter items is important because this determines how
the router applies the filter items to a packet. The first match stops the
application of filter items and the router either forwards or drops the packet,
depending on whether the filter item is Inclusive or Exclusive.

Entering the most common filter items first makes the filtering process more
efficient because the software is more likely to make a match at the beginning
of the list.
If the packet does not match any of the filter items, the router uses the default
condition (Inclusive or Exclusive) of the filter list. You can change the default
condition of the list by entering default inclusive or default exclusive at the
filter list configuration prompt. For example:

NetBIOS Name boston config> default exclusive
When you have finished adding filter items to the filter list, enter exit to return
to the NetBIOS Filter config> prompt.

NetBIOS Name boston config>exit
NetBIOS Filter config>

Add the filter to your configuration.
The filter list containing the filter items can now be added as a filter to your

bridging router configuration. Use the filter-on command to do this. Configure
host-name filters with the following parameters (entered in this order):

* Input (to filter all NetBIOS packets received on that port) or output (to filter
all NetBIOS packets transmitted on that port).
* Port#, which is the desired configured bridge port number on the router.

* Filter-list, which is the name of the filter list (containing filter items) that you
want to be included in this filter.

« An optional operator entered as either AND or OR in all capital letters. If an

operator is present, it must be followed by a filter list name. Filters with
more than one filter list are called complex filters.

The following example adds a host-name filter to affect packets input on port
#3. It is comprised of the host-name filter list boston . All packets input on port
#3 are evaluated according to the rules provided by the filter items contained
in the filter list boston . This means that all packets input on port #3 containing
the hostname westboro are bridged.

NetBIOS Filter config>filter-on input
Port Number [1]? 3
Filter List []? boston
Verify the newly created filter.
Enter list to verify your entry:
NetBIOS Filter config>Tist
NetBIOS Filtering: Disabled

NetBIOS Filter Lists

Handle Type
nlist Name
newyork Name
HELLO Byte
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boston Name

NetBIOS Filters

Port # Direction Filter List Handle(s)
3 Output nlist
1 Input newyork OR HELLO
3 Input boston

9. Globally enable NetBIOS filtering.
Use the enable command to globally enable NetBIOS filtering on the router.
NetBIOS Filter config>enable NetBIOS-filtering
10. Restart the router to activate all NetBIOS filtering configuration changes.

Enter exit followed by Ctrl-P to return to the * prompt. From this prompt, enter
restart to activate all software changes made during the NetBIOS filtering
configuration process.

NetBIOS Filter config>exit
ASRT config>exit

Config> Ctrl-P

* restart

Creating a Byte Filter

Use the following procedure as a guideline for creating a byte filter. Enter all
commands at the NetBIOS filtering config> prompt.

Config>protocol asrt
Adaptive Source Routing Transparent Bridge user configuration
ASRT config>NetBIOS

NetBIOS Support User Configuration

NetBIOS config> set filter byte
NetBIOS Filtering configuration
NetBIOS Filter config>

1. Create an empty filter list using the create byte-filter-list command.

NetBIOS Filter config>create byte-filter-list
Handle for Byte Filter List []? westport

2. Add the filter items to the byte filter list.

Enter update to get to the prompt for that specific filter list. From this prompt
you can add filter items to the filter list.

NetBIOS Filter config>update

Handle for Filter List []? westport
Byte Filter List Configuration
NetBIOS Byte westport config>

Begin adding filter items to the filter list with the add command. The way filter

items are configured determines which NetBIOS packets are bridged or

dropped. Byte filter items are configured with the following parameters (entered

in this order):

* Inclusive (bridged) or Exclusive (dropped).

* Byte Offset - the number of bytes (in decimal) to offset into the packet being
filtered. This starts at the NetBIOS header of the packet. Zero specifies that
the router will examine all bytes in the packet.

* Hex pattern - a hexadecimal number used to compare with the bytes starting

at the byte offset of the NetBIOS header. See [NetBIOS Commands” on page

fi5d for syntax rules.

* Hex mask - (if present) must be the same length as hex pattern and is
logically ANDed with the bytes in the packet starting at byte-offset before the
result is compared for equality with hex pattern. If the hex-mask argument is
omitted, it is considered to be all binary ones.
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The following example adds a filter item to the Byte filter list westboro that
allows packets with a hex pattern 0x12345678 at byte offset of 0 to be bridged
(configured as inclusive). No hex mask is present.

NetBIOS Byte westport config>add inclusive
Byte Offset [0]? 0

Hex Pattern []? 12345678

Hex Mask (<CR> for no mask) []?

Verify the filter item entry with the list command.
NetBIOS Byte westport config>list

BYTE Filter List Name: westport
BYTE Filter List Default: Inclusive

Item # Inc/Ex Offset Pattern Mask
1 Inc 0  0x12345678 OXFFFFFFFF
Add additional filter items to the filter list.
Repeat the first three steps to add additional filter items to the filter list.

When you have finished adding filter items to the filter list, type exit to return to
the NetBIOS Filter config> prompt.

NetBIOS Byte westport config>exit
NetBIOS Filter config>

The order in which you enter filter items is important, because this determines
how the router applies the filter to a packet. The first match stops the
application of filter items and the router either forwards or drops the packet,
depending on whether the filter item is Inclusive or Exclusive.

Entering the most common filter items first makes the filtering process more
efficient because the software is more likely to make a match at the beginning
of the list rather than having to check the whole list before making a match.

If the packet does not match any of the filter items, the router uses the default
condition (Inclusive or Exclusive) of the filter list. You can change the default
condition of the list by entering default inclusive or default exclusive at the
filter list configuration prompt. For example:

NetBIOS Byte westport config> default exclusive

Add the filter to your configuration.

The filter list containing the filter items can now be added as a filter to your
bridging router configuration. Use the filter-on command to do this. Configure
host-name filters with the following parameters (entered in this order):

* Input (to filter all packets received on that port) or output (to filter all packets
transmitted on that port).

* Port# - the configured bridge port number.

* Filter-list - the name of the filter list (containing filter items) that you want
included in this filter,

* An optional operator entered as either AND or OR entered in all capital
letters. If an operator is present, it must be followed by a filter list name.
Filters with more than one filter list are called complex filters. These are
explained in more detail in About NetBIOS Configuration and Monitoring

The following example adds a host-name filter to affect packets output on port

#3. It is comprised of the byte filter list westboro . All packets output on port #3

will be evaluated according to the rules provided by the filter items contained in

the filter list westboro .
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NetBIOS Filter config>filter-on output

Port Number [1]? 3
Filter List []? westboro

Verify the newly created filter.
Enter list to verify your entry:

NetBIOS Filter config>list

NetBIOS Filtering: Disabled

NetBIOS Filter Lists

Handle Type
nlist Name
newyork Name
HELLO Byte
westhoro Byte

NetBIOS Filters

Port # Direction
3 Output
1 Input
3 Output

Filter List Handle(s)
nlist

newyork OR HELLO
westhoro

Globally enable NetBIOS filtering.

Enter enable to globally enable NetBIOS filtering on the bridging router.
NetBIOS Filter config>enable NetBIOS-filtering

Restart the router to activate all NetBIOS filtering configuration changes.
Enter exit followed by Ctrl-P to return to the * prompt. Enter restart .

NetBIOS Filter config>exit

ASRT config>exit
Config> Ctrl1-P
* restart
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Chapter 8. Configuring and Monitoring NetBIOS

This chapter describes IBM’s configuring and monitoring of NetBIOS over bridged
networks and over DLSw networks. It includes the following topics:

‘ ”
.

About NetBIOS Configuration and Monitoring Commands

NetBIOS configuration commands are available at the ASRT/DLSW config> prompt.
Changes you make to the router’s configuration are not effective immediately. They
become part of the router’s configuration memory when you restart it. This chapter
refers to configuration changes as permanent.

NetBIOS monitoring commands are available at the ASRT/DLSW>prompt. Monitoring
commands take effect immediately, but are not saved in the router’s non-volatile
configuration memory. Thus, while monitoring commands allow you to make
real-time changes to the router’s configuration, these changes are temporary. The
router’s configuration memory overwrites them when the router restarts. This
chapter refers to changes you make at the monitoring prompt as static.

Accessing the NetBIOS Configuration Environment

You can display the NetBIOS config> prompt from either the ASRT configuration
environment or the DLSw configuration environment. Changes you make at the
NetBIOS config> prompt affect both bridging and DLSw.

Note: The NetBIOS configuration commands are not effective immediately. You
must restart or reload the device before they become effective.

To display the NetBIOS config> prompt from the ASRT configuration environment:

Config>protocol asrt

Adaptive Source Routing Transparent Bridge user configuration
ASRT config>NetBIOS

NetBIOS Support User Configuration

NetBIOS config>

To display the NetBIOS config> prompt from the DLSw configuration environment:

Config>protocol dls

DLSw protocol user configuration
DLSw config>NetBIOS

NetBIOS Support User Configuration

NetBIOS config>

Accessing the NetBIOS Monitoring Environment

You can display the NetBI0OS> prompt from either the ASRT monitoring environment
or the DLSw monitoring environment.

Changes you make at the NetBI0S> monitoring prompt affect both bridging and
DLSw.

To display the NetBIOS> monitoring prompt from the ASRT monitoring environment:

© Copyright IBM Corp. 1994, 1999 153



+ protocol asrt
ASRT>NetBIOS

NetBIOS Support User Console
NetBIOS>

To display the NetBIOS> prompt from the DLSw monitoring environment:
+ protocol dis
DLSw>NetBIOS
NetBIOS Support User Console

NetBIOS>

Configuring NetBIOS for DLSw

If you are sending NetBIOS traffic over DLSw, use this procedure at the DLSw
config> prompt:

* Open NetBIOS SAPs.

» Set a priority for SNA and NetBIOS sessions.

» Set the maximum NetBIOS frame size.

» Set the number of bytes to allocate for NetBIOS Ul frames.

Open NetBIOS SAPs
Open NetBIOS SAPs on both sides of the link to enable DLSw to transmit NetBIOS

frames.

DLSw config> open-sap

Interface # [0]?

Enter SAP in hex(range 0-F0),'SNA', or 'NB'[4]? nb
SAP FO opened on interface 0

Set a Priority for SNA and NetBIOS Sessions

You can prioritize SNA and NetBIOS traffic to prevent one type of session from
using up too much of the available bandwidth during network congestion. To do so,
enter priority to set a priority for SNA sessions and NetBIOS sessions. You also set
a message allocation that corresponds to a session’s priority.

Use the set priority command as shown in the following example:

DLSw config> set priority

Default priority for SNA DLSw session traffic (C/H/M/L) [M]? C
Default priority for NetBIOS DLSw session traffic (C/H/M/L) [M]? L
Default priority for SNA DLSw explorer traffic (C/H/M/L) [M]? H
Default priority for NetBIOS DLSw explorer traffic (C/H/M/L) [M]? M
Message allocation by C/H/M/L priority (4 digits) [4/3/2/1]?
Maximum NetBIOS frame size (516, 1470, 2052, or 4399) [2052]7? 516

The default message allocation of 4/3/2/1, provides the following allocation to
sessions:

4 - Critical

3 - High

2 - Medium

1-Low

The router uses the priority and message allocation to selectively limit the burst

length of specific types of traffic. For example:

» If you assign SNA traffic a priority of Critical, and Critical sessions have a
message allocation of 4

and
* You assign NetBIOS traffic a priority of Medium, and Medium sessions have a
message allocation of 2,
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the router processes four SNA frames before it processes two NetBIOS frames.
Once the router processes two NetBIOS frames, it processes four SNA frames, and
SO on.

In this scenario, the router dedicates two—thirds of available bandwidth to SNA
traffic (a ratio of 4 to 2). Note that the router counts frames, rather than bytes, when
allocating bandwidth according to the priorities you assign.

You can change the message allocation for sessions from the default of 4/3/2/1.
You must always enter four digits, from 9 to 1, in descending order. For example, if
the SNA priority is Critical and the NetBIOS traffic is Medium, and you change the
message allocation to 8/7/6/5, the router processes eight SNA frames before it
processes six NetBIOS frames.

Set the Maximum NetBIOS Frame Size

You can also use the DLSw set priority command to change the maximum
NetBIOS frame size. The default is 2052. Set this parameter to the largest frame
size you expect to need, and no larger. Setting the frame size larger than needed
reduces the number of available buffers.

Set the Memory Allocation for NetBIOS Ul Frames
Use the DLSw set memory command to set the number of bytes the router

allocates as a buffer for NetBIOS Ul frames. If the TCP transmit buffer becomes
full, the router uses this buffer for NetBIOS Ul frames.

Note that the number of bytes allocated for NetBIOS is global, and not per session.

DLSw config> set memory

Number of bytes to allocate for DLSw (at Teast 26368) [141056]?
Number of bytes to allocate per LLC session [8192]?

Number of bytes to allocate per SDLC session [4096]?

Number of bytes to allocate for NetBIOS UI-frames [40960]?

NetBIOS Commands

[Cahle 13 lists the NetBIOS configuration and monitoring commands.

Table 12. NetBIOS Configuration and Monitoring Commands
Command Function

? (Help) Displays all the commands available for this command level or lists the
OEtions for specific commands (if available). See L i z

Add Adds cache entries to the router’s name cache, and adds name list entries

to the router’s local name list.

Delete Deletes cache entries or name list entries that you added using the add
command.

Disable Disables duplicate frame filtering, route caching and the use of local and
remote NetBIOS name lists.

Enable Enables duplicate frame filtering, route caching and the use of local and
remote NetBIOS name lists.

List Displays various NetBIOS name cache and name list configuration

information depending on whether you are at the configuration prompt or the
monitoring prompt.

Set Configures parameters for name caching, duplicate frame filtering, frame
type filtering, and name lists. Also displays the NetBIOS Filter config>
prompt.

Test This command is available only at the monitoring prompt and tests a
particular NetBIOS name against the current NetBIOS name cache and
name lists.
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Table 12. NetBIOS Configuration and Monitoring Commands (continued)

Command Function

Exit Returns you to the previous command level. See LExiting a | ower | evel

Response to NetBIOS Configuration Commands

Add

The NetBIOS configuration (Talk 6) commands are not effective immediately. They
remain pending until you issue the reload or restart command.

Adds a new name cache entry to the router’s permanent or static configuration, or
adds a NetBIOS name list entry used to limit remote station access to local DLSWs.
You can add name cache entries for DLSw neighbors only. The router ignores
entries that you add for ASRT traffic.

Syntax:
add cache-entry
name-list

cache-entry
Adds a new entry to the router’s name cache.

* From the configuration prompt, adds a permanent entry.
* From the monitoring prompt, adds a temporary entry.

The router prompts you for the 16th character in hex only if you have
indicated via set cache-parms that 16 characters are relevant in a
NetBIOS name.

Multiple entries with different IP addresses may be added for a single
NetBIOS name. This allows the name to be accessed through multiple
DLSw neighbors.

Note: The NetBIOS name is case sensitive and must match the case of
the network NetBIOS name.

Example: add cache-entry

Enter up to 15 characters of NetBIOS name (no wild cards)
Enter NetBIOS name[]? Accounting
Enter last character of NetBIOS name in hex [0]? 01
Enter IP Address [0.0.0.0]? 20.2.1.3
Name cache entry has been created

name-list

Adds a new entry to the router’s local name list.

From the configuration prompt,  adds a permanent name list entry. The
change does not take effect until the router is restarted or the change is
committed from the NetBIOS> prompt using set name-list command.

From the monitoring prompt,  adds a temporary name list entry. The
change does not take effect until the change is committed from the
NetBIOS> prompt using set name-list command. The change is lost when
you restart the router.
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NetBIOS Commands (Talk 6 and Talk 5)

The NetBIOS name qualifier represents one or more NetBIOS names
reachable on this router’s locally bridged network that are to be made
reachable to other routers through DLSw.

The NetBIOS name qualifier may contain the following two types of wildcard
characters:

? (question mark)
Indicates that a single character in a real NetBIOS name can be
any value.

* (asterisk)
At the end of a name qualifier indicates that the remaining
characters in a real NetBIOS name can be any value.
Notes:

1. If an asterisk does not appear at the end of a name qualifier, the
remainder of the name qualifier up to the maximum of 16 characters is
padded with nulls (hex zeroes).

2. The NetBIOS name qualifier is case sensitive and must match the case
of the network NetBIOS names.

Example: add name-list

Enter up to 16 characters of NetBIOS name qualifier (wild cards 0K).
Enter name qualifier []? NY_SERV=

NetBIOS name qualifier type (I=individual, G=group) [I]?

Name 1list entry has been created

For the new entry to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

Deletes name cache entries or NetBIOS name list entries.

Syntax:

delete cache-entry
name-list

cache-entry

From the configuration prompt , deletes name cache entries from the
router’s permanent configuration. The router prompts for a record number,
which is the number of the entry you want to delete. To see a list of entry
numbers, enter list cache all .

From the monitoring prompt , deletes name cache entries from the
router’s static configuration or active cache. The router prompts for a cache
entry name. To see a list of entries, enter list cache conf or list cache
active .

Note: The NetBIOS name is case sensitive.

Example for Configuration: delete cache-entry

Enter name cache record number [1]? 2

Name cache entry has been deleted

Example for Monitoring:  delete cache-entry
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Disable

Enter up to 15 characters of NetBIOS name (no wild cards)
Enter NetBIOS name []? ADMIN

Name cache entry NOT found in Active 1ist for name entered
Name cache entry has NOT been deleted from Active list

Static name cache entry deleted from Config list

name-list

Deletes an entry from the router’s local name list.

From the configuration prompt,  deletes a permanent name list entry. The
router prompts for a record number that is the number of the entry you want
to delete. To see a list of entry numbers, enter the list name-list all
command. The change does not take effect until the router is restarted or
the change is committed from the monitoring prompt using the set

name-list command.

From the monitoring prompt,  temporarily deletes a name list entry. The
router prompts for a record number that is the number of the entry you want
to delete. To see a list of entry numbers, enter the list name-list config
command. The change does not take effect until the change is committed
from the monitoring prompt using the set name-list command. The change
is lost if the router is restarted.

Example: delete name-list
Enter name 1ist record number [1]? 1
Name Tist entry NY_SERVx / INDIVIDUAL has been deleted.

For the deletion to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

Disables duplicate frame filtering, use of NetBIOS name lists, or route caching.

Syntax:

disable

duplicate-filtering
name-list local
name-list remote

route-caching

duplicate-filtering

Disables duplicate frame filtering for bridging. You cannot disable duplicate
frame filtering for DLSw traffic.

Example: disable duplicate-filtering
Duplicate frame filtering is OFF

name-list local

Disables the use of the local name list. The local name list entries will not
be sent to any DLSw partners.

From the configuration prompt, permanently disables the use of the local
name list. The change does not take effect until the router is restarted or
the change is committed from the monitoring prompt using the set
name-list command.

From the monitoring prompt, temporarily disables the use of the local name
list. The change does not take effect until the change is committed from the
monitoring prompt using the set name-list command. The change is lost if
the router is restarted.

158 MRS V3.4 Protocol Reference V1



Enable

NetBIOS Commands (Talk 6 and Talk 5)
Example: disable name-list local
Use of Tocal NetBIOS name 1ist is DISABLED

For the change to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

name-list remote

Disables the use of remote name lists. NetBIOS name lists received from
DLSw partners are not used.

From the configuration prompt,  permanently disables the use of remote
name lists. The change does not take effect until the router is restarted or
the change is committed from the monitoring prompt using the set
name-list command.

From the monitoring prompt,  temporarily disables the use of remote
name lists. The change does not take effect until the change is committed
from the monitoring prompt using the set name-list command. The change
is lost if the router is restarted.

Example: disable name-list remote
Use of remote NetBIOS name 1ist is DISABLED

For the change to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

route-caching

Disables route caching for bridging and DLSw. Route caching is the
process of converting broadcast frames to specifically routed frames (SRFs)
using the entries in the NetBIOS name cache.

Example: disable route-caching
Route caching is OFF

Enables duplicate frame filtering, use of NetBIOS name lists, or route caching.

Syntax:

enable

duplicate-filtering
name-list local
name-list remote

route-caching

duplicate-filtering

Enables duplicate frame filtering for bridging. Duplicate frame filtering is
always enabled for DLSw. You cannot enable and disable it.

Example: enable duplicate-filtering

Duplicate frame filtering is ON

name-list local

Enables the use of the local name list. The local name list entries will be
sent to all DLSw partners.

From the configuration prompt, permanently enables the use of the local
name list. The change does not take effect until either to router is restarted
or the change is committed from the monitoring prompt using the set
name-list command.
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From the monitoring prompt, temporarily enables the use of the local name
list. The change does not take effect until the change is committed from the
monitoring prompt using the set name-list command. The change is lost if
the router is restarted.

Example: enable name_list local
Use of Tocal NetBIOS name 1ist is  ENABLED

For the change to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

name-list remote

Enables the use of remote name lists. All NetBIOS names lists received
from DLSw partners are used.

From the configuration prompt,  permanently enables the use of remote
name lists. The change does not take effect until either the router is
restarted or the change is committed from the monitoring prompt using the
set name-list command.

From the monitoring prompt, ~ temporarily enables the use of remote name
lists. The change does not take effect until the change is committed from
the monitoring prompt using the set name-list command. The change is
lost if the router is restarted.

Example: enable name_list remote
Use of remote NetBIOS name 1ist is  ENABLED

For the change to take effect, restart or commit the change using
't 5' : 'SET NAME-LIST'.

route-caching

List (Configuration)

Enables route caching for bridging and DLSw. Route caching is the process
of converting broadcast to specifically routed frames (SRFs) using the
NetBIOS name cache.

Example: enable route-caching

Route caching is ON

Displays all cache entries or displays cache entries by type of entry. Displays filter
configuration information or general configuration information. Displays local
NetBIOS name list entries.

Syntax:

list

cache all

cache entry-number
cache name

cache ip-address
filters all

filters bridge

filters disw

general

name-list all

name-list entry-number
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cache all
Displays all permanent entries in the router’s name cache. It does not
display static or dynamic entries.

Example: Tist cache all

Entry Name IP Address
1 ACCOUNTING <00> 20.2.1.3
2 NOTES <00> 20.2.3.4

cache entry-number record#
Displays a cache entry according to its entry number. Enter list cache all to
see a list of entry numbers.

Example: 1ist cache entry-number

Enter name cache record number [1]? 1

Entry Name IP Address

1 ACCOUNTING <00> 20.2.1.3

cache name name
Displays a cache entry for a specific NetBIOS name. You can use the
following wildcards to simplify your search:

* (asterisk) stands for zero or more occurrences of any characters.
For example, San* could produce:
e San Francisco

* Santa Fe
* San Juan
? (question mark) stands for any one character.
$ (dollar sign) has an effect only when the number of significant

NetBIOS name characters is not 16, and when the search
argument does not begin with an asterisk (*).

You can use as many wildcards as you like, up to the maximum number of
characters in a NetBIOS name (15 or 16, depending on the configuration).

Note: The NetBIOS name is case sensitive.

Example: 1ist cache name
Enter up to 15 characters of NetBIOS name (wild cards ok) []? Accx

Entry Name IP Address

1 Accounting <00> 20.2.1.3

cache ip-address
Lets you display all entries with a specific IP address.

Example: 1list cache ip-address
Enter IP Address [0.0.0.0]? 20.2.1.3

Entry Name IP Address

1 Accounting <00> 20.2.1.3

filters all
Displays whether frame type filtering is on or off for both bridging and
DLSw. Use the set filters bridge s commands to turn these filters on or off.

Example: Tist filters all

Bridge name conflict filtering is OFF
Bridge general bcast filtering is OFF
Bridge trace control filtering is OFF
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DLS name conflict filtering is ON
DLS general bcast filtering is ON
DLS trace control filtering is ON

filters bridge
Displays whether frame type filtering is on or off for bridging. Use the set
filters bridge to turn these filters on or off.

Example: list filters bridge

Bridge name conflict filtering is OFF

Bridge general bcast filtering is OFF

Bridge trace control filtering is OFF
filters dlsw

Displays whether or not frame type filtering is on or off for DLSw. Use the
set filters disw to turn these filters on or off.

Example:

list filters dlsw

DLS name conflict filtering is ON
DLS general bcast filtering is ON
DLS trace control filtering is ON

general
Displays the current NetBIOS caching and filtering configuration.

Example:

list general
Bridge-only Information:

Bridge duplicate filtering is OFF

Bridge duplicate frame filter t/o 1.5 seconds
DLS-only Information:

DLS command frame retry count 5

DLS max remote name cache entries 100

DLS command frame retry timeout 0.5 seconds

DLS type of local name list NON-EXCLUSIVE
DLS use of Tocal name list is DISABLED
DLS use of remote name list is ENABLED

name-list all
Displays all permanently configured local NetBIOS name list entries. It does
not display static entries.

Example:

list name-Tist all
Entry Name Qualifier Type

1 NY_SERV* INDIVIDUAL
2 NY_DOMAIN* GROUP

name-list entry-number
Displays a particular permanently configured local NetBIOS name list entry.

Example:

list name-list entry-number
Enter name 1ist record number [1]? 1

1 NY_SERV* INDIVIDUAL

List (Monitoring)
Displays various types of cache entries, filter configuration, general configuration
information, NetBIOS name lists, or statistics on other things.

Syntax:

list cache active
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Displays all active entries in the router’'s name cache.
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cache config

cache group

cache local

cache name

cache remote

cache unknown

filters all

filters bridge

filters disw

general

name-list all

name-list config
name-list local
name-list remote
statistics cache
statistics frames bridge
statistics frames disw
statistics general bridge

statistics general disw

The number in angle brackets is the 16th character of the NetBIOS name.
This character, which you can enter in hexadecimal if you create the cache

entry, is used by some NetBIOS applications for special purposes.

If the Name Type field does not specify LOCAL, it is a remote entry.

Example: 1ist cache active

Cnt NetBIOS Name Name Type Entry Type
1 HYPERION <01> INDIVIDUAL LOCAL  DYNAMIC
2 LANGROUP <00> UNKNOWN STATIC
3 ACCOUNTING <00> GROUP PERMANENT

cache config
Displays all static and permanent name cache entries. Does not show

dynamic entries.

The number in angle brackets is the 16th character of the NetBIOS name.
This character, which you can enter in hexadecimal if you create the cache
entry, is used by some NetBIOS applications for special purposes.

Example: 1ist cache config

Name IP Address Source Last Mod
Admin <00> 20.3.120.8 STATIC ADDED

Finance <01> 20.4.96.8 PERMANENT MODIFIED
Notes <00> 20.8.210.3 PERMANENT  UNCHANGED

cache group

Displays cache entries that exist for NetBIOS group names.
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Example: 1ist cache group

Cnt NetBIOS Name Entry Type Loc Path State Rem Path State
2 HYPERION <01> DYNAMIC UNKNOWN GROUP
3 EXCEL <00> DYNAMIC GROUP GROUP
cache local

Displays local cache entries. Local cache entries are those that the router
learns via the local bridge network.

For NetBIOS clients the Local Path State is always Unknown and the MAC
address and Routing information fields are always empty.

Example: 1ist cache local
Cnt NetBIOS Name Loc Path State MAC Address Routing Information

2 HYPERION ~ <1> UNKNOWN
Cnt Number of the cache entry.

NetBIOS Name
The entry’s NetBIOS name.

Loc Path State
Local Path State.

MAC Address
If the entry is a server, displays the MAC address of the server.

Routing Information
Displays standard RIF information.

cache name name
Displays a cache entry for a specific NetBIOS name. You can use the
following wildcards to simplify your search:

* (asterisk) stands for zero or more occurrences of any characters.
For example, San* could produce:
e San Francisco

» Santa Fe
e San Juan
? (question mark) stands for any one character.
$ (dollar mark) has an effect only when the number of significant

NetBIOS name characters is not 16, and when the search
argument does not begin with an asterisk (*).

You can use as many wildcards as you like, up to the maximum
number of characters in a NetBIOS name (15 or 16 depending on
the configuration).

Note: NetBIOS names are case sensitive.

Example: 1list cache name

NetBIOS Name Name Type Entry Type

HYPERION <01> INDIVIDUAL REMOTE DYNAMIC
Count of name cache entry hits ...eiiieiiiiiiiiiiiiiiinennnnnns 20
Age of name cache entry ...iieiiineiineinneinenneeennnenannnns 689
Age of name cache last reference .......coivviiiiiiiiiiiiiin., 85

Local path information:
Loc Path State Timestamp MAC Address LFS  Routing Information

UNKNOWN 689
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Remote path information:
Rem Path State Timestamp LFS IP Address(es)

BEST FOUND 85 2052 20.3.120.8

cache remote
Displays cache entries that the router learns over the DLSw WAN.

Example: Tist cache remote

Cnt NetBIOS Name Entry Type Rem Path State IP Address(es)
2 HYPERION <@1> STATIC BEST FOUND 20.3.120.8
3 EXCEL <00> DYNAMIC SEARCH ALL

Cnt Number of the cache entry.

NetBIOS Name
The entry’s NetBIOS name.

Rem Path State
Remote Path State. Possible states are:

Best Found
The router found the best route to this station.

Unknown
The router has not yet found the best route to this station.

Group The router does not search for a best path for group
names.

Search Limited
The router is conducting a limited search for this NetBIOS
name. See the set cache-parms command for more
information on reduced search.

Search All
The router is conducting a full search. When the set
cache-parms command’s reduced search timer expires, the
router conducts a full search.

IP Address(es)
If best path found, displays the IP address or addresses associated
with the neighbor DLSw that can reach the NetBIOS station.

cache unknown
Displays cache entries where the type NetBIOS name is unknown. The
router enters all dynamic entries as Unknown until it learns the type of
name. It then marks entries as local, remote, or group.

Example: 1ist cache unknown

Cnt NetBIOS Name Entry Type Loc Path State Rem Path State
2 HYPERION <01> STATIC UNKNOWN UNKNOWN
3 EXCEL <00> STATIC UNKNOWN UNKNOWN
filters all

Displays whether or not frame type filtering is on or off for both bridging and
DLSw.

Use the set filters bridge and set filters dlsw commands to turn these
filters on or off.

Example: 1ist filters all
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Bridge name conflict filtering is OFF
Bridge general bcast filtering is OFF
Bridge trace control filtering is OFF
DLS name conflict filtering is ON
DLS general bcast filtering is ON
DLS trace control filtering is ON

filters bridge
Displays whether or not frame type filtering is on or off for bridging. Use the
set filters bridge command to turn these filters on or off.

Example: list filters bridge

Bridge name conflict filtering is OFF

Bridge general bcast filtering is OFF

Bridge trace control filtering is OFF
filters dlsw

Displays whether or not frame type filtering is on or off for both DLSw. Use
the set filters dlsw command to turn these filters on or off.

Example: Tist filters dlsw

DLS name conflict filtering is ON
DLS general bcast filtering is ON
DLS trace control filtering is ON

general
Displays the current NetBIOS caching and filtering configuration.

Example: T1ist general

Bridge-only Information:

Bridge duplicate filtering is OFF
Bridge duplicate frame filter t/o 1.5 seconds

DLS-only Information:

DLS command frame retry count 5
DLS max remote name cache entries 100
DLS command frame retry timeout 0.5 seconds

DLS type of Tocal name Tist NON-EXCLUSIVE
DLS use of Tlocal name list is DISABLED
DLS use of remote name list is ENABLED

DLS-Bridge Common Information:

Route caching is OFF
Significant characters in name 15
Max local name cache entries 500
Duplicate frame detect timeout 5.0 seconds
Best path aging timeout 60.0 seconds
Reduced search timeout 1.5 seconds
Unreferenced entry timeout 5000 minutes
name-list all

Displays all currently active NetBIOS name list entries both local and
remote. If local name list entries have not been committed or the use of
local name lists is disabled, local name list entries will not appear in the list.
If use of the remote name lists is disabled, remote name list entries will not
appear in the list.

Example: Tist name-list all

Name Qualifier Type IP Address
LA_DOMAIN=* GROUP 20.2.1.3
LA_SERV= INDIVIDUAL 20.2.1.3
NY_DOMAIN* GROUP  Local
NY_SERV* INDIVIDUAL Local
SF_DOMAIN* GROUP 20.2.3.4
SF_SERV* INDIVIDUAL 20.2.3.4
TEMP_DOMAIN GROUP  Local
TEMP_SERVO1 INDIVIDUAL Local
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name-list config
Displays all permanently and temporarily configured local NetBIOS name
list entries.

The source field can have one of the following values:

PERMANENT
Permanently configured entries.

STATIC
Temporarily configured entries.

The LastMod field can have one of the following values:

ADDED
The local name list entry has been added, but the change has not
been committed.

DELETED
The local name list entry has been deleted, but the change has not
been committed

UNCHANGED
The local name list entry has been added and the change has been
committed

Example: 1ist name-list config

Entry Name Qualifier Type Source LastMod
1 NY_SERV=* INDIVIDUAL PERMANENT UNCHANGED
2 NY_DOMAIN* GROUP  PERMANENT  UNCHANGED
3 TEMP_SERVO1 INDIVIDUAL STATIC ADDED
4 TEMP_DOMAIN GROUP  STATIC ADDED

name-list local
Displays all currently active local NetBIOS name list entries If local name
list entries have not been committed or the use of local name lists is
disabled, local name list entries will not appear in the list.

Example: 1ist name-list Tocal

LOCAL Name List
Type of Name List (active) ....... EXCLUSIVE
Type of Name List (pending) ...... NON-EXCLUSIVE

Name Qualifier Type

NY_DOMAIN= GROUP
NY_SERV* INDIVIDUAL
TEMP_DOMAIN GROUP
TEMP_SERVO1 INDIVIDUAL

name-list remote
Displays all currently active remote NetBIOS name list entries for a
particular DLSw partner. If use of the remote name lists is disabled, no
entries will appear.

Example: 1ist name-list remote
Enter IP Address [0.0.0.0]? 20.2.1.3

Partner IP Address ........... 20.2.1.3
Type of Name List ............ EXCLUSIVE
Use of remote name Tists ..... ENABLED

LA_DOMAIN=* GROUP
LA_SERV=* INDIVIDUAL
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statistics cache
Lists the following name cache statistics.

Example: Tist statistics cache

Local name cache entries 1
Remote name cache entries 1
Local individual names 1
Remote individual names 0
Group names 0
Unknown names 1
Name cache hits 2194
Name cache misses 2

statistics frames bridge
Lists the following name cache statistics for bridging.

Example: T1ist statistics frames bridge

Frames in cache

Name query frames

Status query frames

Add name frames

Add group name frames

Name in conflict frames

Frames not filtered as duplicates

[clofololoNo o]

statistics frames disw
Lists the following name cache statistics for DLSw.

Example: 1ist statistics frames dlsw

Name query frames

Status query frames

Add name frames

Add group name frames

Name in conflict frames

Frames not filtered as duplicates

[clooololo)]

statistics general bridge
Displays frame counts for bridging.

Example: 1ist statistics general bridge

Frames received 1339
Frames discarded 0
Frames forwarded to bridge 1339
Frames forwarded to DLS 1339

statistics general dlsw
Displays frame counts for DLSw.

Example: T1ist statistics general dlsw

Frames received 1339
Frames discarded 0
Frames forwarded to bridge 1339

Set

Sets name caching parameters, turns frame type filtering on or off for either
bridging or DLSw, adjusts duplicate frame filtering timers and frame retry timers,
and sets NetBIOS name list parameters. Also displays the NetBIOS name and byte
filtering prompt.
Syntax:
set cache-parms

filters bridge

filters byte

filters disw

filters name
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general
name-list

cache-parms
Sets name caching parameters that apply to bridging or switching.

Example: set cache-parms

Significant characters in name [15]?

Best path aging timeout value in seconds [60.0]?
Reduced search timeout value in seconds [1.5]?
Unreferenced entry timeout value in minutes [5000]?
Max nbr Tocal name cache entries [500]?

Max nbr remote name cache entries [100]?

Cache parameters set

Significant characters in name
Determines whether the router considers 15 or 16 characters when
it looks up the NetBIOS name. If you enter 15, the router ignores
the 16th character. If you select 16, the router includes the 16th
character when it looks up cache entries.

The default is 15.

Best path aging timeout
Amount of time the router considers the address and route for a
name cache entry to be the best path to that station. When this
timer expires, the router deletes the name cache entry and attempts
to discover a new best path for the NetBIOS name.

To determine the best path, the router considers transmission time
between nodes on all possible routes connecting those nodes, as
well as largest frame size. The router does not consider a path
suitable if it cannot accommodate the largest NetBIOS frame that
could be transmitted over the path.

The default is 60 seconds. The range is 1.0 to 100000.0 seconds.

Reduced search timeout
When the router receives a Name-Query, Status-Query, or
Datagram during the timeout period, it carries out a search based
on current NetBIOS name cache information.

If the router receives a duplicate frame after this timer expires, it
assumes the previous route is not longer valid and it widens its
search. The router forwards the duplicate frame to both bridges and
DLS. DLS broadcasts the corresponding SSP message to all
possible DLS partners.

The default is 1.5 seconds. The range is 1.0 to 100.0 seconds.

Unreferenced entry timeout
The router keeps a name that is not referenced in its cache for this
length of time before deleting it. If the cache fills up, the router
removes entries sooner.

The default is 5000 minutes. The range is 1 to 100 000 minutes.

Max nbr local name cache entries
Maximum number of locally-learned entries the router saves in the
name cache.

The default is 500. The range is 100 to 30 000. You can lower this
value to save router memory. To optimize memory usage, processor
usage, and the amount of broadcast traffic, set the number of local
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name cache entries as close as possible to the total number of
NetBIOS stations (servers and clients) that are active on this
router’s local bridge network.

Max nbr remote name cache entries
Maximum number of remotely-learned entries, group name entries,
and unknown entries that the router saves in the name cache.

The default is 100. The range is 100 to 30 000. You can lower this
value to save router memory. To optimize memory usage, processor
usage, and the amount of broadcast traffic, set the number of
remote name cache entries to the number of remote NetBIOS
servers that are to be accessed by NetBIOS clients on this router’s
local bridge network, plus about 25%.

filters bridge
Turns frame-type filtering for bridging on or off.

Example: set filters bridge

Filter Name Conflict frames? [No]: y
Name conflict filtering is
Filter General Broadcast frames? [No]:

General broadcast filtering is OFF

Filter Trace Control frames? [No]:

Trace control filtering is OFF
filters byte

From the NetBIOS config> prompt, displays the NetBIOS filtering
configuration prompt (NetBIOS Filter config>). Configuring NetBIOS

filtering is explained in [Chapter 9. Configuring and Monitoring NetBIOS
Eiltering” on page 1785.

From the NetBIOS > monitoring prompt, displays the NetBIOS filtering
monitoring prompt (NetBIOS F11ter>) Monltormq NetBIOS filtering is
explained in i

This parameter allows you to access NetBIOS byte filtering.

Example: set filters byte

NetBIOS Filtering configuration
NetBIOS Filter config>

filters disw
Sets frame-type filters for DLSw traffic.

Example: set filters dlsw

Filter Name Conflict frames? [Yes]:

Name conflict filtering is ON

Filter General Broadcast frames? [Yes]:

General broadcast filtering is ON

Filter Trace Control frames? [Yes]:

Trace control filtering is ON
filters name

From the NetBIOS config> prompt, displays the NetBIOS filtering
configuration prompt (NetBIOS Filter conf1g>) Conﬁgurmg NetBIOS
f||ter|ng |s explained in

From the NetBIOS > monitoring prompt, displays the NetBIOS filtering
monitoring prompt (NetBIOS Fﬂter>) Momtormg NetBIOS filtering is
explained in

This parameter allows you to access NetBIOS name filtering.

Example: set filters name
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NetBIOS Filtering configuration
NetBIOS Filter config>
general
Sets the duplicate frame timeout, duplicate frame-detect timeout, and the

command frame retry count and timeout. See Duplicate Frame Filtering” on

for more information on how duplicate frame filters work.

Example: set general

ATTENTION! Setting Duplicate Frame Filter Timeout to zero...
disables duplicate frame checking!

Duplicate frame filter timeout value in seconds [1.5]?
Duplicate frame detect timeout value in seconds [5.0]?
General parameters set

If DLSw is enabled, the software also prompts you for:

Command frame retry count [5]?

Command frame retry timeout value in seconds [0.5]?

Duplicate frame filter timeout
Applies only to bridged traffic if duplicate filtering is enabled. During
this timeout period, the router filters all duplicate frames it receives.

The range is 0.0 to 100.0 seconds. Zero disables duplicate frame
checking. The default is 1.5 seconds.

Duplicate frame-detect timeout
Applies to both bridged and DLSw traffic. Amount of time during
which the router saves entries in its duplicate frame filter database.
When this timer expires, the router creates new entries for new
frames that it receives.

The range is 0.0 to 100.0 seconds. The default is 5 seconds.

Command frame retry count
Applies only to DLSw traffic.

Number of duplicate NetBIOS Ul frames the target DLSw router
sends to its locally attached LAN. These frames are sent at
intervals specified by the command frame retry timeout.

The range is 0 to 10. The default is 5.

Command frame retry timeout
Applies only to DLSw traffic. This is the interval at which a neighbor
DLSw router retries sending duplicate NetBIOS Ul frames to its
local bridge network.

The range is 0.0 to 10.0 seconds. The default is 0.5 seconds.

name-list
Sets parameters related to the local NetBIOS name list. Currently the only
local NetBIOS name list related parameter is the local NetBIOS name list
exclusivity.

From the configuration prompt,  permanently sets the local NetBIOS
name list parameters. The change does not take effect until either the
router is restarted or the change is committed from the monitoring prompt
using set name-list command.

From the monitoring prompt,  this command temporarily sets the local
NetBIOS name list parameters. The command also commits any NetBIOS
name list changes that have been made from the configuration or
monitoring prompts.
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Test (Monitoring only)

Allows testing of real NetBIOS names against the current NetBIOS cache or the
NetBIOS name list.

Syntax:

test cache
name-list

test cache

Displays a list of current DLSw partners to which a DLSw frame with a
given NetBIOS destination name would be forwarded and how the frame
will be forwarded.

Example (no corresponding NetBIOS cache entry): test cache ABC
Destination NetBIOS name being tested .... ABC <20>
Name cache entry NOT found.

How frame destined for this NetBIOS name is forwarded to DLSw partners .....
Send to all partners.

Example (corresponding NetBIOS cache entry): test cache LA_SERVO1
Destination NetBIOS name being tested .... LA_SERVO1 <00>

Name cache entry found:
Name type = INDIVIDUAL REMOTE; Entry type = DYNAMIC

How frame destined for this NetBIOS name is forwarded to DLSw partners .....
Send to all name list learned and dynamically Tearned partners.

List of DLSw partners to which frame destined for this name is forwarded .....

Send via TCP to 20.2.1.3 ( Name list, Learned )

test name-list
Displays a list of NetBIOS name list entries (local or remote) that match the
given NetBIOS name.

Example: test name-Tist

Enter up to 15 characters of NetBIOS name (no wild cards).
Enter NetBIOS name []? LA_SERVO1
Enter last character of NetBIOS name in hex [0]?

Name Qualifier Type IP Address

LA_SERV= INDIVIDUAL 20.2.1.3

NetBIOS Dynamic Reconfiguration Support

This section describes dynamic reconfiguration (DR) as it affects Talk 6 and Talk 5
commands.

CONFIG (Talk 6) Delete Interface
NetBIOS does not support the CONFIG (Talk 6) delete interface command.

GWCON (Talk 5) Activate Interface

The GWCON (Talk 5) activate interface command is not applicable for NetBIOS.
There are no interface-specific NetBIOS parameters.

GWCON (Talk 5) Reset Interface

The GWCON (Talk 5) reset interface  command is not applicable for NetBIOS.
There are no interface-specific NetBIOS parameters.
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GWCON (Talk 5) Temporary Change Commands

NetBIOS supports the following GWCON commands that temporarily change the
operational state of the device. These changes are lost whenever the device is
reloaded, restarted, or you execute any dynamically reconfigurable command.

The following commands do not affect any NetBIOS functions already active at the
time of the command unless otherwise noted. The changes do apply to all
subsequent NetBIOS operations and traffic.

Commands

GWCON, protocol asrt, netbios, add cache-entry

GWCON, protocol asrt, netbios, add name-list

GWCON, protocol asrt, netbios, delete cache-entry

GWCON, protocol asrt, netbios, delete name-list

GWCON, protocol asrt, netbios, disable duplicate-filtering

GWCON, protocol asrt, netbios, disable name-list local

GWCON, protocol asrt, netbios, disable name-list remote

GWCON, protocol asrt, netbios, disable route-caching

GWCON, protocol asrt, netbios, enable duplicate-filtering

GWCON, protocol asrt, netbios, enable name-list local

GWCON, protocol asrt, nethios, enable name-list remote

GWCON, protocol asrt, netbios, enable route-caching

GWCON, protocol asrt, netbios, set cache-parms

GWCON, protocol asrt, netbios, set filters bridge

GWCON, protocol asrt, netbios, set filters dlsw

GWCON, protocol asrt, netbios, set general

GWCON, protocol asrt, netbios, set name-list

Non-Dynamically Reconfigurable Commands
All NetBIOS configuration parameters can be changed dynamically.
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Chapter 9. Configuring and Monitoring NetBIOS Filtering

This chapter describes the NetBIOS filtering configuration commands. These
commands let you configure NetBIOS filtering as an added feature to ASRT
bridging. Configuration commands are accessed from the NetBIOS config> prompt.

It includes the following sections:

. [ : : T . 1

: T oo =

Accessing the ASRT and the DLSW Configuration Environments

To display the NetBIOS filtering prompt from the ASRT environment, enter the
commands as shown in the following example:

Config> protocol asrt
Adaptive Source Routing Transparent Bridge user configuration

ASRT config> netbios
NetBIOS Support User Configuration

NetBIOS config> set filters name or byte
NetBIOS filtering configuration

NetBIOS filter config>

To display the NetBIOS config> prompt from the DLSw configuration environment:

Config> protocol dls
DLSw protocol user configuration

DLSw config> netbios
NetBIOS Support User Configuration

NetBIOS config> set filters name or byte
NetBIOS filtering configuration

NetBIOS filter config>

[Fahle 13 shows the NetBIOS filtering configuration commands.

NetBIOS Filtering Configuration Commands

Note: The NetBIOS filtering configuration commands are not effective immediately.
You must restart or reload the device before they become effective.

Table 13. NetBIOS Filtering Configuration Commands

Command

Function

? (Help)

Create
Delete
Disable
Enable
Filter-on

List
Update
Exit

Displays all the commands available for this command level or lists the
oEtions for specific commands (if available). See L i z

Creates byte filter and host-name filter lists for NetBIOS filtering.

Deletes byte filter and host-name filter lists for NetBIOS filtering.

Disables NetBIOS filtering on the bridging router.

Enables NetBIOS filtering on the bridging router.

Assigns a created filter to a specific port. This filter can then be applied to all
NetBIOS packets input or output on the specified port.

Displays all information concerning created filters.

Adds information to or deletes information from a host-name or byte filter list.

Returns you to the previous command level. See LExiting a | ower | evel
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Response to NetBIOS Configuration Commands

Create

Delete

The NetBIOS configuration (Talk 6) commands are not effective immediately. They
remain pending until you issue the reload or restart command.

Use the create command to create a byte filter-list or host-name filter list.

Syntax:
create byte-filter-list filter-list
name-filter-list filter-list

byte-filter-list filter-list
Creates a byte filter-list name for NetBIOS filtering. You can use up to 16
characters to identify the list being built. Filter-list must be a unique name
that has not been used previously with the create byte-filter-list or create
name-filter-list command.

Example: create byte-filter-1list newyork

name-filter-list filter-list
Creates a host-name filter-list name for NetBIOS filtering. You can use up to
16 characters to identify the name filter-list being built. Filter-list must be a
unigue name that has not been used previously with the create
byte-filter-list or create name-filter-list command.

Example: create name-filter-1list atlanta

Use the delete command to delete byte filter lists, host-name filter lists, and filters
created using the filter-on input or filter-on output command. The command
removes all information associated with byte and host-name filter lists. It also frees
the user-defined string as a name for a new filter list.

Syntax:

delete byte-filter-list filter-list
name-filter-list filter-list
filter input port#
filter output port#

byte-filter-list filter-list
Deletes a byte filter-list created for NetBIOS filtering. Filter-list is the
user-defined string being used to identify the byte filter-list being deleted.
Example: delete byte-filter-1list newyork

name-filter-list filter-list
Deletes a host-name filter-list created for NetBIOS filtering. Filter-list is the
user-defined string that is used to identify the name-filter-list being deleted.

Example: delete name-filter-list atlanta

filter input  port#
Deletes a filter that was created using the filter-on input command. The
command removes all information associated with the filter and fills any
resulting gap in filter numbers.

Example: delete filter input 2
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filter output port#
Deletes a filter that was created using the filter-on output command. The
command removes all information associated with the filter and fills any
resulting gap in filter numbers.

Example: delete filter output 2

Use the disable command to globally disable NetBIOS name and byte filtering on
the router.

Syntax:

disable netbios-filtering

Example: disable netbios-filtering

Use the enable command to globally enable NetBIOS name and byte filtering on
the router.

Syntax:

enable netbios-filtering

Example: enable netbios-filtering

This command assigns one or more previously configured filter lists to the input or
output of a specific port.

Syntax:
filter-on input port# filter-list <operator filter-list . . . >
output port# filter-list <operator filter-list . . . >

input port# filter-list <operator filter-list . . . >
This command assigns one or more filter lists to incoming packets on a
specific port. The resulting filter is then applied to all NetBIOS packets input
on the specified port.

Port# is a configured bridge port number on the router. The port number
identifies this filter. Enter list to see a list of port numbers. Filter-list is a
string previously entered using the create command. To add additional filter
lists to this port, enter AND or OR in all capital letters followed by the filter
list name.

Note: Multiple operators can be used to create a complex filter. If you enter
multiple operators, they must all be entered at the same time on the
same command line.

The filter created by this command is applied to all incoming NetBIOS
packets on the specified port. Each filter list on the command line is
evaluated left to right along with any operators that are present. An
Inclusive evaluation of a filter list is equivalent to a True condition and an
Exclusive evaluation is equivalent to a False condition. If the result of the
evaluation of the filter-lists is True, the packet is bridged. Otherwise, the
packet is filtered (dropped).

Chapter 9. Configuring and Monitoring NetBIOS Filtering 177



NetBIOS Filtering Configuration Commands (Talk 6)

If the packet is not one of the types supported by NetBIOS filtering then all
host-name filter lists for this filter are designated “Inclusive” (True). If an
input filter already exists for specified port number, an error message is
displayed.

Example: filter-on input 2 newyork AND boston

output port# filter-list <operator filter-list . . . >
This command assigns one or more filters to outgoing packets on a port.
This filter is then applied to all NetBIOS packets output on that port.

Port# is a configured bridge port number on the router. The port number
identifies this filter. Enter list to see a list of port numbers. Filter-list is a
string previously entered using the create command. Enter an optional
operator as either AND or OR in all capital letters. If an operator is present,
it must be followed by a filter-list name. The port number is used to identify
this filter.

Note: Multiple operators can be used. This creates a complex filter. If one
or more operators are present, they must all be entered at the same
time on the same command line.

The filter created by this command is applied to all NetBIOS packets output
on the specified port number. Each filter list on the command line is
evaluated left to right along with any operators that are present. An
Inclusive evaluation of a filter list is equivalent to a True condition and an
Exclusive evaluation is equivalent to a False condition. If the result of the
evaluation of the filter-lists is True, the packet is bridged. Otherwise, the
packet is filtered (dropped).

If the packet is not one of the types supported by NetBIOS filtering then all
host-name filter lists for this filter are designated “Inclusive” (True). If an
output filter already exists for specified port number, an error message is
displayed.

Example: filter-on output 2 newyork OR boston

List
Use the list NetBIOS Filtering command to display all information concerning
created filters.

Syntax:
list

Example: Tist
NetBIOS Filtering: Disabled

NetBIOS Filter Lists

Handle Type
nlist Name
newyork Byte

NetBIOS Filters
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Port # Direction Filter List Handle(s)
3 Output nlist

NetBIOS Filtering:
Displays whether NetBIOS filtering is enabled or disabled.

NetBIOS Filter Lists
Displays the user-defined name (handle) of the configured filter lists. For
type, “Name” indicates a host-name filter list and “Byte” indicates a byte
filter list.

NetBIOS Filters
Displays the assigned port number and direction (input or output) of each
filter. Filter List Handles displays the names of the filter lists making up the
filter.

Use the update command to add or delete information from host-name or byte filter
lists. The filter-list is a string previously entered using the create byte (or name)
filter-list prompt. This command brings you to the NetBIOS Byte (or Name)
filter-list Config> prompt, which lets you perform update tasks to the specified
filter list. At this prompt you can add, delete, list, or move filter-items from byte and
host-name filter lists. At this prompt you can also set the default value of each filter
list to Inclusive or Exclusive.

Using the add subcommand creates a filter item within the filter list. The first filter
item created is assigned number 1, the next one is assigned number 2, and so on.
After you enter a successful add subcommand, the router displays the number of
the filter item just added.

Note: Adding more filter items to filter lists adds to processing time (due to the time
it takes to evaluate each filter item in the list) and can affect performance in
heavy NetBIOS traffic.

The order in which filter items are specified for a given filter list is important as this
determines the way in which the filter items are applied to a packet. The first match
that occurs stops the application of filter items, and the filter list is evaluated as
either Inclusive or Exclusive (depending on the Inclusive or Exclusive designation of
the matched filter item). If none of the filter items of a filter list produces a match,
then the default condition (Inclusive or Exclusive) of the filter list is returned.

The delete subcommand specifies the number of a filter item to be deleted from the
filter list. When a delete subcommand is given, any hole created in the list is filled
in. For example, if filter items 1, 2, 3, and 4 exist and filter item 3 is deleted, then
filter item 4 will be renumbered to 3.

The default subcommand lets you change the default setting of the filter list to
either Inclusive or Exclusive. If a filter list evaluates as Inclusive, then the packet is
bridged. Otherwise, the packet is filtered.

The move subcommand is available to renumber filter items within a filter list. The
first argument to the move subcommand is the number of the filter list to be moved.
The second argument to the move subcommand is the number of the filter list after
which the first filter list should be moved.

Syntax:
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update byte-filter-list . . .
name-filter-list . . .

byte-filter-list filter-list
Updates information belonging to a byte filter-list. The filter-list parameter is
a string previously entered via the create byte-filter-list command. This
command brings you to the next NetBIOS BYTE filter-Tist Config>
command level (see example). At this level you can perform update tasks to
the specified filter-list.

Example: update byte-filter-list newyork
NetBIOS Byte newyork Config>

At this prompt level you can execute several commands. Each available
command is listed under “Update Byte-Filter Command Options”.

name-filter-list  filter-list
Updates information belonging to a name-filter list. This command is
identical to the byte-filter-list command, except that it specifies a name-filter
list rather than a byte-filter list. The filter-list parameter is a string previously
entered using the create name-filter-list prompt. This command brings you
to the next NetBIOS Name filter-1ist Config> command level (see
example). At this level you can perform update tasks to the specified
filter-list.

Example: update name-filter-list accounting
NetBIOS Name accounting Config>

At this prompt level you can execute several commands. Each available
command is listed under “Update Name-Filter (Command Options)”.

Update Byte-Filter-List (Command Options)
This section lists the command options available for the update byte-filter-list
command:

add inclusive byte-offset hex-pattern <hex mask>
Adds a filter item to the byte filter list. If the byte filter item that is added
produces a match with a NetBIOS packet, the filter list it belongs to will
evaluate to Inclusive (True).

» Byte-offset specifies the number of bytes (in decimal) to offset into the
packet being filtered. This starts at the NetBIOS header of the packet.

* Hex-pattern is a hexadecimal number used to compare with the bytes
starting at the byte-offset of the NetBIOS header. Syntax rules for
hex-pattern include no 0x in front, a maximum of 32 numbers, and an
even number of hex digits.

* Hex-mask, if present, must be the same length as hex-pattern and is
logically ANDed with the bytes in the packet starting at byte-offset before
the result is compared for equality with hex-pattern. If the hex-mask
argument is omitted, it is considered to be all binary 1s.

If the offset and pattern of a byte filter item represent bytes that do not exist
in a NetBIOS packet (that is, if the packet is shorter than was intended
when setting up a byte-filter list), then the filter item will not be applied to
the packet and the packet will not be filtered. If a series of byte filter items
is used to set up a single NetBIOS filter list, then a packet will not be tested
for filtering if any of the byte filter items within the NetBIOS filter list
represent bytes that do not exist in the NetBIOS packet.
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Example: add inclusive

Byte Offset [0] ?

Hex Pattern [] ?

Hex Mask (<CR> for no mask) [] ?

add exclusive byte-offset hex-pattern <hex mask>

Adds a filter item to the byte filter list. This command is identical to the add
inclusive command, except that if the result of the comparison between the
filter item and a NetBIOS packet results in a match, then the filter list
evaluates to Exclusive (False). Datagram Broadcast Packets can be
specified to be discarded by using this command with a byte offset of 4 and
a byte pattern of 09.

* Byte-offset specifies the number of bytes (in decimal) to offset into the
packet being filtered. This starts at the NetBIOS header of the packet.

* Hex-pattern is a hexadecimal number that is compared with the bytes
starting at the byte-offset offset of the NetBIOS header. Syntax rules for
hex-pattern include no Ox in front, a maximum of 32 numbers, and an
even number of hex digits.

* Hex-mask, if present, must be the same length as hex-pattern and is
logically ANDed with the bytes in the packet starting at byte-offset before
the result is compared for equality with hex-pattern. If the hex-mask
argument is omitted, it is considered to be all binary 1’s.

If the offset and pattern of a byte filter item represent bytes that do not exist
in a NetBIOS packet (that is, if the packet is shorter than was intended
when setting up a byte-filter list), then the filter item will not be applied to
the packet and the packet will not be filtered. If a series of byte filter items
is used to set up a single NetBIOS filter list, then a packet will not be tested
for filtering if any of the byte filter items within the NetBIOS filter list
represent bytes that do not exist in the NetBIOS packet.

Example: add exclusive

Byte Offset [0] ?

Hex Pattern [] ?

Hex Mask (<CR> for no mask) [] ?

default include

Changes the default setting of the filter list to “inclusive.” This command
indicates that if no filter items of the filter list match the contents of the
packet being considered for filtering, the filter list will be evaluated as
Inclusive. This is the default setting.

default exclude
Changes the default setting of the filter list to “exclusive.” This command
indicates that, if no filter items of the filter list match the contents of the
packet being considered for filtering, the filter list will be evaluated as
Exclusive.

delete filter-item
Deletes a filter item from the filter list.

Filter-item is a decimal number representing a filter item that was
previously created by the add command.

list Displays information related to filter items in the specified filter list.
BYTE Filter List Name: Engineering
BYTE Filter List Default: Exclusive
Filter Item # Inc/Ex Byte Offset Pattern Mask
1 Inclusive 14 0x123456 OxFFFFOO
2 Exclusive 0 0x9876 OXFFFF
3 Exclusive 28 0x1000000 OxFFOOFFOO
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move filter-item1 filter-item2
Reorders filter items within the filter list. The filter item whose number is
specified by filter-item1 is moved and renumbered to be just after filter
item2.

exit Exits to the previous command prompt level.

Update Name-Filter-List (Command Options)
The following section lists the command options available for the update
name-filter-list command:

add inclusive ASCII host-name <LAST-hex number>
Adds a filter item to the host-name filter list. With this command, the host
name fields of the NetBIOS packets are compared with the host-name
given in this command. The following list shows how these comparisons are
made:

» ADD_GROUP_NAME_QUERY: Source NetBIOS name field is examined
« ADD_NAME_QUERY: Source NetBIOS name field is examined

+ DATAGRAM: Destination NetBIOS name field is examined

* NAME_QUERY: Destination NetBIOS name field is examined

If there is a match (taking into account wildcard designations in this
command), then the filter list evaluates to Inclusive. If not, the next filter
item of the filter list (if any) of the filter is applied to the packet. If the packet
is not one of the four types supported by NetBIOS Name filtering, then the
packet is bridged.

* Host-name is an ASCII string up to 16 characters long. A question mark
(?) can be used in host-name to indicate a single character wildcard. An
asterisk (*) can be used as the final character of host-name to indicate a
wildcard for the remainder of the host-name. If host-name contains fewer
than 15 characters, it is padded to the 15th character with ASCII spaces.
Host-name can contain any character except the following:

N[]:| <>+ =, <space>

Note: Host-name is case sensitive.

* LAST-hex-number can be used if host-name contains fewer than 16
characters. It is a hexadecimal number (with no Ox in front of it) which
indicates the value to be used for the last character. If the LAST
argument is not specified on a hostname less than 16 characters, then a
“?” wildcard is supplied for the 16th character.

add inclusive HEX hexstring
Adds a filter item to the host-name filter list. This command is functionally
the same as the add inclusive ASCIl command. However, the
representation of hostname is different. This command supplies the
hostname as a series of hexadecimal numbers (with no Ox in front).

* Hexstring must consist of an even number of hexadecimal numbers. If
you do not supply a full 32 hexadecimal numbers, ASCII blanks are
padded to the 29th and 30th numbers and a wildcard is supplied as the
31st and 32nd (16th byte) numbers. A wildcard for a single byte can be
specified by ?7?.

add exclusive ASCIl host-name <LAST-hex-number>
Adds a filter item to the host-name filter list. This command is identical to
the add inclusive ASCII command, except that packets that are matched
against this filter item produce an Exclusive result for the filter list.
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* Host-name is an ASCII string up to 16 characters long. A question mark
(?) can be used in host-name to indicate a single character wildcard. An
asterisk (*) can be used as the final character of host-name to indicate a
wildcard for the remainder of the host-name. If host-name contains fewer
than 15 characters, it is padded to the 15th character with ASCII spaces.
Host-name can contain any character except the following:
JN[]:| <>+ =, <space>

* LAST-hex-number can be used if host-name contains fewer than 16
characters. It is a hexadecimal number (with no Ox in front of it) that
indicates the value to be used for the last character. If the LAST
argument is not specified on a host-name less than 16 characters, then a
? wildcard is supplied for the 16th character.

add exclusive HEX hexstring
Adds a filter item to the name filter list. This command is functionally the
same as the add inclusive hex command, except that packets that are
matched against this filter item produce an Exclusive result for the filter list.

* Hexstring must consist of an even number of hexadecimal numbers. If
you do not supply a full 32 hexadecimal numbers, ASCII blanks are
padded to the 29th and 30th numbers and a wildcard is supplied as the
31st and 32nd (16th byte) numbers. A wildcard for a single byte can be
specified by ?7?.

default include
Changes the default setting of the filter list to “inclusive.” This command
indicates that, if no filter items of the filter list match the contents of the
packet being considered for filtering, the filter list will evaluate to Inclusive.
This is the default setting.

default exclude
Changes the default setting of the filter list to “exclusive.” This command
indicates that, if no filter items of the filter list match the contents of the
packet being considered for filtering, the filter list is evaluated as Exclusive.

delete filter-item
Deletes a filter item from the filter list.
 Filter-item is a decimal number representing a filter item that was
previously created by the add command.
list Displays information related to filter items in the specified filter-list.

NAME Filter List Name: nlist
NAME Filter List Default: Exclusive

Filter Item # Type Inc/Ex Hostname Last Char
1 ASCII Inclusive EROS
2 ASCIT  Inclusive ATHENA
3 ASCII  Exclusive FOOBAR

move filter-item1 filter-item2
Reorders filter items within the filter list. The filter item whose number is
specified by filter-item1 is moved and renumbered to be just after
filter-item2.

exit Exits to the previous command prompt level.
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Monitoring NetBIOS Filtering

This section describes the NetBIOS Filtering monitoring commands. These
commands let you monitor and display NetBIOS Filter information as an added
feature to ASRT bridging. Monitoring commands are entered at the NetBIOS >
monitoring prompt.

Changes you make at the NetBIOS> monitoring prompt affect both bridging and
DLSw.

Accessing the ASRT and the DLSw NetBIOS Filtering monitoring

Environments

To display the NetBIOS> monitoring prompt from the ASRT monitoring environment,
enter the netbios command at the ASRT> prompt:

+ protocol asrt

ASRT> netbios
NetBIOS Support User monitoring

NetBIOS monitoring> set filters name or byte

NetBIOS filter>

To display the NetBI0S> monitoring prompt from the DLSw monitoring environment:

+ protocol dls
DLSw> netbios
NetBIOS Support User monitoring

NetBIOS Console> set filters name or byte
NetBIOS filtering

NetBIOS filter>

NetBIOS Filtering Monitoring Commands
[fable 14 lists the NetBIOS filtering commands.

Table 14. NetBIOS Filtering Monitoring Commands Summary

Command Function

? (Help) Displays all the commands available for this command level or lists the
options for specific commands (if available). See LGetting Help” on pagd
foxxdl.

List Displays all information concerning created filters.

Exit Returns you to the previous command level. See [Exiting a | ower | evel

List

Use the list NetBIOS Filtering command to display all information concerning
created filters.

Syntax:

list byte-filter-lists
filters
name-filter-lists

byte-filter-lists
Displays information related to filter items in the specified byte-filter-list.

Example: Tist byte-filter-lists

BYTE Filter-List Name: Engineering
BYTE Filter-List Default: Exclusive
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Filter Item # Inc/Ex Byte Offset Pattern Mask

1 Inclusive 14 0x123456 OxFFFFOO

2 Exclusive 0 0x9876 OxFFFF

3 Exclusive 28 0x1000000  OXFFOOFFOO
Filter ltem#

Specifies the filter item number of the filter item. Filter items are
evaluated in numerical order when determining the
Inclusive/Exclusive status of the filter list.

Inc/Ex Specifies the default status of the filter item.

Byte-offset
Specifies the number of bytes (in decimal) to offset into the packet
being filtered. This starts at the NetBIOS header of the packet.

Pattern
The hexadecimal number used to compare with the bytes starting
at the byte-offset of the NetBIOS header. Syntax rules for
hex-pattern include no Ox in front, a maximum of 32 numbers, and
an even number of hex numbers.

Mask If present, must be the same length as hex-pattern and is logically
ANDed with the bytes in the packet, starting at byte-offset, before
the result is compared for equality with hex_pattern. If the hex-mask
argument is omitted, it is considered to be all binary 1s.

Displays information related to all configured filters.

Example: Tist filters
NetBIOS Filtering: Enabled

Port # Direction Filter List Handle(s) Pkts Filtered
1 Input valencia 0
2 Output raleigh 0

name-filter-lists

Displays information related to filter items in the specified name-filter-list.

Example: Tist name-filter-lists

NAME Filter List Name: nlist
NAME Filter List Default: Exclusive

Filter Item # Type Inc/Ex Hostname Last Char

1 ASCIT  Inclusive EROS <0x03>
2 ASCII Inclusive ATHENA

3 ASCII Exclusive FOOBAR
Filter Item#

Specifies the filter item number of the filter item. Filter items are
evaluated in numerical order when determining the
Inclusive/Exclusive status of the filter list.

Inc/Ex Specifies the default status of the filter item.

Type “ASCII" indicates a host-name filter item added as ASCII
characters. “Hex” indicates a host name filter item added as
hexadecimal numbers

Host-name
ASCII string up to 16 characters long. A question mark (?) can be
used in hostname to indicate a single-character wildcard. An
asterisk (*) can be used as the final character of hostname to
indicate a wildcard for the remainder of the hostname. If hostname
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contains fewer than 15 characters, it is padded to the 15th
character with ASCII spaces. Hostname can contain any character

but the following:
AN[]:] <>+ =, <space>

Last char
Used if host-name contains fewer than 16 characters. It is a

hexadecimal number (with no Ox in front of it) which indicates the
value to be used for the last character. If the LAST argument is not
specified on a hostname less than 16 characters, then a “?”
wildcard is supplied for the 16th character.
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This chapter describes IBM’s ASRT LAN Network Manager (LNM). It includes the
following sections:

About LNM

Use LNM to manage token-ring networks interconnected by source route bridges. It
lets you monitor the operation of rings, bridges, and individual ring stations.

Information collected by software agents on the bridge is available to LNM
management stations. More specifically, LNM agents forward collected information
via another agent called the LAN Reporting Mechanism (LRM), a proprietary IBM
protocol. Information forwarding is done via an LLC2 connection to a LAN Network
Manager station.

LNM Agents and Functions

The LNM agents and their functions include:

» Configuration Report Server (CRS) - reports ring topology changes and ring
station status to LNM.

* Ring Parameter Server (RPS) - services requests from ring stations for ring
parameter information including ring number, the soft error report timer value,
and the physical location.

* Ring Error Monitor (REM) - collects error reports from ring stations and analyzes
them. When thresholds are exceeded, REM may forward error information to
LNM.

* LAN Reporting Mechanism (LRM) - controls the establishment of reporting links
from LNM stations to the bridge agents. Also manages the transfer of information
to and from the other agents over these links.

Eigure 25 on page 189 illustrates the connection between the IBM bridge, LNM

agents, and the IBM LNM station.
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Figure 25. LNM Station and Agents
The following sections describe each LNM agent in more detail.

Configuration Report Server
At the request of LNM, CRS obtains and forwards ring station status to LNM. Use

CRS to set ring station parameters and remove a station from the ring.

Configuration information generated by ring stations is forwarded to LNM. When
LNM requests the status of a ring station, CRS builds and sends MAC frames to
the station to obtain the information. CRS then sends the following frames to the
ring station:

* Request Ring Station Address MAC frame

* Request Ring Station State MAC frame

* Request Ring Station Attachments MAC frame

When the ring station replies, CRS puts the information into a properly formatted
LLC2 frame and forwards it to LNM.

CRS can also remove a ring station from the ring at the request of LNM. To remove
a ring station, CRS sends a Remove Station MAC frame to the ring. CRS also
returns a response to LNM indicating the success or failure of the removal.

When CRS receives a Report New Active Monitor MAC frame, it forwards the
information to LNM. When a Report NAUN (Next Active Upstream Neighbor)
Change MAC frame is received, this information is also reported. The CRS agent
has its own functional address that ring station MAC layers can use to forward MAC
frames to CRS.

Ring Parameter Server
RPS inserts ring stations onto the ring. When a ring station is newly inserted into

the ring the following occurs:

* The new station sends a Request Initialization MAC frame to RPS for that ring.
This MAC frame includes some information about the station.

* RPS responds with an Initialize Ring Station MAC frame containing the ring
number and the interval of time to wait between sending Report Soft Error MAC
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frames. The information gleaned from the Request Initialization frame is passed
to LNM so that it can maintain a database of all ring stations on the ring.

RPS also responds to a request for status from LNM. The ring number, RPS
version information and the soft error report timer value are returned to LNM.

The RPS function has an associated functional address for receiving the MAC
frames that other ring stations send to it.

Attention: When a station attempts to insert into a ring, it sends a Request

Initialization MAC frame to the Ring Parameter Server (RPS) for that
ring. If this frame is copied successfully by the RPS, then the station
expects to receive an Initialize Ring Station MAC frame back from the
RPS. If no such frame is received, the station will not insert into the
ring.

A station may fail to insert into the ring if the device is configured for
LNM, becomes the Ring Parameter Server, and enters a congested
state that prevents the sending of the Initialize Ring Station MAC frame.
The solution to this problem is to disable RPS on the affected port. If
RPS is not enabled and no server copies the Request Initialization
frame, the sending station does not expect a response and it will insert
into the ring.

Ring Error Monitor

REM observes the operation of the attached token-ring by looking for hard errors
and soft errors. It then reports these to the LRM and aids in isolating the cause of
the errors. It does the following during hard error detection:

Hard errors are detected on the ring by the receipt of Beacon MAC frames.

Stations in the fault domain attempt to correct the problem by possibly removing
themselves from the ring.

REM determines if the hard error condition is corrected or not and then reports
the results to LNM.

REM monitors soft errors as follows:

Soft Error MAC frames are sent periodically by ring stations to REM to inform it
of the number of times various intermittent faults, for example, CRC errors and
frequency errors, occur.

When the number of soft errors for a station exceeds a certain threshold, REM
reports this condition to LNM.

REM also monitors the Report Soft Error MAC frames for receiver congestion
conditions. Receiver congestion indicates that a ring station discarded frames
due to a shortage of receive buffers.

If the number of times a station reports receiver congestion exceeds a certain
threshold, REM reports this condition to LNM. When the receiver congestion
condition returns to normal, LNM is notified that the receiver congestion condition
has ended.

LAN Reporting Mechanism

LRM controls the connection of LNM to the agents. LRM establishes reporting links
between itself and each connected LNM. A reporting link is an LLC2 connection
between LNM and LRM.

All communication between LNM and the agents is done via a reporting link. LRM
passes management data to and from the appropriate agents to the reporting links.
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Up to four reporting links are supported. One is designated the controlling link and
the other three are designated as observing links.

An LNM connected via the controlling link can perform all available operations.
LNMs connected by observing links can perform only a limited subset of the
available operations.

LNM Configuration Restrictions
IBM 2210 supports multi-port Token-Ring and two Token-Ring configurations.

The LNM agent and the LNM station always assume that messages are being
passed on a two-party model. LNM is enabled, however, on a per-bridge port basis
to be consistent with the existing configuration.

In a multi-port configuration, LNM can be enabled on any source-routing token-ring
bridge port. An instance of LNM is created for each port upon which LNM is
enabled.

In a two token-ring configuration, the other port is always designated by a pseudo
address. This is known as a multi-port bridge. It can correspond to a virtual ring or
a serial line interface.

Only in the case where the IBM 2210 bridge has two source routing token-ring ports
is the other port in the two-port model bridge a token-ring with a real address.

To obtain the MAC addresses needed to configure the LNM Manager, enter 1ist
1nm ports at the ASRT> prompt.

The LAN Bridge Server (LBS) can report packets-forwarded and packets-discarded
performance data statistics when requested by the manager station. Remote
configuration updates from the manager station are not supported.

Logical Link Class 2 Support
In LANSs, the data link layer comprises two sublayers: the medium access control

(MAC) and the link layer control (LLC). LLC provides two types of service:
* LLC1 (Type 1) - an unacknowledged connectionless service
* LLC2 (Type 2) - a set of connection-oriented service

LAN Network Manager (LNM) requires LLC2 connection-oriented services. LLC2

provides capabilities for:

* Initiating new data link connections

* Managing data link connections

» Exchanging data in sequential order (in a guaranteed fashion)

» Executing a level of flow control on the established connections

» Terminating link connections upon request from the service user or unrecoverable
link errors.

The LLC sublayer conforms to the IEEE 802.5 standard.
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This chapter describes IBM’s ASRT implementation of the LNM. It includes the
following sections:

" " " n m

Configuring LNM

This section summarizes the procedure for basic configuration of the LNM feature
on your bridging router.

1. Obtain the MAC address required for network manager software.
Enter the list Inm ports command at the ASRT> prompt to obtain the MAC

addresses required by the Network Manager software running on the Network
Manager Station. For example:

ASRT> Tist Tnm ports
Port Number [1]? 1

Port 1

LNM Agents Enabled: RPS CRS REM

Reporting Link State LNM Station Address
0 ACTIVE 10:00:5A: F1:02:37
1 AVAILABLE

2 AVAILABLE

3 AVAILABLE

MAC Addresses to use when configuring LNM Manager:
00:00:C9:08:35:47

40:00:D9:08:35:47

LNM not enabled on port 4

LNM not enabled on port 5

The MAC addresses displayed (shown in bold in the example) are used by the
Network Manager to configure it to the LNM agents present in the router.

Note: These addresses must be entered exactly as they appear in the output,
otherwise LNM will not configure correctly.

2. Enable the LNM agents on the router. Type enable 1nm at the LNM config>
prompt to enable the LNM agents on the desired port of your bridging router.
For example:

LNM config>enable 1nm
Port Number [1]? 1

The default setting has all LNM agents enabled.

3. Check the configuration by displaying enabled LNM agents. Type 1ist port at
the LNM config> prompt to display which LNM agents are enabled on your

configured port. For example:
LNM config>Tist port

Port Number [1]? 1
LNM Agents Enabled: RPS CRS REM

LNM Commands

This section describes the LNM configuration and monitoring commands. These
commands allow you to configure and monitor network parameters for the LNM.

Note: The LNM configuration commands are not effective immediately. You must
restart or reload the device before they become effective.
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Enter configuration commands at the LNM config> prompt. Access this prompt as

follows:

Config>protoc
Adaptive Sour
ASRT config>1
LNM configura
LNM config>

Enter monitori

ol asrt

ce Routing Transparent Bridge user configuration
nm

tion

ng commands at the LNM> prompt. Display this prompt as follows:

+protocol asrt

ASRT>Tnm
LNM>

frable 19 lists the LNM commands.

Table 15. LNM

Command Summary

Command Function

? (Help)

Disable

Enable

List

Set

Exit

Displays all the commands available for this command level or lists the

oEtions for specific commands (if available). See lGetting Help” on pagd

Disables all LNM agents on a specified port or specified LNM agents (RPS,
CRS, or REM) on a specified port.

Disables the setting of certain LNM parameters from the remote LNM
application linked to the bridge. Applies globally to all instances of LNM
within the bridge.

This command is used for configuration only.
Enables all LNM agents on a specified port or specified LNM agents (RPS,
CRS, or REM) on a specified port.

Enables the setting of certain LNM parameters from the remote LNM
application linked to the bridge. Applies globally to all instances of LNM
within the bridge.

This command is used for configuration only.
Displays the LNM agents that have been enabled for the specified port.
Displays the passwords configured for the bridge.

This command is used for both configuration and monitoring.
Sets the password for the specified reporting link number.

This command is used for configuration only.

Returns you to the previous command level. See LBaung_a.l.awer_Lenel

”

Response to LNM Configuration Commands

The LNM configuration (Talk 6) commands do not become effective immediately.
They remain pending until you issue the reload or restart command.

Disable

Use the disab
specified port.

le command to disable all LNM agents (RPS, CRS, or REM) on a

This command also disables the setting of the reporting link passwords from the
remote LNM application linked to the bridge.

Syntax:

disable
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Enable

LNM Commands

Inm ...

configuration-remote-change

agent port#
Disables the specified LNM agent (RPS, CRS, or REM) on the specified
port. If the port is not configured then the message LNM not configured for
port XX is displayed, and the command has no effect.

Example:
disable REM 1

Inm Disables LNM on the specified port. If the port is not configured for LNM,
the message LNM not configured for port XX is displayed, and the
command has no effect.

Example:
disable Tnm
Port number [1]? 1
LNM not configured for Port 1
configuration-remote-change
Disables the setting of the reporting link passwords from the remote LNM
application linked to the bridge. This command applies globally to all
instances of LNM within the bridge.

Example:
disable configuration-remote-change
CONFIGURATION-REMOTE-CHANGE: disabled

Enables all LNM agents on a specified port or enables specified LNM agents (CRS,
REM, or RPS) on a specified port.

If the interface is not a token-ring then the message Port number XX is not
token-ring is displayed and the command has no effect.

If the port is not configured, then the message Port number XX does not exist is
displayed and the command has no effect.

If the specified agent is already enabled for the specified port the message Already
enabled is displayed.

This command also enables the setting of the reporting link passwords from the
remote LNM application linked to the bridge.

Syntax:
enable agent port#
configuration-remote-change

agent port#
Enables the specified LNM agent (RPS, CRS, or REM) on the specified

port.
Example:
enable CRS 1
Inm port#

Enables all LNM agents on the specified port.
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Example:
enable Tnm
Port Number [1]? 1

configuration-remote-change
Enables the setting of the reporting link passwords from the remote LNM
application linked to the bridge. The default setting disables the setting of
LNM configuration parameters remotely.

This command applies globally to all instances of LNM within the bridge.

Example:
enable configuration-remote-change
CONFIGURATION-REMOTE-CHANGE: Enabled

List (configuration command)
Displays the LNM agents enabled for the specified port, and also displays
passwords that have been configured for the bridge. The command is entered at
the ASRT> prompt.

Syntax:

list password
port . . .

password

Displays the passwords that have been configured for the reporting links of
the bridge. Displays whether or not the passwords can be changed by the
remote LNM application.

Example:
list password
Reporting Link Password
0 87654321
1 MADRAS
2 ABC1234
3 123ABC
CONFIGURATION-REMOTE-CHANGE: Disabled

port port#
Displays the LNM agents enabled for the specified port if the port is a

token-ring port supporting Source Routing Bridging.

Example:
list port
Port Number [1]? 1

LNM Agents Enabled: RPS CRS REM

List (monitoring command)

Displays information about the status of the LNM configuration. The command is
entered at the ASRT> prompt.

Syntax:
list bridge

Inm ports

source-routing configuration
bridge

Displays whether LNM is enabled on a specific port.

Example:
list bridge
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Bridge ID (prio/add): 32768/00-00-00-00-00-38

Bridge state: Enabled

UB-Encapsulation: Disabled

Bridge type: SR-TB

Bridge capability: ASRT

Number of ports: 5

STP Participation: TEEE802.1d on TB ports and IBM-8209 on SR ports
Maximum

Port Interface State MAC Address Modes  MSDU Segment Flags
2 TKR/0 Up 00-00-93-90-4C-F7 T 2096 RD

3 TKR/1 Down 00-00-00-00-00-00 SR 0 223 RD,LE
5 Eth/0 Down AA-00-04-00-26-14 0 RD

IBMRT PC behaviour Disabled

Flags: RE =IBMRT PC behaviour Enabled, RD =
= LNM Failed

LE = LNM Enabled, LD = LNM Disabled, LF
SR bridge number: 8

SR virtual segment: 812

Adaptive segment: 214

Inm ports
Displays information about the configuration of the LNM enabled on the
bridging router.

Example:
list LNM ports

LNM not enabled on port 1
LNM not enabled on port 2

Port 3

LNM Agents Enabled: RPS CRS REM

Reporting Link State LNM Station
Address

0 AVAILABLE

1 AVAILABLE

2 AVAILABLE

3 AVAILABLE

MAC Addresses to use when configuring LNM Manager:
00:00:00:00:00:00

00:00:00:00:00:00

LNM not enabled on port 4

LNM not enabled on port 5

source-routing configuration
Displays whether LNM is enabled on a specific port.

Example:

list source-routing configuration

Bridge number: 8

Bridge state: Enabled

Maximum STE hop count 14

Maximum ARE hop count 14

Virtual segment: 812

Port Segment Interface State MTU  STE Forwarding LNM
3 223 TKR/1 Enabled 4399 Auto ENA
- 214 Adaptive Enabled 1470 Yes

Set

Sets the password for the specified reporting link number. The link number can be
0, 1, 2, or 3. Link 0 is used for the controlling link. Links 1, 2, and 3 are used for
observing links.

The password must consist of six to eight characters, and must match the
password used by LNM when it establishes a reporting link with the bridge. If the
password is not set for a link, it defaults to the string 00000000.

Syntax:
set password link# password
Example: set password

Example:
set password

Link Number [0]? 1
Enter new password : [ABCDEFGH]? guesswho
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LAN Network Manager Dynamic Reconfiguration Support

This section describes dynamic reconfiguration (DR) as it affects Talk 6 and Talk 5
commands.

CONFIG (Talk 6) Delete Interface

LAN Network Manager (LNM) supports the CONFIG (Talk 6) delete interface
command with no restrictions.

GWCON (Talk 5) Activate Interface
LNM does not support the GWCON (Talk 5) activate interface command.

GWCON (Talk 5) Reset Interface
LNM does not support the GWCON (Talk 5) reset interface command.
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This chapter describes how to configure the TCP/IP Host Services (TCP/IP Host)
protocol and how to use the TCP/IP Host configuration commands. The chapter
includes the following sections:

T T . i

See LTCP/P Host Services (Bridge-Qnly Management)” on page 41 if you want to
know more about why you would use TCP/IP host services.

Do not use this chapter if you are configuring the device for IP routing; instead,
refer to L j i

Note: To configure Host services, you cannot have any IP address configured on
the interfaces. The device cannot be configured as a router for IP. The Host
services are for bridging only.

Accessing the TCP/IP Host Configuration Environment

To access the TCP/IP Host configuration environment, enter the following command
at the Config> prompt:
Config> protocol hst

TCP/IP-Host Services user configuration
TCP/IP-Host Config>

Basic Configuration Procedures

The following sections describe the basic configuration procedures for enabling
TCP/IP Host Services on your 2210.

Setting the IP Address

To minimally configure TCP/IP Host services, assign the 2210 an IP address by
using the set ip-host command. This IP address is associated with the 2210 as a
whole, instead of being associated with a single interface.

Enabling TCP/IP Host Services

Use the enable services command to enable TCP/IP Host Services.

Adding a Default Gateway

The 2210 uses its default gateway to communicate with hosts and gateways that
are not on the bridged network to which the 2210 is directly connected. The 2210
can dynamically learn its default gateway using either ICMP Router Discovery (see
the enable router-discovery command in this chapter) or RIP (see the enable
rip-listening command in this chapter). You can also statically specify one or more
default gateways by using the add default gateway command. The 2210 uses only
one default gateway at a time; any additional default gateways are used for backup.

To save the assigned IP address and default gateway information,
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1. Exit from the TCP/IP-Host config> prompt to the Config> prompt.

2. Use the write command at the Config> prompt to write the current configuration
to memory.

3. Enter CTRL-P to get to the OPCON prompt and use the reload or restart
OPCON command to load a new copy of the software.

4. After restarting or reloading the 2210, return to the TCP/IP-Host config>
prompt.

TCP/IP Host Configuration Commands

This section describes the TCP/IP Host configuration commands. The TCP/IP Host
configuration commands allow you to specify network parameters for the TCP/IP
Host bridge. Restart the device to activate the configuration commands.

Note: The TCP/IP host configuration commands are not effective immediately. They
remain pending until you restart or reload the device.

Enter the TCP/IP Host configuration commands at the TCP/IP-Host config>
prompt. [fable 16 shows the commands.

Table 16. TCP/IP Host Configuration Commands Summary

Command Function

? (Help) Displays all the commands available for this command level or lists the
options for specific commands (if available). See [Getting Help” on pagd
foadl.

Add Adds a default-gateway.

Delete Deletes a default-gateway.

Disable Disables TCP/IP Host Services, router-discovery processes, and RIP
listening.

Enable Enables TCP/IP Host Services, router-discovery processes, and RIP
listening.

List Lists the current TCP/IP Host configuration.

Set Sets the 2210’s IP address.

Exit Returns you to the previous command level. See LEanng.a.I.nwer_Le.uel

Response to TCP/IP Host Configuration Commands

The TCP/IP host configuration (Talk 6) commands are not effective immediately.
They remain pending until you issue the reload or restart command.

Add

Use the add command to add default gateways (that is, routers) to your
configuration.

Default gateways are used when trying to send packets to IP destinations that are
off the local subnet. The routing table is then built up through redirect processing.
An attempt is made to detect routers that disappear. If the 2210 has booted over
the network (via TFTP/BootP), then the default gateway is configured using the
information from the booting process.

Syntax:

add default-gateway def-gateway-IP-address
Example: add default-gateway

198 MRS V3.4 Protocol Reference V1



Delete

Disable

Enable

TCP/IP Host Configuration Commands (Talk 6)

Default-Gateway address [0.0.0.0]? 123.45.67.89

Use the delete command to delete default gateways from your 2210 configuration.
Enter the IP address of the default gateway you want to remove after the delete
command.

Syntax:
delete default-gateway def-gateway-IP-address

Example: delete default-gateway
Enter address to be deleted [0.0.0.0]? 123.45.67.89

Use the disable command to disable the following TCP/IP functions:
* TCP/IP Host Services
* Router-discovery processes

* RIP listening

Syntax:

disable rip-listening
router-discovery
services

rip-listening

Disables the building of routing table entries that have been gathered by
listening to the RIP protocol. By default, RIP-listening is disabled.

Example: disable rip-listening

router-discovery
Disables the ability to learn default gateways by receiving ICMP Router
Discovery messages. By default, router discovery is enabled.

Example: disable router-discovery

services
Disables the TCP/IP Host Services protocol entirely. If IP routing is not
enabled, TCP/IP Host Services is enabled by default.

Example: disable services

Use the enable command to enable the following TCP/IP functions:
* TCP/IP Host Services
* Router discovery processes

* RIP listening

Syntax:

enable rip-listening
router-discovery
services

rip-listening

Enables the building of routing table entries that have been gathered by the

bridge “listening” to the RIP protocol. RIP-listening is disabled by default.

Example: enable rip-listening
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router-discovery
Enables the learning of default gateways through reception of ICMP Router
Discovery messages. By default, router discovery is enabled.

Example: enable router-discovery

services
Enables the TCP/IP Host Services protocol. If IP routing is not enabled,
TCP/IP Host Services is enabled by default.

Example: enable services

List
Use the list command to display information about the current TCP/IP Host
configuration.
Syntax:
list
Example: Tist
TCP/IP-Host config>Tist
TCP/IP Host SERVICES : enabled
IP-HOST Address : 128.185.142.1
Mask 1 255.255.255.0
DEFAULT-GATEWAY Address : 128.185.142.47
RIP-LISTENING : disabled
ROUTER-DISCOVERY : enabled
TCP/IP-Host config>
TCP/IP Host Displays whether TCP/IP Host SERVICES is enabled or disabled.
SERVICES
IP-HOST Address Displays the current IP-HOST Address.
IP-HOST Mask Displays the current IP-HOST Mask.
DEFAULT-GATEWAY Displays the current DEFAULT-GATEWAY Address.
Address
RIP-LISTENING Displays whether RIP-LISTENING is enabled or disabled.
ROUTER Displays whether ROUTER DISCOVERY is enabled or disabled.
DISCOVERY
Set

Use the set command to set the 2210’s IP address. You must assign the 2210 an
IP address before enabling TCP/IP Host Services.

Note: If the IP address is not already configured, it is set (by default) using boot
information. This process applies only if the 2210 is a network host operating
as an IP host.

Syntax:
set ip-host address /P-host-address

Example: set ip 123.45.67.89

Address mask [255.255.0.0]7
IP-Host Address set.

Monitoring TCP/IP Host Services

This section describes how to monitor the TCP/IP Host Services on the IBM 2210.
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Accessing the TCP/IP Host Monitoring Environment

To access the TCP/IP Host monitoring environment, enter the following command at
the + (GWCON) prompt:

+ protocol hst
TCP/IP-Host>

TCP/IP Host Monitoring Commands

Dump

This section describes the TCP/IP Host monitoring commands. These commands
allow you to view parameters and enter information requests from the active
terminal. Enter these commands at the TCP/IP-Host> prompt. ffanle 14 shows the
commands.

Table 17. TCP/IP Host Monitoring Commands Summary

Command Function

? (Help) Displays all the commands available for this command level or lists the
%@ns for specific commands (if available). See lGetting Help” on pagd

Dump Displays the current IP routing table. One line is printed for each destination.

Interface Displays the IBM 2210’s IP address.

Ping Continuously pings a given destination, printing a line for each response
received.

Traceroute Displays the hop-by-hop route to a given destination.

Routers Displays the list of all IP routers known to the 2210.

Exit Returns you to the previous command level. See LExiting a | awer | evel

Use the dump command to display the current IP routing table. One line is printed
for each destination. Many of the entries that are displayed are the result of ICMP
redirects.

Syntax:

dump

Example:

TCP/IP Host> dump

Type Dest net Mask Cost Age Next hop(s)
Stat  0.0.0.0 00000000 O 51 128.185.142.47
Dirx 128.185.142.0 FFFFFFOO 1 50 BDG/0

Default gateway in use.

Type Cost Age Next hop

Stat 0 51 128.185.142.47

Routing table size: 768 nets (52224 bytes), 2 nets known
0 nets hidden, 0 nets deleted, 0 nets inactive
0 routes used internally, 766 routes free

Type Route type which indicates how the route was derived:
RIP - the route was learned through the RIP protocol.
Stat - a statically configured route.
Dir - a directly connected network or subnet.

Dest net Displays the IP address of the destination network/subnet.
Mask Displays the IP address mask.
Cost Displays the Route Cost.
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Interface

Ping

Age For RIP routes displays the time, in seconds, since the route was refreshed.
For other types of routes displays the time, in seconds, since the route was
installed.

Next Hop Displays the IP address of the next device on the path toward the destination

host. Also displayed is the interface type used by the sending device to
forward the packet.

Default Displays the IP address of the default gateway along with the route type, cost,
gateway age, and next hop information associated with that entry.

Routing table Displays the current size (in networks and bytes) of the current table. Also
size identifies the number of networks (nets) known to the host.

Use the interface command to display the IBM 2210’s IP address. When TCP/IP
Host Services are running over the bridge, a single address is displayed on the
terminal as Bridge/O.

Syntax:
interface
Example:
TCP/IP Host> interface
Interface MTU IP Address(es) Mask(s) Address-MTU
BDG/0 1500 128.185.142.16  255.255.255.0 Unspecified
Interface Displays the type of interface. For TCP/IP Host Services, this is always

BDG/0, indicating the bridge.
IP Address Displays the IP address of the TCP/IP Host Services interface.
Mask Displays the IP address subnet mask.

Use the ping command to make the device send ICMP Echo Requests to a given
destination once a second (“pinging”) and watch for a response. This command can
be used to isolate trouble in an internetwork environment.

This process is done continuously, incrementing the ICMP sequence number with
each additional packet. Matching received ICMP Echo responses are reported with
their sequence number and the round trip time. The granularity (time resolution) of
the round trip time calculation is platform-specific, and usually is around 20
milliseconds.

To stop the pinging process, type any character at the terminal. At that time, a
summary of packet loss, round trip time, and number of unreachable ICMP
destinations will be displayed.

When a multicast address is given as destination, there may be multiple responses
printed for each packet sent, one for each group member. Each returned response
is displayed with the source address of the responder.

The size of the ping (number of data bytes in the ICMP message, excluding the
ICMP header), TTL value, and rate of pinging are all user-configurable. The default
values are a size of 56 bytes, a TTL of 64, and a rate of 1 ping per second.
Syntax:

ping destination source size ttl rate
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Example:

TCP/IP Host> ping

Destination IP address [0.0.0.0]? 128.185.142.11

Source IP address [128.185.142.16]7

Ping data size in bytes [56]?

Ping TTL [64]?

Ping rate in seconds [1]?

PING 128.185.142.16 -> 128.185.142.11: 56 data bytes, tt1=64, ... every 1 sec.
56 data bytes from 128.185.142.11: icmp_seq=0. tt1=254. time=0. ms
56 data bytes from 128.185.142.11: icmp_seq=1. tt1=254. time=0. ms
56 data bytes from 128.185.142.11: icmp_seq=2. tt1=254. time=0. ms
56 data bytes from 128.185.142.11: icmp_seq=3. tt1=254. time=0. ms
56 data bytes from 128.185.142.11: icmp_seq=4. tt1=254. time=0. ms
56 data bytes from 128.185.142.11: icmp_seq=5. tt1=254. time=0. ms

----128.185.142.11 PING Statistics----
6 packets transmitted, 6 packets received, 0% packet loss
round-trip min/avg/max = 0/0/0 ms

Traceroute

Use the traceroute command to display the entire path to a given destination, hop
by hop. For each successive hop, the traceroute command sends out three probes
and prints the IP address of the responder along with the round trip time associated
with the response. If a particular probe receives no response, an asterisk (*) is
printed. Each line in the display relates to this set of three probes, with the left-most
number indicating the distance from the device executing the command (in network
device hops).

The traceroute is complete when the destination is reached, an ICMP Destination
Unreachable message is received, or the path length reaches 32 network device
hops.

Syntax:

traceroute destination source size probes wait ttl

Example:

TCP/IP Host> traceroute
Destination IP address [0.0.0.0]7 128.185.144.239
Source IP address [128.185.142.16]7?
Data size in bytes [56]?
Number of probes per hop [3]?
Wait time between retries in seconds [3]?
Maximum TTL [32]?
TRACEROUTE 128.185.142.16 -> 128.185.144.239: 56 data bytes
1 128.185.142.11 16 ms O ms O ms
2 128.185.143.33 16 ms 0 ms 0 ms
3 128.185.144.239 16 ms O ms 0 ms

In the display:

TRACEROUTE Displays the destination area address and the size of the packet being
sent to that address.

1 The first trace showing the destination’s NSAP and the round trip time it
took the packet to reach the destination and return. The packet is traced
three times.

Destination Indicates that no route to the destination is available.

unreachable

L *x**xxx* Indicates that the device is expecting some form of response from the

destination, but the destination is not responding.
When a probe receives an unexpected result (see the previous output example),

several indicators can be printed. These indicators are explained in the following
table.
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IN Indicates that an ICMP Destination Unreachable (net unreachable) has been received.

IH Indicates that an ICMP Destination Unreachable (host unreachable) has been received.

IP  Indicates that an ICMP Destination Unreachable (protocol unreachable) has been
received.

! Indicates that the destination has been reached, but the reply sent by the destination
has been received with a TTL of 1. This usually indicates an error in the destination,
prevalent in some versions of UNIX, whereby the destination is inserting the probe’s
TTL in its replies. This unfortunately leads to a number of lines consisting solely of
asterisks before the destination is finally reached.

Routers

Use the routers command to display the list of all IP routers that are known to the
IBM 2210. Routers can be learned through:

» Static configuration (using the add default-gateway command explained on
page LAdd” on page 194).

* Received ICMP redirects

* ICMP Router Discovery messages (if configured)

* RIP updates (if configured)

Each router is listed with its origin, its priority (used when selecting the default
route), and its lifetime (the number of seconds before the router will be declared
invalid unless it is heard from again).

Syntax:

[OU'[GI’S

Example: routers

TCP/IP Host Services Dynamic Reconfiguration Support

This section describes dynamic reconfiguration (DR) as it affects Talk 6 and Talk 5
commands.

CONFIG (Talk 6) Delete Interface

TCP/IP Host Services (HST) does not support the CONFIG (Talk 6) delete
interface  command.

GWCON (Talk 5) Activate Interface

The GWCON (Talk 5) activate interface  command is not applicable for TCP/IP
Host Services (HST). TCP/IP Host Services has no interface-specific configuration
parameters.

GWCON (Talk 5) Reset Interface

The GWCON (Talk 5) reset interface  command is not applicable for TCP/IP Host
Services (HST). TCP/IP Host Services has no interface-specific configuration
parameters.

Non-Dynamically Reconfigurable Commands

The following table describes the TCP/IP Host Services (HST) configuration
commands that cannot be dynamically changed. To activate these commands, you
need to reload or restart the device.

204 MRS V3.4 Protocol Reference V1



TCP/IP Host Monitoring Commands (Talk 5)

Commands

CONFIG, protocol hst, add default-gateway

CONFIG, protocol hst, delete default-gateway

CONFIG, protocol hst, disable rip-listening

CONFIG, protocol hst, disable router-discovery

CONFIG, protocol hst, disable services

CONFIG, protocol hst, enable rip-listening

CONFIG, protocol hst, enable router-discovery

CONFIG, protocol hst, enable services

CONFIG, protocol hst, set ip-host address
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206 MRS V3.4 Protocol Reference V1



Part 2. Configuring and Monitoring Router Protocols

© Copyright IBM Corp. 1994, 1999 207



208 MRS V3.4 Protocol Reference V1



Chapter 13. Overview of Routing over ATM

Note: See the glossary for definitions of the abbreviations and terms used in this
chapter. This chapter describes the routing over native ATM.

Overview of Routing

The routing overview presented in this section is short because the relationships
between LAN Emulation (LE), Classical IP (CIP), and the supported routing
protocols are simple. The router supports IP and IPX routing as illustrated in
Eigure 26 and Eigure 217.

IP routing is supported between arbitrary combinations of Classical IP (CIP) and

1P
Classical 1P Classical 1P
Server/Client | ... |Server/Client LEC| - | LEC
(RFC 1483) (RFC 1483)
ATM
Figure 26. IP Routing
IPX
RFC 1483 | | RFC 1483 |ypc | .. | LEC
Connection Connection
ATM

Figure 27. IPX Routing

LAN emulation (LE) subnets, whereas IPX routing is supported over emulated LAN
interfaces and RFC 1483 1 connections to other routers. These protocols treat
emulated interfaces implemented by LAN emulation (LE) clients just like real
Ethernet and Token-Ring interfaces. When an LE client is created, it is assigned a
unigue interface number.

Overview of RFC 1483 Support

RFC 1483 (Multiprotocol Encapsulation over ATM Adaptation Layer 5) provides the
details about the encapsulation of bridged and router frames. Routing of IP and IPX
traffic is supported. The software also provides the full range of bridging capabilities,
allowing bridged traffic to be transmitted natively over ATM.

RFC 1483 specifies LLC/SNAP encapsulation for carrying multiprotocol traffic over
ATM. A LLC value of OXAA-AA-03 is specified to indicate the presence of a SNAP
header. The OUI portion of the SNAP header is 0x00-00-00 for routed protocols,
and 0x00-80-C2 for bridged protocols.

1. J. Heinanen, “Multiprotocol Encapsulation over ATM Adaptation Layer 5,” RFC 1483, Telecom Finland, July, 1993.
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Overview of RFC 1483 Support for Routing

Classical IP uses the LLC/SNAP format for routed protocols defined in RFC 1483.
The router also supports connections to IPX routers that use LLC/SNAP
encapsulation. This IPX support is modeled after the Classical IP approach.

RFC 1483 Support for IPX Routing

IPX routers use routing information protocol (RIP) and service advertising protocol
(SAP) to propagate routing and device information tables. On LANs or emulated
LANSs, these protocols use broadcast frames to propagate information to interested
parties. The router will also propagate the routing and device information to and
from all RFC 1483 connections with other IPX routers.

Like other routers that support RFC 1483 LLC/SNAP encapsulation on ATM, the
router can be interconnected in full or partial meshes using manually configured
RFC 1483 connections.

In a fully meshed network, every router has a direct connection to every other
router. In a partially meshed network, not every router has a direct connection to
every other router; however, there exists enough connectivity for any router to reach
any other router, directly or through another router. In the partially meshed network,
some routers must perform intermediate routing. An intermediate router provides
connectivity between routers that are not directly connected to one another.

Both permanent virtual circuits (PVCs) and configured switched virtual circuits
(SVCs) are supported. However, virtual channel connections (VCCs) to IPX routers
must be dedicated to IPX; they cannot be shared with other protocols, such as IP.

As with Classical IP, Quality of Service characteristics can be specified by
configuring VCC traffic parameters such as Peak and Sustained Rates, and multiple
circuits can be configured on a single ATM interface.

The router supports a single IPX network per ATM interface. This statement implies
that there is a single ATM ARP client per interface for IPX, which must be explicitly
configured. Therefore, all interconnected routers on the ATM interface must be part
of the same IPX network.

IPX ATM addresses must be unique among all components using RFC 1483
encapsulation, including Classical IP components. The end system identifier (ESI)
and the selector portions of IPX ATM addresses are configured in the same manner
as Classical IP ATM addresses. When the router does not initiate the SVC, then at
least the selector should be explicitly specified in order to provide a fixed address
that can be configured at the calling router.

IPX protocol addresses have two parts: a 4-byte network number and a 6-byte host
number (or host ID). Network numbers must be unique within IPX routing domains,
and host numbers must be unique within a given network. The router sets the IPX
host number to the ESI component of the associated ATM address. Whenever you
do not explicitly configure the ESI, it defaults to the MAC address that is burned into
the ATM interface hardware.

You can specify destination IPX host numbers during VCC configuration or they can
be learned dynamically using INATMARP. You must manually configure the IPX host
numbers of destination routers that do not support INnATMARP. The router also
periodically uses INATMARP to refresh its knowledge of the partner router’s IPX
host number.
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Routers that are interconnected in a partial mesh and are providing intermediate
routing between routers on the same ATM interface should disable IPX split-horizon
on the ATM interface. Doing this ensures that RIP and SAP correctly inform the
interconnected routers of all available routes and services. Routers that are
interconnected in a full mesh need not disable split-horizon.

The router implementation of RFC 1483 support for IPX routing requires minimal
configuration. The IPX network number and the IPX host number (IPX ATM ARP
client) are the only information that is required. If you wish to open a connection to
a remote IPX router, you must additionally configure the desired virtual channel
connections (VCCs). Although the combination of RFC 1483 encapsulation and
INATMARP has not yet been standardized, the combination is specified for IPX over
Frame Relay in RFC 1490/2427. 2

2. T. Bradley, C. Brown, and A. Malis, “Multiprotocol Interconnect Over Frame Relay,” RFC 1490/2427, Wellfleet Communications Inc.
and Ascom Timeplex Inc., July 1993.
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Chapter 14. Using IP

This chapter describes how to configure the Internet Protocol (IP). It includes the
following sections:

Basic Configuration Procedures

This section outlines the initial steps required to get the IP protocol up and running.
Details about making further configuration changes are covered in other sections of
this chapter. Details about individual configuration commands are covered in the
command section of this chapter. The following list outlines the initial configuration
tasks to bring up IP on the router. After completing these tasks, you must restart the
router for the new configuration to take effect.

1. Access the IP configuration environment. (See FAccessing the |P Configuratiod
Environment” on page 243))

2. Assign IP addresses to network interfaces. (See LAssigning 1P Addresses td
DNetwark Interfaces!]))

3. Enable dynamic routing. (See lEnahling Dynamic Routing” an page 214.)

4. Add static routing information, if necessary. (See lAdding Static Routing

nformation” on page 214.)
5. Enable ARP subnet routing, if necessary. (See lEnahling ARP Subnet Routing
bn page 221)
6. Set up ARP parameters, if necessary. (See Setting Lip ARP Configuration” on
)

7. Exit the IP configuration process.
8. Restart the router to activate the configuration changes.

Assigning IP Addresses to Network Interfaces

Use the IP configuration add address command to assign IP addresses to the
network interfaces. The arguments for this command include the interface number
(obtained from the Config> list devices command) and the IP address with its
associated address mask.

In the following example, network interface 2 has been assigned the address
128.185.123.22 with the associated address mask 255.255.255.0 (using the third
byte for subnetting).

IP config> add address 2 128.185.123.22 255.255.255.0
Multiple IP addresses can be assigned to a single network interface.
By default the IP addresses assigned to the network interfaces must each be in a
different network or subnet. The enable same-subnet command removes the

restriction.

IP allows you to use a serial line interface for IP traffic without assigning a real IP
address to the line. However, you must still assign each serial line a pseudo IP
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address; this address is used by the router to refer to the interface but is never
used externally. Use the add address command to assign the serial line an
address of the form 0.0.0.n, where n is the interface number (again obtained from
the Config> list devices command). This address format tells the router that the
interface in question is an unnumbered serial line.

To enable IP on serial-line interface number 2 without assigning the interface an IP
address, use the following command:

IP config> add address 2 0.0.0.2

Using Dynamic Address

Dynamic Address can be used to identify an interface that will learn its IP address
from the remote end of a Point-to-Point Protocol (PPP) link using Internet Protocol
Control Protocol (IPCP). The interface must first be added as an unnumbered serial
line (0.0.0.n). At the time of IPCP completion IP will be notified and the negotiated
IP address will be installed on the specified interface. To enable Dynamic Address,
use the following steps:

* PPP must be configured to request an IP address as follows:

PPP 3 Config>set ipcp

IP COMPRESSION [no]:

Request an IP address [no]: yes

Interface remote IP address to offer if requested (0.0.0.0 for none) [0.0.0.0]?

* |IP must be configured on the PPP interface as an unnumbered serial line:

IP config>add address

Which net is this address for [0]? 3
New address []? 0.0.0.3

Address mask [0.0.0.0]? 255.255.255.255

* IP must enable Dynamic Address on the same interface:
IP config>enable dynamic-address
Interface address []? 0.0.0.3

IP config>list address
IP addresses for each interface:

intf 0 192.168.8.1 255.255.255.0 Local wire broadcast, fill 1
intf 1 IP disabled on this interface
intf 2 IP disabled on this interface
intf 3 0.0.0.3 255.255.255.0 Local wire broadcast, fill 1

DYNAMIC-ADDRESS EnabTled

Assigning IP Addresses to the Bridge Network Interface

The 2210 routes IP packets on the network interfaces to which IP addresses are
assigned (routing interfaces) and bridges IP packets on the network interfaces on
which bridging is configured, but on which no IP address is assigned (bridging
interfaces). The 2210 can receive |IP datagrams from the bridging interfaces, send
IP datagrams to the bridging interfaces, and route IP packets between the bridging
interfaces and the routing interfaces. You can enable these functions on the 2210
by adding one or more IP addresses to the Bridge Network Interface. The Bridge
Network Interface is a logical interface that connects IP to the bridged network to
which the 2210 is connected.

To add IP addresses to the Bridge Network Interface, use the add address
command, specifying bridge as the network interface:

IP config> add address bridge ip-address ip-address-mask

This command does not assign an IP address to any individual bridging interface
but, in effect, to all of the bridging interfaces.
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Assigning IP addresses to the Bridge Network Interface can free up one of the
physical network interfaces (physical ports) on the 2210. To understand this, first
consider Eigure 28, which illustrates an IP internetwork with separate devices
performing the router and bridge functions. LAN 2 and LAN 3 are connected by the
bridge to form a bridged network; to the router, this bridged network is a single IP
subnet defined by the IP address 9.67.5.1 and the mask 255.255.255.0.

Router Bridge

Interface 1 Interface 2
9.67.4.1
255.255.255.0 —»

LAN 1

Figure 28. Routing to a Bridged Network-Alternative 1

Eigure 2d illustrates the same internetwork with the router and bridge functions
merged into a single device. In this figure, the router still has its own physical
network interface (Interface 2) to the bridged network.

Router Bridge
Interface 1 Interface 2
9.67.4.1 9.67.5.1
255.255.255.0 —» «+—255.255.255.0
<— Interface 3
LAN 1

Figure 29. Routing to a Bridged Network-Alternative 2
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Finally, in Eigure 3d, the physical network interface of the router to the bridged
network is replaced by the Bridge Network Interface, which is an internal interface.
This is the same internetwork illustrated in Figures R8 and Bd, but the router no
longer requires its own physical network interface to the bridged network.

Fig 3
Router -----""T """" Bridge
Interface 1 ‘
nterface Bridge Network Interface
9.67.4.1 9.67.5.1
255.255.255.0 255.255.255.0
<«— Interface 3
LAN 1

Figure 30. Routing to a Bridged Network-Alternative 3

Note: If IP addresses are configured on the bridge network interface, you cannot
configure IP addresses on any token-ring interface on which source route
bridging is configured.

Setting the Internal IP Address

This is an IP address that is independent of the state of any interface and is set
without reference to any interface. Some IP configurations require it. See the
command set internal-IP-address on page ba3 for more information.

Enabling Dynamic Routing

Use the following procedures to enable dynamic routing on the router. The router
software supports OSPF, RIPv1, and RIPv2 for interior gateway protocols (IGPs) as
well as BGP, which is an external gateway protocol.

All routing protocols can run simultaneously. However, most routers will probably
run only a single routing protocol (one of the IGPs). The OSPF protocol is
recommended because of its robustness and the additional IP features (such as
equal-cost multipath and variable-length subnets) that it supports.

Setting the Routing Table Size

The routing table size determines the number of entries in the routing table from all
sources, including dynamic routing protocols and static routes. The default size is
768 entries.

To change the size of the routing table, use the set routing table-size configuration
command. Setting the routing table size too small results in routes being discarded.
Setting it too large results in inefficient use of memory resources. After operation,
use the console dump command to view the contents of the table and then adjust
the size as necessary, allowing some room for expansion.
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Enabling the OSPF Protocol
OSPF configuration is done via its own configuration console (entered via the
Config> protocol ospf command). To enable OSPF, use the following command:

OSPF Config> enable OSPF

After enabling the OSPF protocol, you are prompted for size estimates for the
OSPF link state database. This gives the router some idea how much memory must
be reserved for OSPF. You must supply the following two values that will be used to
estimate the size of the OSPF link state database:

 Total number of external routes imported into the OSPF routing domain.

» Total number of OSPF routers in the routing domain.

Enter these values at the following prompts (sample values have been provided):

OSPF Config> enable ospf

Estimated # external routes[0]? 200
Estimated # OSPF routers [50]7 60
Maximum LSA size [2048]?

Next, configure each IP interface that is to participate in OSPF routing. To configure
an IP interface for OSPF, use the following command:

OSPF Config> set interface

You are prompted to enter a series of operating parameters. Each interface is
assigned a cost as well as other OSPF operating parameters.

When running other IP routing protocols besides OSPF, you may want to enable the
exchange of routes between OSPF and the other protocols. To do this, use the
following command:

OSPF Config> enable AS-boundary-routing

For more information on the OSPF configuration process, see ['Chapter 16 Using
hQPF"nnpagp??q

Enabling the RIP Protocol

This section describes how to initially configure the RIP protocol. When configuring
the RIP protocol, you can specify which set of routes the router will advertise and/or
accept on each IP interface.

RIP is not supported on X.25 or on native ATM (RFC 1577) network interfaces. For
these types of interfaces, use OSPF instead of RIP for an interior gatew