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About this book

This book provides users and system administrators with complete information that can affect your
selection of options when performing such tasks as backing up and restoring the system, managing
physical and logical storage, sizing appropriate paging space, and so on. It provides complete information
about how to perform such tasks as managing logical volumes, storage, and resources. System users can
learn how to perform such tasks as running commands, handling processes, handling files and directories,
and basic printing. Other topics useful to users and system administrators include creating and re-sizing
paging space, managing virtual memory, backing up and restoring the system, managing hardware and
pseudo devices, using the System Resource Controller (SRC), securing files, using storage media,
customizing environment files, and writing shell scripts. This book is also available on the documentation
CD that is shipped with the operating system.

Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and
other items whose names are predefined by the system. Also identifies graphical
objects such as buttons, labels, and icons that the user selects.

ltalics Identifies parameters whose actual names or values are to be supplied by the
user.
Monospace Identifies examples of specific data values, examples of text similar to what you

might see displayed, examples of portions of program code similar to what you
might write as a programmer, messages from the system, or information you
should actually type.

Case-Sensitivity in AIX

Everything in the AIX operating system is case-sensitive, which means that it distinguishes between
uppercase and lowercase letters. For example, you can use the Is command to list files. If you type LS, the
system responds that the command is "not found.” Likewise, FILEA, FiLea, and filea are three distinct file
names, even if they reside in the same directory. To avoid causing undesirable actions to be performed,
always ensure that you use the correct case.

ISO 9000
ISO 9000 registered quality systems were used in the development and manufacturing of this product.

Related Publications

» |Security

[Installation and migration

|AIX Version 6.1 General Programming Concepts: Writing and Debugging Programsg
[AIX Version 6.1 Communications Programming Conceptd

[AIX Version 6.1 Kernel Extensions and Device Support Programming Concepts
[AIX Version 6.1 Files Referenced

« [Performance Toolbox Version 2 and 3 for AIX: Guide and Reference]

* |Performance management

« |Networks and communication management

|Printers and printing

[AIX Version 6.1 Commands Reference|

* Common Desktop Environment 1.0: Advanced User’s and System Administrator’s Guide.
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Beginning with the AIX 5.2 documentation library, any information that this book contained regarding AIX
system security, or any security-related topic, has moved. For all security-related information, see the
hSecurit
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Operating system and device management

This topic provides system administrators with conceptual information that can affect your selection of
options when performing such tasks as backing up and restoring the system, managing physical and
logical storage, sizing appropriate paging space, and so on. It provides complete information about how to
perform such tasks as managing logical volumes, storage, and resources. System users can learn how to
perform such tasks as running commands, handling processes, handling files and directories, and basic
printing. Other topics useful to users and system administrators include creating and re-sizing paging
space, managing virtual memory, backing up and restoring the system, managing hardware and pseudo
devices, using the System Resource Controller (SRC), securing files, using storage media, customizing
environment files, and writing shell scripts. This topic is also available on the documentation CD that is
shipped with the operating system.

To view or download the PDF version of this topic, select|[Operating system and device management

System management

System management is the task of an individual who is usually referred to, in UNIX® literature, as the
system administrator.

Unfortunately, only a few system administrator activities are straightforward enough to be correctly called
administration. This and related guides are intended to help system administrators with their numerous
duties.

This operating system provides its own particular version of system-management support in order to
promote ease of use and to improve security and integrity.

Available system management interfaces

In addition to conventional command line system administration, this operating system provides the SMIT
and Web-based System Manager interfaces.

The following are the SMIT and Web-based System Manager interfaces:

» System Management Interface Tool (SMIT), a menu-based user interface that constructs commands
from the options you choose and executes them.

With SMIT, you can:

— Install, update, and maintain software

— Configure devices

— Configure disk storage units into volume groups and logical volumes
— Make and extend file systems and paging space

— Manage users and groups

— Configure networks and communication applications
— Print

— Perform problem determination

— Schedule jobs

— Manage system resources and workload

— Manage system environments

— Manage cluster system data

See [‘System management interface tool” on page 256 for more information on managing your system
with SMIT.

© Copyright IBM Corp. 2006, 2007 1



* Web-based System Manager, an object-oriented graphical user interface that supports the same system
management tasks as SMIT, but eases system management tasks by:

— Reducing user errors through error checking and dialog design

— Offering step-by-step procedures for new or complex tasks

— Offering advanced options for more experienced administrators

— Making it easier to visualize complex data or relationships among system objects

— Monitoring system activity and alerting the administrator when predefined events occur
— Providing context-sensitive helps, overviews, tips, and links to online documentation

Web-based System Manager can be configured to run in a variety of operating modes. The operating
environments in which it can be started are standalone application, client-server, applet, and remote
client. See ['Web-based System Manager” on page 255| for more information about managing your
system with Web-based System Manager.

Unique features of AIX
The following are some unique system management features of AIX® .

Logical Volume Manager
The Logical Volume Manager (LVM) maintains the hierarchy of logical structures that manage disk storage.

Disk drives are defined within this hierarchy as physical volumes. Every physical volume in use belongs to
a volume group. Within each volume group, one or more logical volumes of information are defined. Data
on logical volumes appears to be contiguous to the user, but can be discontiguous on the physical volume.
This allows file systems, paging space, and other logical volumes to be resized or relocated, span multiple
physical volumes, and have their contents replicated for greater flexibility and availability.

For more detailed information, see the [‘Logical volume storage” on page 24

System Resource Controller
The System Resource Controller (SRC) provides a set of commands and subroutines for creating and
controlling subsystems and is designed to minimize the need for human intervention in system processing.

It provides a mechanism to control subsystem processes by using a command-line or C interface. This
allows you to start, stop, and collect status information on subsystem processes with shell scripts,
commands, or user-written programs.

For more detailed information, see the [‘Starting the System Resource Controller” on page 230

Object Data Manager
The Object Data Manager (ODM) is a data manager intended for the storage of system data.

Many system management functions use the ODM database. Information used in many commands and
SMIT functions is stored and maintained as objects with associated characteristics. System data managed
by ODM includes:

» Device configuration information

» Display information for SMIT (menus, selectors, and dialogs)
 Vital product data for installation and update procedures

* Communications configuration information

» System resource information.

Software Vital Product Data

Certain information about software products and their installable options is maintained in the Software Vital
Product Data (SWVPD) database.
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The SWVPD consists of a set of commands and Object Data Manager (ODM) object classes for the
maintenance of software product information. The SWVPD commands are provided for the user to query
(Islpp) and verify (Ippchk) installed software products. The ODM object classes define the scope and
format of the software product information that is maintained.

The installp command uses the ODM to maintain the following information in the SWVPD database:
* Name of the installed software product
» Version of the software product

* Release level of the software product, which indicates changes to the external programming interface of
the software product

* Modification level of the software product, which indicates changes that do not affect the external
programming interface of the software product

» Fix level of the software product, which indicates small updates that are to be built into a regular
modification level at a later time

+ Fix identification field
* Names, checksums, and sizes of the files that make up the software product or option
 Installation state of the software product: applying, applied, committing, committed, rejecting, or broken.

Workload management

Workload Manager (WLM) is designed to provide the system administrator with increased control over how
the scheduler virtual memory manager (VMM) and the disk 1/0O subsystem allocate resources to
processes. You can use WLM to prevent different classes of jobs from interfering with each other and to
allocate resources based on the requirements of different groups of users.

Attention:  Efficient use of WLM requires extensive knowledge of existing system processes and
performance. If the system administrator configures WLM with extreme or inaccurate values, performance
will be significantly degraded.

WLM is primarily intended for use with large systems. Large systems are often used for server
consolidation, in which workloads from many different server systems (such as printer, database, general
user, and transaction processing systems) are combined into a single large system to reduce the cost of
system maintenance. These workloads often interfere with each other and have different goals and service
agreements.

WLM also provides isolation between user communities with very different system behaviors. This can
prevent effective starvation of workloads with certain behaviors (for example, interactive or low CPU usage
jobs) by workloads with other behaviors (for example, batch or high memory usage jobs).

Also, WLM ties into the accounting subsystem (see [‘System accounting” on page 232) allowing users to
do resource usage accounting per WLM class in addition to the standard accounting per user or group.

Operating system updates
The operating system package is divided into filesets, where each fileset contains a group of logically
related customer deliverable files. Each fileset can be individually installed and updated.

Revisions to filesets are tracked using the version, release, maintenance, and fix (VRMF) levels. By
convention, each time an AlX fileset update is applied, the fix level is adjusted. Each time an AIX
maintenance package or technology level is applied, the modification level is adjusted, and the fix level is
reset to zero. The initial installation of an AIX version, for example, AIX 5.2, is called a base installation.
The operating system provides updates to its features and functionality, which might be packaged as a
maintenance package, a technology level, a program temporary fix (PTF), or a service pack (a group of
PTFs).

Maintenance Packages and Technology Levels
Maintenance packages and technology levels provide new functionality that is intended to upgrade
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the release. The maintenance part of the VRMF is updated in a maintenance package. For
example, the first maintenance package for AIX 5.2 would be 5.2.1.0; the second would be 5.2.2.0,
and so forth. To list the maintenance package, use the oslevel -r command.

PTFs Between releases, you might receive PTFs to correct or prevent a particular problem. A particular
installation might need some, all, or even none of the available PTFs.

Recommended Maintenance Packages
A recommended maintenance package is a set of PTFs between technology levels that have been
extensively tested together and are recommended for preventive maintenance.

Interim Fixes
An interim fix is similar to a PTF, but it is usually offered when a PTF is not available. Interim fixes
are also released when the PTF would upgrade a system to the next maintenance level and users
might want their systems to remain at the current level.

To determine the version and release level, maintenance package, technology level, and service pack
level, as well as which filesets need to be updated to reach a particular level, see the and the
commands in AlIX Version 6.1 Commands Reference.

Updating your system:
Use these commands to determine whether your system needs updating.

To determine the maintenance package or technology level installed on a particular system, type:
oslevel

To determine which filesets need updating for the system to reach a specific maintenance package or
technology level (in this example, 4.3.3.0), use the following command:

oslevel -1 4.3.3.0

To determine if a recommended maintenance package or technology level is installed (in this example,
5100-02), use the following command:

oslevel -r 5100-02

To determine which filesets need updating for the system to reach the 5100-02 maintenance package or
technology level, use the following command:

oslevel -rl1 5100-02

To determine the maintenance package or technology level of a particular fileset (in this example,
bos.mp), use the following command:

1sTpp -L bos.mp

Using the man command
The man command is used mainly to access reference information on commands, subroutines, and files.

For example, to view information on the Is command, enter:

>man 1s

Most of the information displayed is actually taken from formatted HTML files. Many system managers find
using the man command more convenient than starting a web browser session when they simply need to
find out about a certain flag or the syntax of a given command.

For more information on the |man| command, see the AIX Version 6.1 Commands Reference, Volume 3.
Also see [‘Online documentation and man command for BSD 4.3 system managers” on page 494
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System startup

When the base operating system starts, the system initiates a complex set of tasks. Under normal
conditions, these tasks are performed automatically.

There are some situations when you want to instruct the system to reboot; for example, to cause the
system to recognize newly installed software, to reset peripheral devices, to perform routine maintenance
tasks like checking file systems, or to recover from a system hang or crash. For information on these
procedures, see:

Uninstalled system boot
The procedure for booting a new or uninstalled system is part of the installation process.

For information on how to boot an uninstalled system, see Installation and migration.

Rebooting a running system

Because processes might be running that should be terminated more gracefully than a reboot permits,
shutdown is the preferred method for all systems.

There are two methods for shutting down and rebooting your system, [shutdown| and [reboot] Always use
the shutdown method when multiple users are logged onto the system.

Rebooting a Running System Tasks

Web-based System Manager wsm, then select System

-OR-

Task SMIT Fast Path Command or File
Rebooting a Multiuser System smit shutdown shutdown -r
Rebooting a Single-User System smit shutdown shutdown -r or reboot

Remote reboot of an unresponsive system
The remote reboot facility allows the system to be rebooted through a native (integrated) system port.

The POWERS5™ integrated system ports are similar to serial ports except that system ports are available
only for specifically supported functions. Refer to [Function differences between system ports and seriall
for more information.

The system is rebooted when the reboot_string is received at the port. This facility is useful when the
system does not otherwise respond but is capable of servicing system port interrupts. Remote reboot can
be enabled on only one native system port at a time. Users are expected to provide their own external
security for the port. This facility runs at the highest device interrupt class and a failure of the UART
(Universal Asynchronous Receive/Transmit) to clear the transmit buffer quickly may have the effect of
causing other devices to lose data if their buffers overflow during this time. It is suggested that this facility
only be used to reboot a machine that is otherwise hung and cannot be remotely logged into. File systems
will not be synchronized, and a potential for some loss of data which has not been flushed exists. It is
strongly suggested that when remote reboot is enabled that the port not be used for any other purpose,
especially file transfer, to prevent an inadvertent reboot.

Two native system port attributes control the operation of remote reboot.

reboot_enable
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Indicates whether this port is enabled to reboot the machine on receipt of the remote reboot_string, and if
so, whether to take a system dump prior to rebooting.

no - Indicates remote reboot is disabled
reboot - Indicates remote reboot is enabled
dump - Indicates remote reboot is enabled, and prior to rebooting a system dump

will be taken on the primary dump device
reboot_string

Specifies the remote reboot_string that the serial port will scan for when the remote reboot feature is
enabled. When the remote reboot feature is enabled and the reboot_string is received on the port, a >
character is transmitted and the system is ready to reboot. If a 1 character is received, the system is
rebooted; any character other than 1 aborts the reboot process. The reboot_string has a maximum length
of 16 characters and must not contain a space, colon, equal sign, null, new line, or Ctrl-\ character.

Remote reboot can be enabled through SMIT or the command line. For SMIT the path System
Environments -> Manage Remote Reboot Facility may be used for a configured TTY. Alternatively,
when configuring a new TTY, remote reboot may be enabled from the Add a TTY or Change/Show
Characteristics of a TTY menus. These menus are accessed through the path Devices -> TTY.

From the command line, the mkdev or chdev commands are used to enable remote reboot. For example,
the following command enables remote reboot (with the dump option) and sets the reboot string to
ReBoOtMe on tty1.

chdev -1 ttyl -a remreboot=dump -a reboot_string=ReBoOtMe

This example enables remote reboot on tty0 with the current reboot_string in the database only (will take
effect on the next reboot).

chdev -P -1 tty0 -a remreboot=reboot

If the tty is being used as a normal port, then you will have to use the pdisable command before enabling
remote reboot. You may use penable to reenable the port afterwards.

Booting from hard disk for maintenance
You can boot a machine in maintenance mode from a hard disk.

Prerequisites

A bootable removable media (tape or CD-ROM) must not be in the drive. Also, refer to the hardware
documentation for the specific instructions to enable maintenance mode boot on your particular model.

Procedure

To boot a machine in maintenance mode from a hard disk:
1. To reboot, either turn the machine off and then power it back on, or press the reset button.

2. Press the key sequence for rebooting in maintenance mode that is specified in your hardware
documentation.

3. The machine will boot to a point where it has a console device configured. If there is a system dump
that needs to be retrieved, the system dump menu will be displayed on the console.

Note:

a. If the console fails to configure when there is a dump to be retrieved, the system will hang.
The system must be booted from a removable medium to retrieve the dump.

b. Beginning in AIX 5.3, the system will automatically dump to the specified dump device when
the reset button is pressed. For more information on how the system dumps, see
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in AIX Version 6.1 Kernel Extensions and Device Support Programming
Concepts. To change the primary or secondary dump device designation in a running
system, see the command in the AIX Version 6.1 Commands Reference,
Volume 5.

4. |If there is no system dump, or if it has been copied, the diagnostic operating instructions will be
displayed. Press Enter to continue to the Function Selection menu.

5. From the Function Selection menu, you can select diagnostic or single-user mode:

Single-User Mode: To perform maintenance in a single-user environment, choose this option (option
5). The system continues to boot and enters single-user mode. Maintenance that requires the system
to be in a standalone mode can be performed in this mode, and the bosboot command can be run, if
required.

Booting a system that has crashed

In some instances, you might have to boot a system that has stopped (crashed) without being properly
shut down.

The prerequisites for this procedure are:
* Your system crashed and was not properly shut down due to unusual conditions.
* Your system is turned off.

This procedure covers the basics of how to boot if your system was unable to recover from a crash.
Perform the following steps:

1. Ensure that all hardware and peripheral devices are correctly connected.

2. Turn on all of the peripheral devices.

3. Watch the screen for information about automatic hardware diagnostics.
a. If any hardware diagnostics tests are unsuccessful, refer to the hardware documentation.
b. If all hardware diagnostics tests are successful, turn the system unit on.

Systems that will not boot

If a system will not boot from the hard disk, you may still be able to gain access to the system in order to
ascertain and correct the problem.

If you have a system that will not boot from the hard disk, see the procedure on how to access a system
that will not boot in [Troubleshooting your installation|in the Installation and migration.

This procedure enables you to get a system prompt so that you can attempt to recover data from the
system or perform corrective action enabling the system to boot from the hard disk.

Note:

» This procedure is intended only for experienced system managers who have knowledge of how
to boot or recover data from a system that is unable to boot from the hard disk. Most users
should not attempt this procedure, but should contact their service representative.

» This procedure is not intended for system managers who have just completed a new installation,
because in this case the system does not contain data that needs to be recovered. If you are
unable to boot from the hard disk after completing a new installation, contact your service
representative.

Reactivation of an inactive system

Your system can become inactive because of a hardware problem, a software problem, or a combination
of both.
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This procedure guides you through steps to correct the problem and restart your system. If your system is
still inactive after completing the procedure, refer to the problem-determination information in your
hardware documentation.

Use the following procedures to reactivate an inactive system:

Hardware check
There are several procedures you can use to check your hardware.

Check your hardware by:
Checking the power:
If the Power-On light on your system is active, go to Checking the operator panel display, below.

If the Power-On light on your system is not active, check that the power is on and the system is plugged
in.

Checking the operator panel display:
If your system has an operator panel display, check it for any messages.
If the operator panel display on your system is blank, go to Activating your display or terminal, below.

If the operator panel display on your system is not blank, go to the service guide for your unit to find
information concerning digits in the Operator Panel Display.

Activating your display or terminal:

Check several parts of your display or terminal, as follows:

* Make sure the display cable is securely attached to the display and to the system unit.
* Make sure the keyboard cable is securely attached.

* Make sure the mouse cable is securely attached.

* Make sure the display is turned on and that its Power-On light is lit.

» Adjust the brightness control on the display.

» Make sure the terminal’'s communication settings are correct.

If your system is now active, your hardware checks have corrected the problem.

If iour sistem became inactive while you were trying to restart the system, go to [‘Restarting the system’|

If your system did not become inactive while you were trying to restart the system, go to[‘Checking the
ﬁ

Checking the processes
A stopped or stalled process might make your system inactive.

Check your system processes by:

1. Restarting line scrolling

Using the Ctrl+D key sequence

Using the Cirl+C key sequence

Logging in from a remote terminal or host

Ll A
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5. Ending stalled processes remotely
Restarting line scrolling:

Restart line scrolling halted by the Ctrl-S key sequence by doing the following:
1. Activate the window or shell with the problem process.

2. Press the Ctrl-Q key sequence to restart scrolling. The Ctrl-S key sequence stops line scrolling, and
the Ctrl-Q key sequence restarts line scrolling.

If your scroll check did not correct the problem with your inactive system, go to the next section, Using
the Ctrl-D key sequence.

Using the Ctrl-D key sequence:
1. Activate the window or shell with the problem process.

2. Press the Ctrl-D key sequence. The Ctrl-D key sequence sends an end of file (EOF) signal to the
process. The Ctrl-D key sequence may close the window or shell and log you out.

If the Ctrl-D key sequence did not correct the problem with your inactive system, go to the next section,
Using the Ctrl-C key sequence.

Using the Ctrl-C key sequence:

End a stopped process by doing the following:
1. Activate the window or shell with the problem process.
2. Press the Cirl-C key sequence. The Cirl-C key sequence stops the current search or filter.

If the Ctrl-C key sequence did not correct the problem with your inactive system, go to the next section,
Logging in from a remote terminal or host:.

Logging in from a remote terminal or host:

Log in remotely in either of two ways:
* Log in to the system from another terminal if more than one terminal is attached to your system.

* Log in from another host on the network (if your system is connected to a network) by typing the@
command as follows:

tn YourSystemName
The system asks for your regular login name and password when you use the th command.

If you were able to log in to the system from a remote terminal or host, go to the next section, Ending
stalled processes remotely.

If iou were not able to log in to the system from a remote terminal or host, go to [‘Restarting the system’]

You can also start a system dump to determine why your system became inactive. For more information,
see [System Dump Facility] .

Ending stalled processes remotely:

End a stalled process from a remote terminal by doing the following:
1. List active processes by typing the following [ps| command:
ps -ef
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The -e and -f flags identify all active and inactive processes.
2. ldentify the process ID of the stalled process.

For help in identifying processes, use thecommand with a search string. For example, to end the
xlock process, type the following to find the process ID:

ps -ef | grep xlock

The grep command allows you to search on the output from the ps command to identify the process
ID of a specific process.

3. End the process by typing the following command:

Note: You must have root user authority to use the kill command on processes you did not initiate.
kill -9 ProcessID

If you cannot identify the problem process, the most recently activated process might be the cause of
your inactive system. End the most recent process if you think that is the problem.

If your process checks have not corrected the problem with your inactive system, go to [‘Restarting the

You can also start a system dump to determine why your system became inactive. For more information,
see [System Dump Facility]

Restarting the system
In addition to checking the hardware and checking the processes, you can restart you system to reactivate
an inactive system.

If the procedures for [‘Hardware check” on page 8| and [‘Checking the processes” on page 8|fail to correct
the problem that makes your system inactive, you need to restart your system.

Note: Before restarting your system, complete a system dump. For more information, see
:
1. Check the state of the boot device.

Your system boots with either a removable medium, an external device, a small computer system
interface (SCSI) device, an integrated device electronics (IDE) device, or a local area network (LAN).
Decide which method applies to your system, and use the following instructions to check the boot
device:

* For a removable medium, such as tape, make sure the medium is inserted correctly.

» For IDE devices, verify that the IDE device ID settings are unique per adapter. If only one device is
attached to the adapter, the IDE device ID must be set to the master device.

* For an externally attached device, such as a tape drive, make sure:
— The power to the device is turned on.
— The device cables are correctly attached to the device and to the system unit.
— The ready indicator is on (if the device has one).

» For external SCSI devices, verify that the SCSI address settings are unique.

* For a LAN, verify that the network is up and operable.

If the boot device is working correctly, continue to the next step.

2. Load your operating system by doing the following:

a. Turn off your system’s power.

b. Wait one minute.

c. Turn on your system’s power.

d. Wait for the system to boot.
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If the operating system failed to load, boot the hard disk from maintenance mode or hardware diagnostics.

If you are still unable to restart the system, use an SRN to report the problem with your inactive system to
your service representative.

Systems with planar graphics

If the machine has been installed with the planar graphics susbsystem only, and later an additional
graphics adapter is added to the system, the following occurs:

1. A new graphics adapter is added to the system, and its associated device driver software is installed.
2. The system is rebooted, and one of the following occurs:

a. If the system console is defined to be /dev/Ift0 (Iscons displays this information), the user is asked
to select which display is the system console at reboot time. If the user selects a graphics adapter
(non-TTY device), it also becomes the new default display. If the user selects a TTY device instead
of an LFT device, no system login appears. Reboot again, and the TTY login screen is displayed. It
is assumed that if the user adds an additional graphics adapter into the system and the system
console is an LFT device, the user will not select the TTY device as the system console.

b. If the system console is defined to be a TTY, then at reboot time the newly added display adapter
becomes the default display.

Note: Since the TTY is the system console, it remains the system console.

3. If the system console is /def/Ift0, then after reboot, DPMS is disabled in order to show the system
console selection text on the screen for an indefinite period of time. To re-enable DPMS, reboot the
system again.

Boot problem diagnostics
A variety of factors can cause a system to be unable to boot.

Some of these factors are:

* Hardware problems

» Defective boot tapes or CD-ROMs

* Improperly configured network boot servers
» Damaged file systems

» Errors in scripts such as /sbin/rc.boot

For information on accessing a system that will not boot from the disk drive, see [‘Systems that will not|
[ooot” on page 7/

Boot images

When the system is first installed, the bosboot command creates a boot image from a RAM (random
access memory) disk file system image and the operating system kernel.

The boot image is transferred to a particular media such as the hard disk. When the machine is rebooted,
the boot image is loaded from the media into memory. For more information about the bosboot command,
see

Creating boot images

To install the base operating system or to access a system that will not boot from the system hard drive,
you need a boot image. This procedure describes how to create boot images. The boot image varies for
each type of device.

The associated RAM disk file system contains device configuration routines for the following devices:
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» Disk

* Tape

+ CD-ROM

* Network Token-Ring, Ethernet, or FDDI device

* You must have root user authority to use thecommand.
» The /tmp file system must have at least 20 MB of free space.

» The physical disk must contain the boot logical volume. To determine which disk device to specify, type
the following at a command prompt:

1svg -1 rootvg

The Isvg -l command lists the logical volumes on the root volume group (rootvg). From this list you can
find the name of the boot logical volume.

Then type the following at a command prompt:
1svg -M rootvg

The Isvg -M command lists the physical disks that contain the various logical volumes.

Creating a boot image on a boot logical volume

If the base operating system is being installed (either a new installation or an update), the bosboot
command is called to place the boot image on the boot logical volume. The boot logical volume is a
physically contiguous area on the disk created through the Logical Volume Manager (LVM) during
installation.

For a list of prerequisites for this procedure, see [‘Creating boot images” on page 11

The bosboot command does the following:

1. Checks the file system to see if there is enough room to create the boot image.

2. Creates a RAM file system using the@ command and a prototype file.

3. Calls thecommand, which merges the kernel and the RAM file system into a boot image.
4. Writes the boot image to the boot logical volume.

To create a boot image on the default boot logical volume on the fixed disk, type the following at a
command prompt:

boshoot -a

OR:
bosboot -ad /dev/ipldevice

Note: Do not reboot the machine if the bosboot command fails while creating a boot image. Resolve the
problem and run the bosboot command to successful completion.

You must reboot the system for the new boot image to be available for use.

Creating boot images for network devices
You can create boot images for an Ethernet boot or Token-Ring boot.

For a list of prerequisites for this procedure, see [‘Creating boot images” on page 11

To create a boot image for an Ethernet boot, type the following at a command prompt:
bosboot -ad /dev/ent

For a Token-Ring boot:
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bosboot -ad /dev/tok

System run level
The system run level specifies the system state and defines which processes are started.

For example, when the system run level is 3, all processes defined to operate at that run level are started.
Near the end of the system boot phase of the boot process, the run level is read from the initdefault entry
of the /etc/inittab file. The system run level can be changed with the [inij command. The file
contains a record for each process that defines run levels for that process. When the system boots, the
init command reads the /etc/inittab file to determine which processes to start. For information on these
procedures, see |[Changing the /etc/inittab File.|

Identifying the system run level
Before performing maintenance on the operating system or changing the system run level, you might need
to examine the various run levels.

This procedure describes how to identify the run level at which the system is operating and how to display
a history of previous run levels. The command determines the system run level.

Identification of the current run level

At the command line, type cat /etc/.init.state. The system displays one digit; that is the current run
level. See the [initl command or the etc/inittabl file for more information about run levels.

Displaying a history of previous run levels:
You can display a history of previous run levels using the fwtmp command.

Note: The bosext2.acct.obj code must be installed on your system to use this command.
1. Log in as root user.
2. Type the following at a command prompt:

/usr/1ib/acct/fwtmp </var/adm/wtmp |grep run-level

The system displays information similar to the following:

run-lTevel 2 0 1 0062 0123 697081013 Sun Feb 2 19:36:53 CST 1992

run-Tevel 2 0 1 0062 0123 697092441 Sun Feb 2 22:47:21 CST 1992
run-Tevel 4 0 1 0062 0123 698180044 Sat Feb 15 12:54:04 CST 1992
run-Tevel 2 0 1 0062 0123 698959131 Sun Feb 16 10:52:11 CST 1992
run-lTevel 5 0 1 0062 0123 698967773 Mon Feb 24 15:42:53 CST 1992

System run level changes
There are two methods of changing system run levels for multi-user or single-user systems.

When the system starts the first time, it enters the default run level defined by the initdefault entry in the
etc/inittab| file. The system operates at that run level until it receives a signal to change it.

The following are the currently-defined run levels:

0-9 When thecommand changes to run levels 0-9, it kills all processes at the current run levels then
restarts any processes associated with the new run levels.

0-1 Reserved for the future use of the operating system.

2 Default run level.

3-9 Can be defined according to the user’s preferences.

a, b, c When the init command requests a change to run levels a, b, or ¢, it does not kill processes at the
current run levels; it simply starts any processes assigned with the new run levels.

Q, q Tells the init command to reexamine the /etc/inittab file.
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Changing run levels on multiuser systems:

You can change run levels on multiuser systems.

1.

Check the /etc/inittab file to confirm that the run level to which you are changing supports the
processes that you are running. The getty process is particularly important, since it controls the
terminal line access for the system console and other logins. Ensure that the getty process is enabled
at all run levels.

Use the wall command to inform all users that you intend to change the run level and request that
users log off. For more information about the wall command, see .

Use the smit telinit fast path to access the Set System Run Level menu.
Type the new run level in the System RUN LEVEL field.

Press Enter to implement all of the settings in this procedure. The system responds by telling you
which processes are terminating or starting as a result of the change in run level and by displaying the
message:

INIT: New run Tevel: n

where n is the new run-level number.

Changing run levels on single-user systems:

You can change run levels on single-user systems.

1.

Check the /etc/inittab file to confirm that the run level to which you are changing supports the
processes that you are running. The getty process is particularly important, since it controls the
terminal line access for the system console and other logins. Ensure that the getty process is enabled
at all run levels. For more information about the inittab file, see

Use the smit telinit fast path to access the Set System Run Level menu. For more information about
the telinit command, see

Type the new system run level in the System RUN LEVEL field.
Press Enter to implement all of the settings in this procedure.

The system responds by telling you which processes are terminating or starting as a result of the
change in run level and by displaying the message:

INIT: New run Tevel: n

where n is the new run-level number.

Run level script execution
Run level scripts allow users to start and stop selected applications while changing the run level.

Put run level scripts in the subdirectory of /etc/rc.d that is specific to the run level:

letc/rc.d/rc2.d
letc/rc.d/re3.d
letc/rc.d/rc4.d
letc/rc.d/rc5.d
letc/rc.d/rc6.d
letc/rc.d/rc7.d
letc/rc.d/rc8.d
letc/rc.d/rc9.d

The /etc/re.d/re will run the scripts it finds in the specified directory when the run level changes - first
running the stop application scripts then running the start application scripts.
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Note: Scripts beginning with K are stop scripts, while scripts beginning with S are start scripts.

Modifying the /etc/inittab file

Four commands are available to modify the records in the etc/inittab file.

Adding records - command

To add a record to the /etc/inittab file, type the following at a command prompt:

mkitab Identifier:Run Level:Action:Command

For example, to add a record for tty2, type the following at a command prompt:
mkitab tty002:2:respawn:/usr/sbin/getty /dev/tty2

In the above example:

tty002 Identifies the object whose run level you are defining.

2 Specifies the run level at which this process runs.

respawn Specifies the action that the init command should take for this
process.

/usr/sbin/getty /dev/tty2 Specifies the shell command to be executed.

Changing records - command

To change a record to the /etc/inittab file, type the following at a command prompt:
chitab Identifier:Run Level:Action:Command

For example, to change a record for tty2 so that this process runs at run levels 2 and 3, type:
chitab tty002:23:respawn:/usr/shin/getty /dev/tty2

In the above example:

tty002 Identifies the object whose run level you are defining.

23 Specifies the run levels at which this process runs.

respawn Specifies the action that the init command should take for this
process.

/usr/sbin/getty /dev/tty2 Specifies the shell command to be executed.

Listing records - command

To list all records in the /etc/inittab file, type the following at a command prompt:
Isitab -a

To list a specific record in the /etc/inittab file, type:
Isitab Identifier

For example, to list the record for tty2, type: 1sitab tty2.

Removing records - [rmitab command

To remove a record from the /etc/inittab file, type the following at a command prompt:
rmitab Identifier

For example, to remove the record for tty2, type: rmitab tty2.
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Boot process

There are three types of system boots and two resources that are required in order to boot the operating
system.

During the boot process, the system tests the hardware, loads and runs the operating system, and
configures devices. To boot the operating system, the following resources are required:

* A boot image that can be loaded after the machine is turned on or reset.
» Access to the root (/) and /usr file systems.

There are three types of system boots:

Hard Disk Boot A machine is started for normal operations. For more information, see
[‘'System boot processing.”|
Diskless Network Boot A diskless or dataless workstation is started remotely over a network. A

machine is started for normal operations. One or more remote file servers
provide the files and programs that diskless or dataless workstations need
to boot.

Maintenance Boot A machine is started from a hard disk, network, tape, or CD-ROM in
maintenance mode. A system administrator can perform tasks such as
installing new or updated software and running diagnostic checks. For more
information, see [‘Maintenance boot process” on page 18|

During a hard disk boot, the boot image is found on a local disk created when the operating system was
installed. During the boot process, the system configures all devices found in the machine and initializes
other basic software required for the system to operate (such as the Logical Volume Manager). At the end
of this process, the file systems are mounted and ready for use. For more information about the file
system used during boot processing, see ['RAM file system” on page 18

The same general requirements apply to diskless network clients. They also require a boot image and
access to the operating system file tree. Diskless network clients have no local file systems and get all
their information by way of remote access.

System boot processing

Most users perform a hard disk boot when starting the system for general operations. The system finds all
information necessary to the boot process on its disk drive.

When the system is started by turning on the power switch (a cold boot) or restarted with the reboot or
shutdown commands (a warm boot), a number of events must occur before the system is ready for use.
These events can be divided into the following phases:

ROS kernel init phase
The ROS kernel resides in firmware.

Its initialization phase involves the following steps:

1. The firmware checks to see if there are any problems with the system board. Control is passed to
ROS, which performs a power-on self-test (POST).

2. The ROS initial program load (IPL) checks the user boot list, a list of available boot devices. This boot
list can be altered to suit your requirements using the command. If the user boot list in
non-volatile random access memory (NVRAM) is not valid or if a valid boot device is not found, the
default boot list is then checked. In either case, the first valid boot device found in the boot list is used
for system startup. If a valid user boot list exists in NVRAM, the devices in the list are checked in
order. If no user boot list exists, all adapters and devices on the bus are checked. In either case,
devices are checked in a continuous loop until a valid boot device is found for system startup.
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Note: The system maintains a default boot list that is stored in NVRAM for normal mode boot. A
separate service mode boot list is also stored in NVRAM, and you should refer to the specific
hardware instructions for your model to learn how to access the service mode boot list.

When a valid boot device is found, the first record or program sector number (PSN) is checked. If it is
a valid boot record, it is read into memory and is added to the IPL control block in memory. Included in
the key boot record data are the starting location of the boot image on the boot device, the length of
the boot image, and instructions on where to load the boot image in memory.

The boot image is read sequentially from the boot device into memory starting at the location specified
in NVRAM. The disk boot image consists of the kernel, a RAM file system, and base customized
device information.

5. Control is passed to the kernel, which begins system initialization.
6. The kernel runs init, which runs phase 1 of the rc.boot script.

When the kernel initialization phase is completed, base device configuration begins.

Base device configuration phase
The init process starts the rc.boot script. Phase 1 of the rec.boot script performs the base device
configuration.

Phase 1 of the re.boot script includes the following steps:

1.

The boot script calls the restbase program to build the customized Object Data Manager (ODM)
database in the RAM file system from the compressed customized data.

The boot script starts the configuration manager, which accesses phase 1 ODM configuration rules to
configure the base devices.

The configuration manager starts the sys, bus, disk, SCSI, and the Logical Volume Manager (LVM)
and rootvg volume group configuration methods.

The configuration methods load the device drivers, create special files, and update the customized
data in the ODM database.

Booting the system
Use these steps to complete the system boot phase.

1.

The init process starts phase 2 running of the rc.boot script. Phase 2 of rc.boot includes the following
steps:

a. Call the ipl_varyon program to vary on the rootvg volume group.
b. Mount the hard disk file systems onto their normal mount points.
c. Run the swapon program to start paging.
d

Copy the customized data from the ODM database in the RAM file system to the ODM database in
the hard disk file system.

e. Exit the rc.boot script.

After phase 2 of rc.boot, the boot process switches from the RAM file system to the hard disk root file
system.

Then the init process runs the processes defined by records in the /etcfinittabl file. One of the
instructions in the /etc/inittab file runs phase 3 of the rc.boot script, which includes the following
steps:

a. Mount the /tmp hard disk file system.

b. Start the configuration manager phase 2 to configure all remaining devices.

c. Use the savebase command to save the customized data to the boot logical volume.
d. Exit the rc.boot script.

At the end of this process, the system is up and ready for use.
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Maintenance boot process

Occasions might arise when a boot is needed to perform special tasks such as installing new or updated
software, performing diagnostic checks, or for maintenance. In this case, the system starts from a bootable
medium such as a CD-ROM, tape drive, network, or disk drive.

The maintenance boot sequence of events is similar to the sequence of a normal boot.
1. The firmware checks to see if there are any problems with the system board.
2. Control is passed to ROS, which performs a power-on self-test.

3. ROS checks the user boot list. You can use thecommand to alter the user boot list to suit
your requirements. If the user boot list in NVRAM is not valid or if no valid boot device is found, the
default boot list is checked. In either case, the first valid boot device found in the boot list is used for
system startup.

Note: For a normal boot, the system maintains a default boot list located in ROS, and a user boot list
stored in NVRAM. Separate default and user boot lists are also maintained for booting in
maintenance mode.

4. When a valid boot device is found, the first record or program sector number (PSN) is checked. If it is
a valid boot record, it is read into memory and is added to the initial program load (IPL) control block in
memory. Included in the key boot record data are the starting location of the boot image on the boot
device, the length of the boot image, and the offset to the entry point to start running when the boot
image is in memory.

5. The boot image is read sequentially from the boot device into memory, starting at the location specified
in NVRAM.

6. Control is passed to the kernel, which begins running programs in the RAM file system.

7. The ODM database contents determine which devices are present, and the@command
dynamically configures all devices found, including all disks which are to contain the root file system.

8. If a CD-ROM, tape, or the network is used to boot the system, the rootvg volume group (or rootvg) is
not varied on, because the rootvg might not exist (as is the case when installing the operating system
on a new system). Network configuration can occur at this time. No paging occurs when a
maintenance boot is performed.

At the end of this process, the system is ready for installation, maintenance, or diagnostics.

Note: If the system is booted from the hard disk, the rootvg is varied on, the hard disk root file system
and the hard disk user file system are mounted in the RAM file system, a menu is displayed that
allows you to enter various diagnostics modes or single-user mode. Selecting single-user mode
allows the user to continue the boot process and enter single-user mode, where the init run level is
set to "S". The system is then ready for maintenance, software updates, or running the
command.

RAM file system

The RAM file system, part of the boot image, is totally memory-resident and contains all programs that
allow the boot process to continue. The files in the RAM file system are specific to the type of boot.

A maintenance boot RAM file system might not have the logical volume routines, because the rootvg might
not need to be varied on. During a hard disk boot, however, it is desirable that the rootvg be varied on and
paging activated as soon as possible. Although there are differences in these two boot scenarios, the
structure of the RAM file system does not vary to a great extent.

The init command on the RAM file system used during boot is actually the simple shell (ssh) program.
The ssh program controls the boot process by calling thescript. The first step for rc.boot is to
determine from what device the machine was booted. The boot device determines which devices are to be
configured on the RAM file system. If the machine is booted over the network, the network devices need
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to be configured so that the client file systems can be remotely mounted. In the case of a tape or
CD-ROM boot, the console is configured to display the BOS installation menus. After the rc.boot script
identifies the boot device, then the appropriate configuration routines are called from the RAM file system.
The rc.boot script itself is called twice by the ssh program to match the two configuration phases during
boot. A third call to re.boot occurs during a disk or a network boot when the real init command is called.
The inittab file contains an rc.boot stanza that does the final configuration of the machine.

The RAM file system for each boot device is also unique because of the various types of devices to be
configured. A prototype file is associated with each type of boot device. The prototype file is a template of
files making up the RAM file system. The bosboot command uses the @pcommand to create the RAM
file system using the various prototype files. See the command for more details.

Shutdown process
There are several controlled situations in which you might want to shut down your system.

You might want to shut down your system:

» After installing new software or changing the configuration for existing software
* When a hardware problem exists

* When the system is irrevocably hung

* When system performance is degraded

* When the file system is possibly corrupt.

System termination
The shutdown command is the safest and most thorough way to halt the operating system.

When you designate the appropriate flags, this command notifies users that the system is about to go
down, kills all existing processes, unmounts file systems, and halts the system. Seefor more
information.

There are several methods for shutting down the system.

Shutting down the system without rebooting
There are two ways of shutting down the system with no reboot.

You can use two methods to shut down the system without rebooting: the SMIT fastpath, or the
command.

Prerequisites
You must have root user authority to shut down the system.

To shut down the system using SMIT:

1. Log in as root.

2. At the command prompt, type:
smit shutdown

To shut down the system using the shutdown command:
1. Log in as root.
2. At the command prompt, type:

shutdown

Shutting down the system to single-user mode
In some cases, you might need to shut down the system and enter single-user mode to perform software
maintenance and diagnostics.
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1. Type cd / to change to the root directory. You must be in the root directory to shut down the system to
single-user mode to ensure that file systems are unmounted cleanly.

2. Type shutdown -m. The system shuts down to single-user mode.

A system prompt displays and you can perform maintenance activities.

Shutting down the system in an emergency
Use the shutdown command to stop the system quickly without notifying other users.

You can use the command to shut down the system under emergency conditions.

Type shutdown -F. The -F flag instructs the shutdown command to bypass sending messages to other
users and shut down the system as quickly as possible.

System hang management

System hang management allows users to run mission-critical applications continuously while improving
application availability. System hang detection alerts the system administrator of possible problems and
then allows the administrator to log in as root or to reboot the system to resolve the problem.

shconf command

Thecommand is invoked when System Hang Detection is enabled. The shconf command
configures which events are surveyed and what actions are to be taken if such events occur. You can
specify any of the following actions, the priority level to check, the time out while no process or thread
executes at a lower or equal priority, the terminal device for the warning action, and the getty command
action:

* Log an error in errlog file

» Display a warning message on the system console (alphanumeric console) or on a specified TTY

* Reboot the system

* Give a special getty to allow the user to log in as root and launch commands

e Launch a command

For the Launch a command and Give a special getty options, system hang detection launches the
special getty command or the specified command at the highest priority. The special getty command
prints a warning message that it is a recovering getty running at priority 0. The following table captures
the various actions and the associated default parameters for priority hang detection. Only one action is
enabled for each type of detection.

Option Enablement Priority Timeout (seconds)
Log an error in errlog file disabled 60 120
Display a warning message disabled 60 120
Give a recovering getty enabled 60 120
Launch a command disabled 60 120
Reboot the system disabled 39 300

Note: When Launch a recovering getty on a console is enabled, the shconf command adds the -u flag
to the getty command in the inittab that is associated with the console login.

For lost IO detection, you can set the time out value and enable the following actions:

Option Enablement

Display a warning message disabled
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Option Enablement

Reboot the system disabled

Lost IO events are recorded in the Web-based System Manager error log file.
shdaemon daemon

The shdaemon daemon is a process that is launched by init and runs at priority 0 (zero). It is in charge of
handling system hang detection by retrieving configuration information, initiating working structures, and
starting detection times set by the user.

System hang detection configuration:
You can manage the system hang detection configuration from the SMIT management tool.

SMIT menu options allow you to enable or disable the detection mechanism, display the current state of
the feature, and change or show the current configuration. The fast paths for system hang detection
menus are:

smit shd
Manage System Hang Detection

smit shstatus
System Hang Detection Status

smit shpriocfg
Change/Show Characteristics of Priority Problem Detection

smit shreset
Restore Default Priority Problem Configuration

smit shliocfg
Change/Show Characteristics of Lost I/O Detection

smit shlioreset
Restore Default Lost I/0 Detection Configuration

You can also manage system hang detection using the command.

Resetting an unknown root password

The following procedure describes how to recover access to root privileges when the system’s root
password is unavailable or unknown.

The following procedure requires some system downtime. If possible, schedule your downtime when it
least impacts your workload to protect yourself from a possible loss of data or functionality.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

1. Insert the product media for the same version and level as the current installation into the appropriate
drive.

2. Power on the machine.

3. When the screen of icons appears, or when you hear a double beep, press the F1 key repeatedly
until the System Management Services menu appears.

4. Select Multiboot.
5. Select Install From.
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6. Select the device that holds the product media and then select Install.
7. Select the AlIX version icon.
8. Define your current system as the system console by pressing the F1 key and then press Enter.
9. Select the number of your preferred language and press Enter.
10. Choose Start Maintenance Mode for System Recovery by typing 3 and press Enter.
11. Select Access a Root Volume Group. A message displays explaining that you will not be able to

return to the Installation menus without rebooting if you change the root volume group at this point.
12. Type 0 and press Enter.
13. Type the number of the appropriate volume group from the list and press Enter.
14. Select Access this Volume Group and start a shell by typing 1 and press Enter.

15. At the # (number sign) prompt, type the passwd command at the command line prompt to reset the
root password. For example:

# passwd

Changing password for "root"
root's New password:

Enter the new password again:

16. To write everything from the buffer to the hard disk and reboot the system, type the following:
sync;sync;sync;reboot

When the login screen appears, the password you set in step should now permit access to root
privileges.

For more information

For more information, refer to:

* The |passwd| and [reboot| commands descriptions in AIX Version 6.1 Commands Reference, Volume 4
+ "Boot Problems” in|Problem Solving and Troubleshooting in AIX 5L"] an IBM® Redbooks® publication
Priority hang detection

AIX can detect system hang conditions and try to recover from such situations, based on user-defined
actions.

All processes (also known as threads) run at a priority. This priority is numerically inverted in the range
0-126. Zero is highest priority and 126 is the lowest priority. The default priority for all threads is 60. The
priority of a process can be lowered by any user with the command. Anyone with root authority can
also raise a process’s priority.

The kernel scheduler always picks the highest priority runnable thread to put on a CPU. It is therefore
possible for a sufficient number of high priority threads to completely tie up the machine such that low
priority threads can never run. If the running threads are at a priority higher than the default of 60, this can
lock out all normal shells and logins to the point where the system appears hung.

The System Hang Detection feature provides a mechanism to detect this situation and allow the system
administrator a means to recover. This feature is implemented as a daemon (shdaemon) that runs at the
highest process priority. This daemon queries the kernel for the lowest priority thread run over a specified
interval. If the priority is above a configured threshold, the daemon can take one of several actions. Each
of these actions can be independently enabled, and each can be configured to trigger at any priority and
over any time interval. The actions and their defaults are:

Action Default Default Default Default
Enabled Priority Timeout Device

1) Log an error no 60 2
2) Console message no 60 2 /dev/console
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3) High priority yes 60 2 /dev/tty0
login shell

4) Run a command at no 60 2
high priority
5) Crash and reboot no 39 5

For more information on system hang detection, see [‘'System hang management” on page 20,

Lost I/O hang detection

AlIX can detect system hang conditions and try to recover from such situations, based on user-defined
actions.

Because of 1/O errors, the I/O path can become blocked and further 1/0 on that path is affected. In these
circumstances it is essential that the operating system alert the user and execute user defined actions. As
part of the Lost I/O detection and notification, the shdaemon, with the help of the Logical Volume
Manager, monitors the 1/O buffers over a period of time and checks whether any 1/O is pending for too
long a period of time. If the wait time exceeds the threshold wait time defined by the shconf file, a lost I1/O
is detected and further actions are taken. The information about the lost I/O is documented in the error log.
Also based on the settings in the shconf file, the system might be rebooted to recover from the lost I/O
situation.

For lost I/O detection, you can set the time out value and also enable the following actions:

Action Default Enabled Default Device
Console message no /dev/console
Crash and reboot no -

For more information on system hang detection, see [‘System hang management” on page 20

AIX kernel recovery

Beginning with AIX 6.1, the kernel can recover from errors in selected routines, avoiding an unplanned
system outage.

Kernel recovery is enabled by default. During a kernel recovery action, the system might pause for a short
time, generally less than two seconds. The following actions occur immediately after a kernel recovery
action:

» The system console displays the following message:

A kernel error recovery action has occurred. A recovery log
has been Togged in the system error log.

» AIX adds an entry into the error log. You can send the error log data to IBM for service, similar to
sending data from a full system termination. The following is a sample recovery error log entry:

LABEL: RECOVERY
Date/Time: Fri Feb 16 14:04:17 CST 2007
Type: INFO

Resource Name: RMGR
Description

Kernel Recovery Action
Detail Data

Live Dump Base Name
RECOV_20070216200417_0000
Function Name

w_clear

FRR Name
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w_init_clear_frr

Symptom String

273

EEEE00009627A072

F10001001B18BBCO

w_clear+D0

wdog0030+288

test_index+4C

Recovery Log Data

0001 0000 0000 0000 FOOO 0000 2FFC AEBO 0000 0111 0000 0000 0000 0000 0021 25BC
8000 0000 0002 9032 EEEE 0000 9627 A072 F100 0100 1B18 BBCO 0000 0000 0000 0000
0000 0001 0000 0000 0006 0057 D2FF 8COO 0001 0148 0500 0000 8000 0000 0002 9032

» AIX generates a live dump. The data from a live dump is located by default in the /var/adm/ras/
livedump directory and the file is named RECOV_timestamp_sequence, where timestamp specifies
the time of the kernel recovery occurrence, and sequence specifies the number of times that kernel
recovery has been invoked. You can send live dump data to IBM for service, similar to sending data
from a full system termination. For more information about live dumps, see in AIX Version
6.1 Kernel Extensions and Device Support Programming Concepts.

Attention: Some functions might be lost after a kernel recovery, but the operating system remains in a
stable state. If necessary, shut down and restart your system to restore the lost functions.

Memory and processor considerations

AIX maintains data on the status of kernel recovery during mainline kernel operations. When kernel
recovery is enabled, additional processor instructions are required to maintain the data and additional
memory is required to save the data. The impact to processor usage is minimal. Additional memory
consumption can be determined by the following equation, where maxthread is the maximum number of
threads running on the system and procnum is the number of processors:

memory required = 4 KB x maxthread + 128 KB x procnum

As show in the following example, a system with 16 processors and a maximum of 1000 threads
consumes an additional 6304 KB:

4 x 1000 + 128 x 16 = 6304 KB

Enabling and disabling kernel recovery
You can enable or disable kernel recovery from the SMIT path interface.

To enable, or disable kernel recovery, use the following SMIT path:

Problem Determination > Kernel Recovery » Change Kernel Recovery State » Change Next Boot
Kernel Recovery State

Note: Kernel recovery is enabled by default.
You can also display the current kernel recovery state by using the following SMIT path:

Problem Determination » Kernel Recovery » Show Kernel Recovery State

Logical volume storage

Logical volumes are groups of information located on physical volumes.

A hierarchy of structures is used to manage disk storage. Each individual disk drive, called a physical
volume (PV) has a name, such as /dev/hdisk0. Every physical volume in use belongs to a volume group
(VG). All of the physical volumes in a volume group are divided into physical partitions (PPs) of the same
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size. For space-allocation purposes, each physical volume is divided into five regions (outer_edge,
inner_edge, outer_middle, inner_middle and center). The number of physical partitions in each region
varies, depending on the total capacity of the disk drive.

Within each volume group, one or more logical volumes (LVs) are defined. Data on logical volumes
appears to be contiguous to the user but can be discontiguous on the physical volume. This allows file
systems, paging space, and other logical volumes to be resized or relocated, to span multiple physical
volumes, and to have their contents replicated for greater flexibility and availability in the storage of data.

Each logical volume consists of one or more logical partitions (LPs). Each logical partition corresponds to
at least one physical partition. If mirroring is specified for the logical volume, additional physical partitions
are allocated to store the additional copies of each logical partition. Although the logical partitions are

numbered consecutively, the underlying physical partitions are not necessarily consecutive or contiguous.

Logical volumes can serve a number of system purposes, such as paging, but each logical volume serves
a single purpose only. Many logical volumes contain a single journaled file system (JFS or JFS2). Each
JFS consists of a pool of page-size (4 KB) blocks. When data is to be written to a file, one or more
additional blocks are allocated to that file. These blocks might not be contiguous with one another or with
other blocks previously allocated to the file. A given file system can be defined as having a fragment size
of less than 4 KB (512 bytes, 1 KB, 2 KB).

After installation, the system has one volume group (the rootvg volume group) consisting of a base set of
logical volumes required to start the system and any other logical volumes you specify to the installation
script. Any other physical volumes you have connected to the system can be added to a volume group
(using the extendvg command). You can add the physical volume either to the rootvg volume group or to
another volume group (defined by using the mkvg command). Logical volumes can be tailored using the
commands, the menu-driven System Management Interface Tool (SMIT) interface, or Web-based System
Manager.

Logical volume storage concepts

The logical volume (which can span physical volumes) is composed of logical partitions allocated onto
physical partitions.

The following figure illustrates the relationships among the basic logical storage concepts.
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Figure 1. Volume Group. This illustration shows a volume group composed of three physical volumes with the
maximum range specified. The logical volume (which can span physical volumes) is composed of logical partitions
allocated onto physical partitions.

Physical volumes
A disk must be designated as a physical volume and be put into an available state before it can be
assigned to a volume group.

A physical volume has certain configuration and identification information written on it. This information
includes a physical volume identifier that is unique to the system.

In AIX 5.2 and later versions, the LVM can make use of the additional space that a redundant array of
identical disks (RAID) can add to a logical unit number (LUN), by adding physical partitions to the physical
volume associated with the LUN.

Volume groups
A volume group is a collection of 1 to 32 physical volumes of varying sizes and types.

A big volume group can have from 1 to 128 physical volumes. A scalable volume group can have up to
1024 physical volumes. A physical volume can belong to only one volume group per system; there can be
up to 255 active volume groups.

When a physical volume is assigned to a volume group, the physical blocks of storage media on it are
organized into physical partitions of a size you specify when you create the volume group. For more
information, see [‘Physical partitions” on page 27 |

When you install the system, one volume group (the root volume group, called rootvg) is automatically
created that contains the base set of logical volumes required to start the system, as well as any other
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logical volumes you specify to the installation script. The rootvg includes paging space, the journal log,
boot data, and dump storage, each in its own separate logical volume. The rootvg has attributes that differ
from user-defined volume groups. For example, the rootvg cannot be imported or exported. When
performing a command or procedure on the rootvg, you must be familiar with its unique characteristics.

You create a volume group with the mkvg command. You add a physical volume to a volume group with
the extendvg command, make use of the changed size of a physical volume with the chvg command,

and remove a physical volume from a volume group with the reducevg command. Some of the other
commands that you use on volume groups include: list (Isvg), remove (exportvg), install (importvg),
reorganize (reorgvg), synchronize (syncvg), make available for use (varyonvg), and make unavailable for
use (varyoffvg).

Small systems might require only one volume group to contain all the physical volumes attached to the
system. You might want to create separate volume groups, however, for security reasons, because each
volume group can have its own security permissions. Separate volume groups also make maintenance
easier because groups other than the one being serviced can remain active. Because the rootvg must
always be onling, it contains only the minimum number of physical volumes necessary for system
operation.

You can move data from one physical volume to other physical volumes in the same volume group with
the migratepv command. This command allows you to free a physical volume so it can be removed from
the volume group. For example, you could move data from a physical volume that is to be replaced.

A volume group that is created with smaller physical and logical volume limits can be converted to a
format which can hold more physical volumes and more logical volumes. This operation requires that there
be enough free partitions on every physical volume in the volume group for the volume group descriptor
area (VGDA) expansion. The number of free partitions required depends on the size of the current VGDA
and the physical partition size. Because the VGDA resides on the edge of the disk and it requires
contiguous space, the free partitions are required on the edge of the disk. If those partitions are allocated
for a user’s use, they are migrated to other free partitions on the same disk. The rest of the physical
partitions are renumbered to reflect the loss of the partitions for VGDA usage. This renumbering changes
the mappings of the logical to physical partitions in all the physical volumes of this volume group. If you
have saved the mappings of the logical volumes for a potential recovery operation, generate the maps
again after the completion of the conversion operation. Also, if the backup of the volume group is taken
with map option and you plan to restore using those maps, the restore operation might fail because the
partition number might no longer exist (due to reduction). It is recommended that backup is taken before
the conversion and right after the conversion if the map option is used. Because the VGDA space has
been increased substantially, every VGDA update operation (creating a logical volume, changing a logical
volume, adding a physical volume, and so on) might take considerably longer to run.

Physical partitions

When you add a physical volume to a volume group, the physical volume is partitioned into contiguous,
equal-sized units of space called physical partitions. A physical partition is the smallest unit of storage
space allocation and is a contiguous space on a physical volume.

Physical volumes inherit the volume group’s physical partition size, which you can set only when you

create the volume group (for example, using the mkvg -s command). The following illustration shows the
relationship between physical partitions on physical volumes and volume groups.
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Figure 2. A Volume Group Containing Three Physical Volumes. This illustration shows three physical volumes, each
with six physical partitions, within a single volume group.

Logical volumes
After you create a volume group, you can create logical volumes within that volume group.

A logical volume, although it can reside on noncontiguous physical partitions or even on more than one
physical volume, appears to users and applications as a single, contiguous, extensible disk volume. You
can create additional logical volumes with the mklv command. This command allows you to specify the
name of the logical volume and define its characteristics, including the number and location of logical
partitions to allocate for it.

After you create a logical volume, you can change its name and characteristics with the chlv command,
and you can increase the number of logical partitions allocated to it with the extendlv command. The
default maximum size for a logical volume at creation is 512 logical partitions, unless specified to be
larger. The chlv command is used to override this limitation.

Note: After you create a logical volume, the characteristic LV STATE, which can be seen using the Islv
command, is closed. It becomes open when, for example, a file system has been created in the
logical volume and the logical volume is mounted.

Logical volumes can also be copied with the cplv command, listed with the Islv command, removed with
the rmlv command, and have the number of copies they maintain increased or decreased with the
mklvcopy and the rmlvcopy commands, respectively. Logical Volumes can also be relocated when the
volume group is reorganized.

The system allows you to define up to 255 logical volumes per standard volume group (511 for a big
volume group and 4095 for a scalable volume group), but the actual number you can define depends on
the total amount of physical storage defined for that volume group and the size of the logical volumes you
define.

Logical partitions
When you create a logical volume, you specify the number of logical partitions for the logical volume.

A logical partition is one, two, or three physical partitions, depending on the number of instances of your
data you want maintained. Specifying one instance means there is only one copy of the logical volume
(the default). In this case, there is a direct mapping of one logical partition to one physical partition. Each
instance, including the first, is termed a copy. Where physical partitions are located (that is, how near each
other physically) is determined by options you specify when you create the logical volume.
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File systems

The logical volume defines allocation of disk space down to the physical-partition level. Finer levels of data
management are accomplished by higher-level software components such as the Virtual Memory Manager
or the file system. Therefore, the final step in the evolution of a disk is the creation of file systems.

You can create one file system per logical volume. To create a file system, use the crfs command. For
more information on file systems, see [‘File systems” on page 88|

Limitations for logical storage management
The following table shows the limitations for logical storage management.

Although the default maximum number of physical volumes per volume group is 32 (128 for a big volume
group, 1024 for a scalable volume group), you can set the maximum for user-defined volume groups when
you use the mkvg command. For the rootvg, however, this variable is automatically set to the maximum
by the system during the installation.

Limitations for Logical Storage Management

Category Limit

Volume group + 255 volume groups for the 32 bit kernel
* 4096 volume groups for the 64 bit kernel

Note: The device table on the 64 bit kernel restricts the
number of active major numbers to 1024. Consequently,
the number of active volume groups is restricted to less
than 1024 volume groups.

Physical volume (MAXPVS/volume group factor) per volume group.
MAXPVS is 32 for a standard volume group, 128 for a big
volume group, and 1024 for a scalable volume group.

Physical partition Normal and Big Volume groups: (1016 x volume group
factor) per physical volume up to 1024 MB each in size.
Scalable volume groups: 2097152 partitions up to 128
GB in size. There is no volume group factor for scalable
volume groups.

Logical volume MAXLVS per volume group, which is 255 for a standard
volume group, 511 for a big volume group, and 4095 for a
scalable volume group.

If you previously created a volume group before the 1016 physical partitions per physical volume
restriction was enforced, stale partitions (no longer containing the most current data) in the volume group
are not correctly tracked unless you convert the volume group to a supported state. You can convert the
volume group with the chvg -t command. A suitable factor value is chosen by default to accommodate the
largest disk in the volume group.

For example, if you created a volume group with a 9 GB disk and 4 MB partition size, this volume group
will have approximately 2250 partitions. Using a conversion factor of 3 (1016 * 3 = 3048) allows all 2250
partitions to be tracked correctly. Converting a standard or big volume group with a higher factor enables
inclusion of a larger disk of partitions up to the 1016* factor. You can also specify a higher factor when you
create the volume group in order to accommodate a larger disk with a small partition size.

These operations reduce the total number of disks that you can add to a volume group. The new
maximum number of disks you can add would be a MAXPVS/factor. For example, for a regular volume
group, a factor of 2 decreases the maximum number of disks in the volume group to 16 (32/2). For a big
volume group, a factor of 2 decreases the maximum number of disks in the volume group to 64 (128/2).
For a scalable volume group, a factor of 2 decreases the maximum number of disks in the volume group
to 512 (1024/2).
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LVM maintenance

Instructions for additional maintenance tasks are located later in this section.

You must have root authority to perform most of the following tasks. For your convenience, links to all the
logical volume, physical volume, and volume group maintenance tasks are listed below.

LVM maintenance commands and fastpaths:

The simplest tasks you might need when maintaining the entities that LVM controls (physical and logical
volumes, volume groups, and file systems) are grouped within the following table.

Table 1. Managing Logical Volumes and Storage Tasks

Task

SMIT Fast Path

Command or File

Activate a volume group

smit varyonvg

Add a fixed disk without data to
existing volume group

smit extendvg

logical volume of the same size*""

Add a fixed disk without data to new | smit mkvg

volume group

Add a logical volume™°® smit mklv

Add a volume group smit mkvg

Add and activate a new volume group | smit mkvg

Change a logical volume to use data |smit chlv1

allocation

Change the name of a volume 1. smit varyoffvg 1. varyoffvg OldVGName

group 2. smit exportvg 2. exportvg OldVGName
3. smit importvg 3. importvg NewVGName
4. smit mountfs 4. mount all

Change a volume group to use smit chvg

automatic activation

Change or set logical volume policies | smit chlv1

Copy a logical volume to a new smit cplv

logical volume™** *

Copy a logical volume to an existing | smit cplv

Copy a logical volume to an existing

logical volume of smaller size®™ !
Note 3

Do not use SMITAt" 2

1. Create logical volume. For
example: mklv -y hdiskN vg00 4

2. Create new file system on new
logical volume. For example: crfs
-v jfs -d hdiskN -m /doc -A yes

3. Mount file system. For example:
mount /doc

4. Create directory at new mount
point. For example: mkdir
/doc/options

5. Transfer files system from source
to destination logical volume. For
example: cp -R
lusr/adam/oldoptions/* \
/doc/options

Copy a logical volume to an existing
logical volume of larger size®™ !

smit cplv
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Table 1. Managing Logical Volumes and Storage Tasks (continued)

Task SMIT Fast Path Command or File
Deactivate a volume group smit varyoffvg
Enable write-verify and change smit chiv1

scheduling policy

Increase the maximum size of a smit chlvi
logical volume

Increase the size of a logical volume | smit extendlv

List all logical volumes by volume smit Islv2
group

List all physical volumes in system smit Ispv2
List all volume groups smit Isvg2
List the status, logical volumes, or smit Ispv

partitions of a physical volume

List the contents of a volume group smit Isvg1

List a logical volume’s status or smit Islv
mapping

Mirror a logical volume with or without | smit mklvcopy
data allocation

Power off a removable disk smit offdsk Available with the hot-removability
feature only

Power on a removable disk smit ondsk Available with the hot-removability
feature only

Remove a disk with data from the smit exportvgrds
operating system

Remove a disk without data from the |smit reducevgrds
operating system

Remove mirroring from a volume smit unmirrorvg

group

Remove a volume group smit reducevg2

Reorganize a volume group smit reorgvg

Unconfigure and power off a disk smit rmvdsk1 or smit rmvdsk then

smit opendoor

Attention:

1. Using this procedure to copy to an existing logical volume will overwrite any data on that volume
without requesting user confirmation.

2. Do not use the SMIT procedure or the cplv command to copy a larger logical volume to a smaller one.
Doing so results in a corrupted file system because some of the data (including the superblock) is not
copied to the smaller logical volume.

Note:

1. After you create a logical volume, the state will be closed because no LVM structure is using
that logical volume. It will remain closed until a file system has been mounted over the logical
volume or the logical volume is opened for raw I/0. See also [‘Defining a raw logical volume for
lan application” on page 39|

2. You cannot change the name of, import, or export rootvg.

3. You must have enough direct access storage to duplicate a specific logical volume.
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Adding disks while the system remains available:

The following procedure describes how to turn on and configure a disk using the hot-removability feature,
which lets you add disks without powering off the system.

You can add a disk for additional storage or to correct a disk failure. To remove a disk using the

hot-removability feature, see ['LVM maintenance” on page 30, This feature is only available on certain

systems.

1. Install the disk in a free slot of the cabinet. For detailed information about the installation procedure,
see the service guide for your machine.

2. Power on the new disk by typing the following fast path on the command line:

smit ondsk

At this point, the disk is added to the system but it is not yet usable. What you do next depends on
whether the new disk contains data.

 If the disk has no data, add it as a physical volume to a volume group using one of the following:
— To add the disk to an existing volume group, type the following fast path on the command line:
smit extendvg
— To add the disk to a new volume group, type the following fast path on the command line:
smit mkvg
+ If the disk contains data, import the data using the procedure in [lmporting or exporting a volume group’|

Changing the name of a logical volume:

The following procedure describes how to rename a logical volume without losing data on the logical
volume.

In the following examples, the logical volume name is changed from 1v00 to 1v33.
1. Unmount all file systems associated with the logical volume, by typing:
unmount /FSname
Where FSname is the full name of a file system.

Note:

a. The unmount command fails if the file system you are trying to unmount is currently being
used. The unmount command executes only if none of the file system’s files are open and
no user’s current directory is on that device.

b. Another name for the unmount command is umount. The names are interchangeable.
2. Rename the logical volume, by typing:
chlv -n NewLVname 0ldLVname

Where the -n flag specifies the new logical volume name (NewLVname) and OldLVname is the name
you want to change. For example:

chlv -n 1v33 1v00

Note: If you rename a JFS or JFS2 log, the system prompts you to run the chfs command on all file
systems that use the renamed log device.

3. Remount the file systems you unmounted in step by typing:
mount /testl

At this point, the logical volume is renamed and available for use.

Copy of a logical volume to another physical volume:
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Depending on your needs, there are several ways to copy a logical volume to another physical volume
while retaining file system integrity.

There are multiple methods for copying a logical volume or JFS to another physical volume. Choose the
method that best serves your purposes.

Copying a logical volume:

The simplest method is to use the cplv command to copy the original logical volume and create a new
logical volume on the destination physical volume.

1. Stop using the logical volume. Unmount the file system, if applicable, and stop any application that
accesses the logical volume.

2. Select a physical volume that has the capacity to contain all of the data in the original logical volume.

Attention: If you copy from a larger logical volume containing data to a smaller one, you can corrupt
your file system because some data (including the superblock) might be lost.

3. Copy the original logical volume (in this example, it is named Iv00) and create the new one, using the
following command:

Note: The following cplv command fails if it creates a new logical volume and the volume group is
varied on in concurrent mode.

cplv 1v00
4. Mount the file systems, if applicable, and restart applications to begin using the logical volume.

At this point, the logical volume copy is usable.
Copying a logical volume while original logical volume remains usable:

If your environment requires continued use of the original logical volume, you can use the splitlvcopy
command to copy the contents, as shown in the following example.

To successfully complete this procedure in a concurrent volume group environment, AIX 4.3.2 or later must
be installed on all concurrent nodes.

1. Mirror the logical volume, using the following SMIT fast path:
smit mklvcopy

2. Stop using the logical volume. Unmount the file system, if applicable, and stop or put into quiescent
mode any application that accesses the logical volume.

Attention: The next step uses the splitlveopy command. Always close logical volumes before

splitting them and unmount any contained file systems before using this command. Splitting an open
logical volume can corrupt your file systems and cause you to lose consistency between the original
logical volume and the copy if the logical volume is accessed simultaneously by multiple processes.

3. With root authority, copy the original logical volume (o1d1v) to the new logical volume (newlv) using the
following command:

splitlvcopy -y newlv oldlv

The -y flag designates the new logical volume name. If the o1d1v volume does not have a logical
volume control block, the splitlveopy command completes successfully but generates a message that
the newlv volume has been created without a logical volume control block.

4. Mount the file systems, if applicable, and restart applications to begin using the logical volume.
At this point, the logical volume copy is usable.

Copying a raw logical volume to another physical volume:

To copy a raw logical volume to another physical volume, perform the following steps.
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To successfully complete this procedure in a concurrent volume group environment, AIX 4.3.2 or later must
be installed on all concurrent nodes.

1. Create a mirrored copy of the logical volume on a new physical volume in the volume group using the
following command:

mklvcopy Loglol _name 2 new_PhysVol _name

2. Synchronize the partitions in the new mirror copy using the following command:
syncvg -1 LogVol_name

3. Remove the copy of the logical volume from the physical volume using the following command:
rmlvcopy LoglVol_name 1 old_PhysVol_name

At this point, the raw logical volume copy is usable.
Creating a file system log on a dedicated disk for a user-defined volume group:

A JFS or JFS2 file system log is a formatted list of file system transaction records. The log ensures file
system integrity (but not necessarily data integrity) in case the system goes down before transactions have
been completed.

A dedicated disk is created on hd8 for rootvg when the system is installed. The following procedure helps
you create a JFS log on a separate disk for other volume groups. When you create a JFS2 log, the
procedure requires the following changes:

* The log device type is jfs2log.
* The logform command requires a -V jfs2 option to specify a JFS2 log device.
* The crfs commands must specify jfs2 instead of jfs.

Creating a file system log file for user-defined volume groups can improve performance under certain
conditions, for example, if you have an NFS server and you want the transactions for this server to be
processed without competition from other processes.

To create a log file for user-defined volume groups, the easiest way is to use the Web-based System
Manager wizard, as follows:

1. If Web-based System Manager is not already running, with root authority, type wsm on the command
line.

Select a host name.
Select the Volumes container.
Select the Logical Volumes container.

In the Volumes menu, select New Logical Volume (Wizard). The wizard will guide you through the
procedure. Online help is available if you need it.

A

Alternatively, you can use the following procedure, which creates a volume group (fsvg1) with two physical
volumes (hdisk1 and hdisk2). The file system is on hdisk2 (a 256-MB file system mounted at /u/myfs) and
the log is on hdisk1. By default, a JFS log size is 4 MB. You can place little-used programs, for example,
/blv, on the same physical volume as the log without impacting performance.

The following instructions explain how to create a JFS log for a user-defined volume group using SMIT
and the command line interface:

1. Add the new volume group (in this example, fsvg1) using the SMIT fast path:
smit mkvg
2. Add a new logical volume to this volume group using the SMIT fast path:
smit mklv
3. On the Add a Logical Volume screen, add your data to the following fields. For example:
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Logical Volumes NAME fsvgllog

Number of LOGICAL PARTITIONS 1

PHYSICAL VOLUME names hdiskl
Logical volume TYPE jfslog
POSITION on Physical Volume center

4. After you set the fields, press Enter to accept your changes and exit SMIT.
5. Type the following on a command line:
/usr/sbin/Togform /dev/fsvgllog
6. When you receive the following prompt, type y and press Enter:
Destroy /dev/fsvgllog
Despite the wording in this prompt, nothing is destroyed. When you respond y to this prompt, the
system formats the logical volume for the JFS log so that it can record file-system transactions.
7. Add another logical volume using the following SMIT fast path:
smit mklv

8. Type the name of the same volume group as you used in step (fsvgl in this example). In the
Logical Volumes screen, add your data to the following fields. Remember to designate a different
physical volume for this logical volume than you did in step For example:

Logical Volumes NAME fslvl
Number of LOGICAL PARTITIONS 64
PHYSICAL VOLUME names hdisk2
Logical volume TYPE jfs

After you set the fields, press Enter to accept your changes and exit SMIT.

9. Add a file system to the new logical volume, designate the log, and mount the new file system, using
the following sequence of commands:

crfs -v jfs -d LogVolName -m FileSysName -a Togname=FSLogPath

mount FileSysName

Where LogVoIName is the name of the logical volume you created in step FileSysName is the
name of the file system you want to mount on this logical volume; and FSLogPath is the name of the
volume group you created in step For example:

crfs -v jfs -d fslvl -m /u/myfs -a Togname=/dev/fsvgllog
mount /u/myfs

10. To verify that you have set up the file system and log correctly, type the following command
(substituting your volume group name):

Tsvg -1 fsvgl
The output shows both logical volumes you created, with their file system types, as in the following

example:

LV NAME TYPE
/dev/fsvgllog jfslog
fslvl jfs

At this point, you have created a volume group containing at least two logical volumes on separate
physical volumes, and one of those logical volumes contains the file system log.

Enabling hot spare disk support for an existing volume group:
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The following steps use Web-based System Manager to enable hot spare disk support for an existing
volume.

Start Web-based System Manager (if not already running) by typing wsm on the command line.
Select the Volumes container.

Select the Volume Groups container.

Select the name of your target volume group, and choose Properties from the Selected menu.
Select the Hot Spare Disk Support tab and check beside Enable hot spare disk support.

Select the Physical Volumes tab to add available physical volumes to the volume group as hot spare
disks.

ook wn =

At this point, your mirrored volume group has one or more disks designated as spares. If your system
detects a failing disk, depending on the options you selected, the data on the failing disk can be migrated
to a spare disk without interruption to use or availability.

Enabling hot spare disk support while creating a new volume group:

The following steps use Web-based System Manager to enable hot spare disk support while you are
creating a new volume group.

1. Start Web-based System Manager (if not already running) by typing wsm on the command line.
2. Select the Volumes container.

3. Select the Volume Groups container.

4

From the Volumes menu, select New»Volume Group (Advanced Method). The subsequent panels let
you choose physical volumes and their sizes, enable hot spare disk support, select unused physical
volumes to assign as hot spares, then set the migration characteristics for your hot spare disk or your
hot spare disk pool.

At this point, your system recognizes a new mirrored volume group with one or more disks designated as
spares. If your system detects a failing disk, depending on the options you selected, the data on the failing
disk can be migrated to a spare disk without interruption to use or availability.

Enablement and configuration of hot spot reporting: Beginning with AlIX 5.1, you can identify hot spot
problems with your logical volumes and remedy those problems without interrupting the use of your
system. A hot-spot problem occurs when some of the logical partitions on your disk have so much disk I/O
that your system performance noticeably suffers.

The following procedures use Web-based System Manager to enable host spot reporting and manage the
result.

Enabling hot spot reporting at the volume group level:

The following steps use Web-based System Manager to enable hot spot reporting at the volume group
level.

1. Start Web-based System Manager (if not already running) by typing wsm on the command line.
2. Select the Volumes container.

3. Select the Volume Groups container.

4

Select the name of your target volume group, and choose Hot Spot Reporting... from the Selected
menu.

5. Check beside Enable hot spot reporting and Restart the Statistics Counters.

At this point, the hot spot feature is enabled. Use the pull-down or pop-up menu in Web-based System
Manager to access the Manage Hot Spots... Sequential dialog. In the subsequent panels, you can define
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your reporting and statistics, display your statistics, select logical partitions to migrate, specify the
destination physical partition, and verify the information before committing your changes.

Enabling hot spot reporting at the logical volume level:

The following steps use Web-based System Manager to enable hot spot reporting at the logical volume
level so you can avoid enabling it for an entire volume group.

1. Start Web-based System Manager (if not already running) by typing wsm on the command line.

2. Select the Volumes container.

3. Select the Logical Volumes container.

4

Select the name of your target logical volume and choose Hot Spot Reporting... from the Selected
menu.

5. Check beside Enable hot spot reporting and Restart the Statistics Counters.

At this point, the hot spot feature is enabled. Use the pull-down or pop-up menu in Web-based System
Manager to access the Manage Hot Spots... Sequential dialog. In the subsequent panels, you can define
your reporting and statistics, display your statistics, select logical partitions to migrate, specify the
destination physical partition, and verify the information before committing your changes.

Importing or exporting a volume group:

The following table explains how to use import and export to move a user-defined volume group from one
system to another. (The rootvg volume group cannot be exported or imported.)

The export procedure removes the definition of a volume group from a system. The import procedure
serves to introduce the volume group to its new system.

You can also use the import procedure to reintroduce a volume group to the system when it once was
associated with the system but had been exported. You can also use import and export to add a physical
volume that contains data to a volume group by putting the disk to be added in its own volume group.

Attention: The importvg command changes the name of an imported logical volume if a logical volume
of that name already exists on the new system. If the importvg command must rename a logical volume,
it prints an error message to standard error. When there are no conflicts, the importvg command also
creates file mount points and entries in the /etc/filesystems file.

Import and Export Volume Group Tasks

Task SMIT Fast Path Command or File
Import a volume group smit importvg
Export a volume group 1. Unmount files systems on logical

volumes in the volume group:
smit umntdsk

2. Vary off the volume group: smit
varyoffvg

3. Export the volume group: smit
exportvg

Attention: A volume group that has a paging space volume on it cannot be exported while the paging
space is active. Before exporting a volume group with an active paging space, ensure that the paging
space is not activated automatically at system initialization by typing the following command:

chps -a n paging_space name
Then, reboot the system so that the paging space is inactive.
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Migrating the contents of a physical volume:

To move the physical partitions belonging to one or more specified logical volumes from one physical
volume to one or more other physical volumes in a volume group, use the following instructions. You can
also use this procedure to move data from a failing disk before replacing or repairing the failing disk. This
procedure can be used on physical volumes in either the root volume group or a user-defined volume
group.

Attention: When the boot logical volume is migrated from a physical volume, the boot record on the
source must be cleared or it could cause a system hang. When you execute the bosboot command, you
must also execute the chpv -¢c command described in step of the following procedure.

1. If you want to migrate the data to a new disk, do the following steps. Otherwise, continue with step .
a. Check that the disk is recognizable by the system and available by typing:
1sdev -Cc disk

The output resembles the following:

hdisk0 Available 10-60-00-8,0 16 Bit LVD SCSI Disk Drive
hdiskl Available 10-60-00-9,0 16 Bit LVD SCSI Disk Drive
hdisk2 Available 10-60-00-11,0 16 Bit LVD SCSI Disk Drive

b. If the disk is listed and in the available state, check that it does not belong to another volume group
by typing:
1spv

The output looks similar to the following:

hdisko 0004234583aa7879 rootvg active
hdiskl 00042345e05603c1 none active
hdisk2 00083772caa7896e imagesvg active

In the example, hdiskl can be used as a destination disk because the third field shows that it is
not being used by a volume group.

If the new disk is not listed or unavailable, refer to[‘Configuring a disk” on page 59| or[‘Logical
[volume storage” on page 24.

c. Add the new disk to the volume group by typing:
extendvg VGName diskname

Where VGName is the name of your volume group and diskname is the name of the new disk. In
the example shown in the previous step, diskname would be replaced by hdiskl.

2. The source and destination physical volumes must be in the same volume group. To determine
whether both physical volumes are in the volume group, type:

1svg -p VGname

Where VGname is the name of your volume group. The output for a root volume group looks similar to
the following:

rootvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdiskO active 542 85 00..00..00..26..59
hdiskl active 542 306 00..00..00..00..06

Note the number of FREE PPs.
3. Check that you have enough room on the target disk for the source that you want to move:
a. Determine the number of physical partitions on the source disk by typing:
1spv SourceDiskName | grep "USED PPs"
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Where SourceDiskName is of the name of the source disk, for example, hdisk0. The output looks
similar to the following:

USED PPs: 159 (636 megabytes)

In this example, you need 159 FREE PPs on the destination disk to successfully complete the
migration.

b. Compare the number of USED PPs from the source disk with the number of FREE PPs on the
destination disk or disks (step . If the number of FREE PPs is larger than the number of USED
PPs, you have enough space for the migration.

4. Follow this step only if you are migrating data from a disk in the rootvg volume group. If you are
migrating data from a disk in a user-defined volume group, proceed to step

Check to see if the boot logical volume (hd5) is on the source disk by typing:
1spv -1 SourceDiskNumber | grep hd5

If you get no output, the boot logical volume is not located on the source disk. Continue to step EI
If you get output similar to the following:
hd5 2 2 02..00..00..00..00 /blv

then run the following command:

migratepv -1 hd5 SourceDiskName DestinationDiskName

You will receive a message warning you to perform the bosboot command on the destination disk.
You must also perform a mkboot -c command to clear the boot record on the source. Type the
following sequence of commands:

boshoot -a -d /dev/DestinationDiskName
bootlist -m normal DestinationDiskName
mkboot -c -d /dev/SourceDiskName

5. Migrate your data by typing the following SMIT fast path:
smit migratepv
6. List the physical volumes, and select the source physical volume you examined previously.
7. Go to the DESTINATION physical volume field. If you accept the default, all the physical volumes in

the volume group are available for the transfer. Otherwise, select one or more disks with adequate
space for the partitions you are moving (from step @)

8. If you wish, go to the Move only data belonging to this LOGICAL VOLUME field, and list and select a
logical volume. You move only the physical partitions allocated to the logical volume specified that are
located on the physical volume selected as the source physical volume.

9. Press Enter to move the physical partitions.

At this point, the data now resides on the new (destination) disk. The original (source) disk, however,
remains in the volume group. If the disk is still reliable, you could continue to use it as a hot spare disk
(see ['‘Enabling hot spare disk support for an existing volume group” on page 35| and [‘Enabling hot spare|
[disk support while creating a new volume group” on page 36). Especially when a disk is failing, it is
advisable to do the following steps:

1. To remove the source disk from the volume group, type:
reducevg VGNname SourceDiskName

2. To physically remove the source disk from the system, type:
rmdev -1 SourceDiskName -d

Defining a raw logical volume for an application

A raw logical volume is an area of physical and logical disk space that is under the direct control of an
application, such as a database or a partition, rather than under the direct control of the operating system
or a file system.
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Bypassing the file system can yield better performance from the controlling application, especially from
database applications. The amount of improvement, however, depends on factors such as the size of a
database or the application’s driver.

Note: You will need to provide the application with the character or block special device file for the new
raw logical volume, as appropriate. The application will link to this device file when it attempts
opens, reads, writes, and so on.

Attention: Each logical volume has a logical-volume control block (LVCB) located in the first 512 bytes.
Data begins in the second 512-byte block. In a raw logical volume, the LVCB is not protected. If an
application overwrites the LVCB, commands that normally update the LVCB will fail and generate a
message. Although the logical volume might continue to operate correctly and the overwrite can be an
allowable event, overwriting the LVCB is not recommended.

The following instructions use SMIT and the command line interface to define a raw logical volume. You
can also use the Create a new logical volume wizard in Web-based System Manager (select Volumes »
Overview and Tasks » Create a new logical volume). To define a raw logical volume within the wizard,
accept the default use, applications and data, from its first selection screen. Online help is available if
you need it.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

1. With root authority, find the free physical partitions on which you can create the raw logical volume by
typing the following SMIT fast path:

smit Tspv
2. Select a disk.
3. Accept the default in the second dialog (status) and click OK.

4. Multiply the value in the FREE PPs field by the value in the PP SIZE field to get the total number of
megabytes available for a raw logical volume on the selected disk. If the amount of free space is not
adequate, select a different disk until you find one that has enough available free space.

5. Exit SMIT.

6. Use the mklv command to create the raw logical volume. The following command creates a raw
logical volume named 1vdb2003 in the db2vg volume group using 38 4-MB physical partitions:

mklv -y Tvdb2003 db2vg 38
Use the -y flag to provide a name for the logical volume instead of using a system-generated name.

At this point, the raw logical volume is created. If you list the contents of your volume group, a raw logical
volume is shown with the default type, which is jfs. This type entry for a logical volume is simply a label. It
does not indicate a file system is mounted for your raw logical volume.

Consult your application’s instructions on how to open /dev/rawlLVname and how to use this raw space.

For more information

* The @ command description in AIX Version 6.1 Commands Reference

« |AIX Logical Volume Manager from A to Z: Introduction and Conceptd, an IBM Redbooks publication
« |AIX Storage Management, an IBM Redbooks publication

Mirroring a volume group
These scenarios explain how to mirror a normal volume group.

If you want to mirror the root volume group (rootvg), see [‘Mirroring the root volume group” on page 41
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The following instructions show you how to mirror a root volume group using the System Management
Interface Tool (SMIT). You can also use Web-based System Manager

(select a volume group in the Volumes container, then choose Mirror from the Selected menu).
Experienced administrators can use the mirrorvg command.

1. With root authority, add a disk to the volume group using the following SMIT fast path:
smit extendvg

2. Mirror the volume group onto the new disk by typing the following SMIT fast path:
smit mirrorvg

3. In the first panel, select a volume group for mirroring.

4. In the second panel, you can define mirroring options or accept defaults. Online help is available if you
need it.

Note: When you complete the SMIT panels and click OK or exit, the underlying command can take a
significant amount of time to complete. The length of time is affected by error checking, the size
and number of logical volumes in the volume group, and the time it takes to synchronize the newly
mirrored logical volumes.

At this point, all changes to the logical volumes will be mirrored as you specified in the SMIT panels.

Mirroring the root volume group
The following scenario explains how to mirror the root volume group (rootvg).

Note:

1. Mirroring the root volume group requires advanced system administration experience. If not
done correctly, you can cause your system to be unbootable.

2. Mirrored dump devices are supported in AlX 4.3.3 or later.

In the following scenario, the rootvg is contained on hdisk01, and the mirror is being made to a disk called
hdiskl1:

1. Check that hdiskl1l is supported by AIX as a boot device:
bootinfo -B hdiskll

If this command returns a value of 1, the selected disk is bootable by AIX. Any other value indicates
that hdiskl1 is not a candidate for rootvg mirroring.

2. Extend rootvg to include hdiskl1, using the following command:
extendvg rootvg hdiskll
If you receive the following error messages:

0516-050 Not enough descriptor space left in this volume group, Either try
adding a smaller PV or use another volume group.

or a message similar to:

0516-1162 extendvg: Warning, The Physical Partition size of 16 requires the
creation of 1084 partitions for hdiskll. The Timitation for volume group
rootvg is 1016 physical partitions per physical volume. Use chvg command with
the -t option to attempt to change the maximum physical partitions per Physical
Volume for this volume group.

You have the following options:

* Mirror the rootvg to an empty disk that already belongs to the rootvg.

* Use a smaller disk.

* Change the maximum number of partitions supported by the rootvg, using the following procedure:
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a. Check the message for the number of physical partitions needed for the destination disk and the
maximum number currently supported by rootvg.

b. Use the chvg -t command to multiply the maximum number of partitions currently allowed in
rootvg (in the above example, 1016) to a number that is larger than the physical partitions
needed for the destination disk (in the above example, 1084). For example:

chvg -t 2 rootvg
c. Reissue the extendvg command at the beginning of step
3. Mirror the rootvg, using the exact mapping option, as shown in the following command:

mirrorvg -m rootvg hdiskll

This command will turn off quorum when the volume group is rootvg. If you do not use the exact
mapping option, you must verify that the new copy of the boot logical volume, hd5, is made of
contiguous partitions.

4. |Initialize all boot records and devices, using the following command:
bosboot -a

5. Initialize the boot list with the following command:
bootlist -m normal hdisk0l hdiskll

Note:

a. Even though the bootlist command identifies hdisk11 as an alternate boot disk, it cannot
guarantee the system will use hdiskll as the boot device if hdisk01 fails. In such case, you
might have to boot from the product media, select maintenance, and reissue the bootlist
command without naming the failed disk.

b. If your hardware model does not support the bootlist command, you can still mirror the
rootvg, but you must actively select the alternate boot disk when the original disk is
unavailable.

Unmirroring the root volume group
You can unmirror the root volume group.

Attention: Unmirroring the root volume group requires advanced system administration experience. If
not done correctly, your system can become unbootable.

In the following scenario, the root volume group is on hdiskO1 and mirrored onto hdisk11. This example
removes the mirror on hdisk11. The procedure is the same, regardless of which disk you booted to last.

1. Use the following command to unmirror the root volume group on hdisk11:

unmirrorvg rootvg hdiskll

The unmirrorvg command turns quorum back on for the root volume group.
2. Use the following command to reduce the disk out of the root volume group:
reducevg rootvg hdiskll
3. Use the following command to reinitialize the boot record of the remaining disk:
bosboot -a -d /dev/hdisk01
4. Use the following command to modify the boot list in order to remove the unmirrored disk from the list:
bootTist -m normal hdisk01

The disk is unmirrored.

Disk removal while the system remains available
The following procedure describes how to remove a disk using the hot-removability feature, which lets you
remove the disk without turning the system off. This feature is only available on certain systems.
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Hot removability is useful when you want to:

* Remove a disk that contains data in a separate non-rootvg volume group for security or maintenance
purposes.

* Permanently remove a disk from a volume group.
» Correct a disk failure.

Removing a disk with data:
Use this procedure to remove a disk that contains data without turning the system off.

The disk you are removing must be in a separate non-rootvg volume group. Use this procedure when you
want to move a disk to another system.

1. To list the volume group associated with the disk you want to remove, type:
smit Tspv

Your output looks similar to the following:

PHYSICAL VOLUME: hdisk2 VOLUME GROUP: imagesvg

PV IDENTIFIER: 00083772caa7896e VG IDENTIFIER 0004234500004c00000000e9b5cac262
PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE: yes

PP SIZE: 16 megabyte(s) LOGICAL VOLUMES: 5

TOTAL PPs: 542 (8672 megabytes) VG DESCRIPTORS: 2

FREE PPs: 19 (304 megabytes) HOT SPARE: no

USED PPs: 523 (8368 megabytes)

FREE DISTRIBUTION: 00..00..00..00..19
USED DISTRIBUTION: 109..108..108..108..90

The name of the volume group is listed in the VOLUME GROUP field. In this example, the volume
group is imagesvg.
2. To verify that the disk is in a separate non-rootvg volume group, type:

smit Tsvg

Then select the volume group associated with your disk (in this example, imagesvg). Your output looks
similar to the following:

VOLUME GROUP: imagesvg VG IDENTIFIER: 0004234500004c00000000e9b5cac262
VG STATE: active PP SIZE: 16 megabyte(s)

VG PERMISSION: read/write TOTAL PPs: 542 (8672 megabytes)
MAX LVs: 256 FREE PPs: 19 (304 megabytes)
LVs: 5 USED PPs: 523 (8368 megabytes)
OPEN LVs: 4 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 1 AUTO ON: yes

MAX PPs per PV: 1016 MAX PVs: 32

LTG size: 128 kilobyte(s) AUTO SYNC: no

HOT SPARE: no

In this example, the TOTAL PVs field indicates there is only one physical volume associated with
imagesvg. Because all data in this volume group is contained on hdisk2, hdisk2 can be removed using
this procedure.

3. To unmount any file systems on the logical volumes on the disk, type:
smit umountfs

4. To deactivate and export the volume group in which the disk resides, unconfigure the disk and turn it
off, type:
smit exportvgrds
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When the procedure completes, the system displays a message indicating the cabinet number and
disk number of the disk to be removed. If the disk is placed at the front side of the cabinet, the disk
shutter automatically opens.

5. Look at the LED display for the disk you want to remove. Ensure the yellow LED is off (not lit).

6. Physically remove the disk. For more information about the removal procedure, see the service guide
for your machine.

At this point, the disk is physically and logically removed from your system. If you are permanently
removing this disk, this procedure is completed. You can also do one of the following:

+ Import the removed disk to another system. See [‘lmporting or exporting a volume group” on page 37
. Reilace the removed disk with a new one. See [‘Adding disks while the system remains available” on|

Removing a disk without data:

The following procedure describes how to remove a disk that contains either no data or no data that you
want to keep.

Attention: The following procedure erases any data that resides on the disk.
1. To unmount any file systems on the logical volumes on the disk, type:
smit umountfs

2. To deactivate and export any volume group in which the disk resides, unconfigure the disk and turn it
off, type:
smit exportvgrds

When the procedure completes, the system displays a message indicating the cabinet number and
disk number of the disk to be removed. If the disk is placed at the front side of the cabinet, the disk
shutter automatically opens.

3. Look at the LED display for the disk you want to remove. Ensure the yellow LED is off (not lit).

4. Physically remove the disk. For more information about the removal procedure, see the service guide
for your machine.

At this point, the disk is physically and logically removed from your system. If you are permanently
removing this disk, this procedure is completed. If you want to replace the removed disk with a new one,
see [‘Adding disks while the system remains available” on page 32/

Removing a logical volume by removing the file system:

The following procedure explains how to remove a JFS or JFS2 file system, its associated logical volume,
its associated stanza in the /etc/filesystems file, and, optionally, the mount point (directory) where the file
system is mounted.

Attention: When you remove a file system, you destroy all data in the specified file systems and logical
volume.

If you want to remove a logical volume with a different type of file system mounted on it or a logical
volume that does not contain a file system, refer to [‘Removing a logical volume only” on page 45

To remove a journaled file system through Web-based System Manager, use the following procedure:

1. If Web-based System Manager is not already running, with root authority type wsm on the command
line.

2. Select a host name.
3. Select the File Systems container.
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Select the Journaled File Systems container.
Select the file system you want to remove.
From the Selected menu, select Unmount.
From the Selected menu, select Delete.

N o o s

To remove a journaled file system through SMIT, use the following procedure:

1. Unmount the file system that resides on the logical volume with a command similar to the following
example:

umount /adam/usr/Tlocal

Note: You cannot use the umount command on a device in use. A device is in use if any file is open
for any reason or if a user’s current directory is on that device.

2. To remove the file system, type the following fast path:
smit rmfs
3. Select the name of the file system you want to remove.

4. Go to the Remove Mount Point field and toggle to your preference. If you select yes, the underlying
command will also remove the mount point (directory) where the file system is mounted (if the directory
is empty).

5. Press Enter to remove the file system. SMIT prompts you to confirm whether you want to remove the
file system.

6. Confirm you want to remove the file system. SMIT displays a message when the file system has been
removed successfully.

At this point, the file system, its data, and its associated logical volume are completely removed from your
system.

Removing a logical volume only:

Use this procedure to remove a logical volume with a different type of file system mounted on it or a
logical volume that does not contain a file system.

Attention: Removing a logical volume destroys all data in the specified file systems and logical volume.

The following procedures explain how to remove a logical volume and any associated file system. You can
use this procedure to remove a non-JFS file system or a logical volume that does not contain a file
system. After the following procedures describe how to remove a logical volume, they describe how to
remove any non-JFS file system’s stanza in the /etc/filesystems file.

To remove a logical volume through Web-based System Manager, use the following procedure:

1. If Web-based System Manager is not already running, with root authority, type wsm on the command
line.

Select a host name.

If the logical volume does not contain a file system, skip to step 10.

Select the File Systems container.

Select the container for the appropriate file system type.

Select the file system you want to unmount.

From the Selected menu, select Unmount.

Select the appropriate file system container in the navigation area to list its file systems.
Note the logical volume name of the system you want to remove.

Select the Volumes container.

Select the Logical Volumes container.

SO 0N oA
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12. Select the logical volume you want to remove.
13. From the Selected menu, select Delete.

To remove a logical volume through SMIT, use the following procedure:

1.
2.

If the logical volume does not contain a file system, skip to step 4.
Unmount all file systems associated with the logical volume by typing:
unmount /FSname

Where /FSname is the full path name of a file system.

Note:

a. The unmount command fails if the file system you are trying to unmount is currently being
used. The unmount command executes only if none of the file system’s files are open and
no user’s current directory is on that device.

b. Another name for the unmount command is umount. The names are interchangeable.
To list information you need to know about your file systems, type the following fast path:
smit 1sfs

The following is a partial listing:

Name Nodename  Mount Pt
/dev/hd3 -- /tmp
/dev/locallv -- /adam/usr/local

Assuming standard naming conventions for the second listed item, the file system is named
/adam/ust/local and the logical volume is Tocallv. To verify this, type the following fast path:

smit Tslv2

The following is a partial listing:

imagesvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
hd3 jfs 4 4 1 open/syncd /tmp

locallv mine 4 4 1 closed/syncd /adam/usr/Tocal

To remove the logical volume, type the following fast path on the command line:
smit rmlv
Select the name of the logical volume you want to remove.

Go to the Remove Mount Point field and toggle to your preference. If you select yes, the underlying
command will also remove the mount point (directory) where the file system is mounted (if any, and if
that directory is empty).

Press Enter to remove the logical volume. SMIT prompts you to confirm whether you want to remove
the logical volume.

Confirm you want to remove the logical volume. SMIT displays a message when the logical volume
has been removed successfully.

If the logical volume had a non-JFS file system mounted on it, remove the file system and its
associated stanza in the /etc/filesystems file, as shown in the following example:

rmfs /adam/usr/Tocal
Or, you can use the file system name as follows:
rmfs /dev/locallv

At this point, the logical volume is removed. If the logical volume contained a non-JFS file system, that
system’s stanza has also been removed from the /etc/filesystems file.

Resizing a RAID volume group:
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In AIX 5.2 and later versions, on systems that use a redundant array of independent disks (RAID), chvg
and chpv command options provide the ability to add a disk to the RAID group and grow the size of the
physical volume that LVM uses without interruptions to the use or availability of the system.

Note:

1. This feature is not available while the volume group is activated in classic or in enhanced
concurrent mode.

2. The rootvg volume group cannot be resized using the following procedure.
3. A volume group with an active paging space cannot be resized using the following procedure.

The size of all disks in a volume group is automatically examined when the volume group is activated
(varyon). If growth is detected, the system generates an informational message.

The following procedure describes how to grow disks in a RAID environment:
1. To check for disk growth and resize if needed, type the following command:
chvg -g VGname

Where VGname is the name of your volume group. This command examines all disks in the volume
group. If any have grown in size, it attempts to add physical partitions to the physical volume. If
necessary, it will determine the appropriate 1016 limit multiplier and convert the volume group to a big
volume group.

2. To turn off LVM bad block relocation for the volume group, type the following command:
chvg -b ny VGname

Where VGname is the name of your volume group.

Volume group strategy

Disk failure is the most common hardware failure in the storage system, followed by failure of adapters
and power supplies. Protection against disk failure primarily involves the configuration of the logical
volumes.

See [‘Logical volume strategy” on page 49| for more information. Volume group size can also play a part.

To protect against adapter and power supply failure, consider a special hardware configuration for any
specific volume group. Such a configuration includes two adapters and at least one disk per adapter, with
mirroring across adapters, and a nonquorum volume group configuration. The additional expense of this
configuration is not appropriate for all sites or systems. It is recommended only where high (up-to-the-last
second) availability is a priority. Depending on the configuration, high availability can cover hardware
failures that occur between the most recent backup and the current data entry. High availability does not
apply to files deleted by accident.

When to create separate volume groups
There are several reasons why you might want to organize physical volumes into volume groups separate
from rootvg.

* For safer and easier maintenance.

— Operating system updates, reinstallations, and crash recoveries are safer because you can separate
user file systems from the operating system so that user files are not jeopardized during these
operations.

— Maintenance is easier because you can update or reinstall the operating system without having to
restore user data. For example, before updating, you can remove a user-defined volume group from
the system by unmounting its file systems. Deactivate it using the varyoffvg command, then export
the group using the exportvg command. After updating the system software, you can reintroduce the
user-defined volume group using the importvg command, then remount its file systems.
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» For different physical-partition sizes. All physical volumes within the same volume group must have the
same physical partition size. To have physical volumes with different physical partition sizes, place each
size in a separate volume group.

* When different quorum characteristics are required. If you have a file system for which you want to
create a nonquorum volume group, maintain a separate volume group for that data; all of the other file
systems should remain in volume groups operating under a quorum.

* For security. For example, you might want to remove a volume group at night.

» To switch physical volumes between systems. If you create a separate volume group for each system
on an adapter that is accessible from more than one system, you can switch the physical volumes

between the systems that are accessible on that adapter without interrupting the normal operation of
either (see the [varyoffvg] |exportvg] importvg] and [varyonvg| commands).

High availability in case of disk failure
The primary methods used to protect against disk failure involve logical volume configuration settings,
such as mirroring.

While the volume group considerations are secondary, they have significant economic implications
because they involve the number of physical volumes per volume group:

» The quorum configuration, which is the default, keeps the volume group active (varied on) as long as a
quorum (51%) of the disks is present. For more information about requirements, see [‘Vary-on process’|

page 72.|In most cases, you need at least three disks with mirrored copies in the volume group to
protect against disk failure.

» The nonquorum configuration keeps the volume group active (varied on) as long as one VGDA is
available on a disk (see [‘Conversion of a volume group to nonquorum status” on page 74| With this
configuration, you need only two disks with mirrored copies in the volume group to protect against disk
failure.

When deciding on the number of disks in each volume group, you must also plan for room to mirror the
data. Keep in mind that you can only mirror and move data between disks that are in the same volume
group. If the site uses large file systems, finding disk space on which to mirror could become a problem at
a later time. Be aware of the implications on availability of inter-disk settings for logical volume copies (see
“Inter-disk settings for logical volume copies” on page 53) and intra-disk allocation (see
allocation policies for each logical volume” on page 54) for a logical volume.

High availability in case of adapter or power supply failure
To protect against adapter or power supply failure, depending on your requirements, do one or more of the
following.

» Use two adapters, located in the same or different chassis. Locating the adapters in different chassis
protects against losing both adapters if there is a power supply failure in one chassis.

» Use two adapters, attaching at least one disk to each adapter. This protects against a failure at either
adapter (or power supply if adapters are in separate cabinets) by still maintaining a quorum in the
volume group, assuming cross-mirroring (copies for a logical partition cannot share the same physical
volume) between the logical volumes on disk A (adapter A) and the logical volumes on disk B (adapter
B). This means that you copy the logical volumes that reside on the disks attached to adapter A to the
disks that reside on adapter B and also that you copy the logical volumes that reside on the disks
attached to adapter B to the disks that reside on adapter A as well.

» Configure all disks from both adapters into the same volume group. This ensures that at least one
logical volume copy remains intact in case an adapter fails, or, if cabinets are separate, in case a power
supply fails.

* Make the volume group a nonquorum volume group. This allows the volume group to remain active as
long as one Volume Group Descriptor Area (VGDA) is accessible on any disk in the volume group. See
[‘Conversion of a volume group to nonquorum status” on page 74| for more information.

48  AIX Version 6.1 Operating system and device management



* If there are two disks in the volume group, implement cross-mirroring between the adapters. If more
than one disk is available on each adapter, implement double-mirroring. In that case, you create a
mirrored copy on a disk that uses the same adapter and one on a disk using a different adapter.

Logical volume strategy

The policies described here help you set a strategy for logical volume use that is oriented toward a
combination of availability, performance, and cost that is appropriate for your site.

Availability is the ability to access data even if its associated disk has failed or is inaccessible. The data
might remain accessible through copies of the data that are made and maintained on separate disks and
adapters during normal system operation. Techniques such as mirroring and the use of hot spare disks
can help ensure data availability.

Performance is the average speed at which data is accessed. Policies such as write-verify and mirroring
enhance availability but add to the system processing load, and thus degrade performance. Mirroring
doubles or triples the size of the logical volume. In general, increasing availability degrades performance.
Disk striping can increase performance. Beginning with AIX 4.3.3, disk striping is allowed with mirroring.
Beginning with AIX 5.1, you can detect and remedy hot-spot problems that occur when some of the logical
partitions on your disk have so much disk I/O that your system performance noticeably suffers.

By controlling the allocation of data on the disk and between disks, you can tune the storage system for
the highest possible performance. See Performance management for detailed information on how to
maximize storage-system performance.

Use the following sections to evaluate the trade-offs among performance, availability, and cost. Remember
that increased availability often decreases performance, and vice versa. Mirroring may increase
performance, however, the LVM chooses the copy on the least busy disk for Reads.

Note: Mirroring does not protect against the loss of individual files that are accidentally deleted or
lost because of software problems. These files can only be restored from conventional tape or disk
backups.

Requirements for mirroring or striping

Determine whether the data that is stored in the logical volume is valuable enough to warrant the
processing and disk-space costs of mirroring. If you have a large sequential-access file system that is
performance-sensitive, you may want to consider disk striping.

Performance and mirroring are not always opposed. If the different instances (copies) of the logical
partitions are on different physical volumes, preferably attached to different adapters, the LVM can improve
Read performance by reading the copy on the least busy disk. Write performance, unless disks are
attached to different adapters, always cost the same because you must update all copies. It is only
necessary to read one copy for a Read operation.

AIX LVM supports the following RAID options:
Table 2. Logical Volume Manager support for RAID

RAID 0 Striping
RAID 1 Mirroring
RAID 10 or 0+1 Mirroring and striping

While mirroring improves storage system availability, it is not intended as a substitute for conventional tape
backup arrangements.
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You can mirror the rootvg, but if you do, create a separate dump logical volume. Dumping to a mirrored
logical volume can result in an inconsistent dump. Also, because the default dump device is the primary
paging logical volume, create a separate dump logical volume if you mirror your paging logical volumes.

Normally, whenever data on a logical partition is updated, all the physical partitions containing that logical
partition are automatically updated. However, physical partitions can become stale (no longer containing
the most current data) because of system malfunctions or because the physical volume was unavailable at
the time of an update. The LVM can refresh stale partitions to a consistent state by copying the current
data from an up-to-date physical partition to the stale partition. This process is called mirror
synchronization. The refresh can take place when the system is restarted, when the physical volume
comes back online, or when you issue the syncvg command.

Any change that affects the physical partition makeup of a boot logical volume requires that you run the
bosboot command after that change. This means that actions such as changing the mirroring of a boot
logical volume require a bosboot.

Scheduling policies for mirrored writes to disk:

For data that has only one physical copy, the logical volume device driver (LVDD) translates a logical
Read or Write request address into a physical address and calls the appropriate physical device driver to
service the request. This single-copy or nonmirrored policy handles bad block relocation for Write requests
and returns all Read errors to the calling process.

If you use mirrored logical volumes, the following scheduling policies for writing to disk can be set for a
logical volume with multiple copies:

Sequential-scheduling policy
Performs Writes to multiple copies or mirrors in order. The multiple physical partitions representing
the mirrored copies of a single logical partition are designated primary, secondary, and tertiary. In
sequential scheduling, the physical partitions are written to in sequence. The system waits for the
Write operation for one physical partition to complete before starting the Write operation for the
next one. When all write operations have been completed for all mirrors, the Write operation is
complete.

Parallel-scheduling policy
Simultaneously starts the Write operation for all the physical partitions in a logical partition. When
the Write operation to the physical partition that takes the longest to complete finishes, the Write
operation is completed. Specifying mirrored logical volumes with a parallel-scheduling policy might
improve I/O read-operation performance, because multiple copies allow the system to direct the
read operation to the least busy disk for this logical volume.

Parallel write with sequential read-scheduling policy
Simultaneously starts the Write operation for all the physical partitions in a logical partition. The
primary copy of the read is always read first. If that Read operation is unsuccessful, the next copy
is read. During the Read retry operation on the next copy, the failed primary copy is corrected by
the LVM with a hardware relocation. This patches the bad block for future access.

Parallel write with round robin read-scheduling policy
Simultaneously starts the Write operation for all the physical partitions in a logical partition. Reads
are switched back and forth between the mirrored copies.

Bad block policy
Indicates whether the volume group is enabled for bad block relocation. The default value is yes.
When the value is set to yes for the volume group, the bad blocks can be relocated. When the
value is set to no, the policy overrides the logical volume settings. When the value is changed, all
logical volumes continue with the previous setting. The value indicates whether or not a requested
I/O must be directed to a relocated block. If the value is set to yes, the volume group allows bad
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block relocation. If the value is set to no, bad block allocation is not completed. The LVM performs
software relocation only when hardware relocation fails. Otherwise, the LVM bad block relocation
(BBR) flag has no effect.

Note: Bad block relocation is disabled unless the bad block policy settings for volume group and
logical volume are both set to yes.

Mirror Write Consistency policy for a logical volume:

When Mirror Write Consistency (MWC) is turned ON, logical partitions that might be inconsistent if the
system or the volume group is not shut down properly are identified. When the volume group is varied
back online, this information is used to make logical partitions consistent. This is referred to as active
MWC.

When a logical volume is using active MWC, then requests for this logical volume are held within the
scheduling layer until the MWC cache blocks can be updated on the target physical volumes. When the
MWC cache blocks have been updated, the request proceeds with the physical data Write operations.
Only the disks where the data actually resides must have these MWC cache blocks written to it before the
Write can proceed.

When active MWC is being used, system performance can be adversely affected. Adverse effects are
caused by the overhead of logging or journaling a Write request in which a Logical Track Group (LTG) is
active. The allowed LTG sizes for a volume group are 128 K, 256 K, 512 K, 1024 K, 2 MB, 4 MB, 8 MB,
and 16 MB.

Note: To have an LTG size greater than 128 K, the disks contained in the volume group must support 1/0
requests of this size from the disk’s strategy routines. The LTG is a contiguous block contained
within the logical volume and is aligned on the size of the LTG. This overhead is for mirrored Writes
only.

It is necessary to guarantee data consistency between mirrors only if the system or volume group crashes
before the Write to all mirrors has been completed. All logical volumes in a volume group share the MWC
log. The MWC log is maintained on the outer edge of each disk. Locate the logical volumes that use
Active MWC at the outer edge of the disk so that the logical volume is in close proximity to the MWC log
on disk.

When MWC is set to passive, the volume group logs that the logical volume has been opened. After a
crash when the volume group is varied on, an automatic force sync of the logical volume is started.
Consistency is maintained while the force sync is in progress by using a copy of the read recovery policy
that propagates the blocks being read to the other mirrors in the logical volume. This policy is only
supported on the BIG volume group type.

When MWC is turned OFF, the mirrors of a mirrored logical volume can be left in an inconsistent state in
the event of a system or volume group crash. There is no automatic protection of mirror consistency.
Writes outstanding at the time of the crash can leave mirrors with inconsistent data the next time the
volume group is varied on. After a crash, any mirrored logical volume that has MWC turned OFF should
perform a forced sync before the data within the logical volume is used. For example,

syncvg -f -1 LTVname

An exception to forced sync is logical volumes whose content is only valid while the logical volume is
open, such as paging spaces.

A mirrored logical volume is the same as a nonmirrored logical volume with respect to a Write. When LVM

completely finishes with a Write request, the data has been written to all the drive(s) below LVM. The
outcome of the Write is unknown until LVM issues an iodone on the Write. After this is complete, no
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recovery after a crash is necessary. Any blocks being written that have not been completed (iodone) when
a machine crashes should be checked and rewritten, regardless of the MWC setting or whether they are
mirrored.

Because a mirrored logical volume is the same as a honmirrored logical volume, there is no such thing as
latest data. All applications that care about data validity need to determine the validity of the data of
outstanding or in-flight writes that did not complete before the volume group or system crashed, whether or
not the logical volume was mirrored.

Active and passive MWC make mirrors consistent only when the volume group is varied back online after
a crash by picking one mirror and propagating that data to the other mirrors. These MWC policies do not
keep track of the latest data. Active MWC only keeps track of LTGs currently being written, therefore MWC
does not guarantee that the latest data will be propagated to all the mirrors. Passive MWC makes mirrors
consistent by going into a propagate-on-read mode after a crash. It is the application above LVM that has
to determine the validity of the data after a crash. From the LVM perspective, if the application always
reissues all outstanding Writes from the time of the crash, the possibly inconsistent mirrors will be
consistent when these Writes finish, (as long as the same blocks are written after the crash as were
outstanding at the time of the crash).

Note: Mirrored logical volumes containing either JFS logs or file systems must be synchronized after a
crash either by forced sync before use, by turning MWC on, or turning passive MWC on.

Inter-disk allocation policies
The inter-disk allocation policy specifies the number of disks on which the physical partitions of a logical
volume are located.

The physical partitions for a logical volume might be located on a single disk or spread across all the disks
in a volume group. The following options are used with the mklv and chlv commands to determine
inter-disk policy:

* The Range option determines the number of disks used for a single physical copy of the logical volume.

* The Strict option determines whether the mklv operation succeeds if two or more copies must occupy
the same physical volume.

« The Super Strict option specifies that the partitions allocated for one mirror cannot share a physical
volume with the partitions from another mirror.

» Striped logical volumes can only have a maximum range and a super strict inter-disk policy.
Inter-disk settings for a single copy of the logical volume:
If you select the minimum inter-disk setting (Range = minimum), the physical partitions assigned to the

logical volume are located on a single disk to enhance availability. If you select the maximum inter-disk
setting (Range = maximum), the physical partitions are located on multiple disks to enhance performance.

The allocation of mirrored copies of the original partitions is discussed in [‘Inter-disk settings for logicall
[volume copies” on page 53/

For nonmirrored logical volumes, use the minimum setting to provide the greatest availability (access to
data in case of hardware failure). The minimum setting indicates that one physical volume contains all the
original physical partitions of this logical volume if possible. If the allocation program must use two or more
physical volumes, it uses the minimum number, while remaining consistent with other parameters.

By using the minimum number of physical volumes, you reduce the risk of losing data because of a disk
failure. Each additional physical volume used for a single physical copy increases that risk. A nonmirrored
logical volume spread across four physical volumes is four times as likely to lose data because of one
physical volume failure than a logical volume contained on one physical volume.
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The following figure illustrates a minimum inter-disk allocation policy.

Physical Partitions

Figure 3. Minimum Inter-Disk Allocation Policy

This illustration shows three disks. One disk contains three physical partitions; the others have no physical
partitions.

The maximum setting, considering other constraints, spreads the physical partitions of the logical volume
as evenly as possible over as many physical volumes as possible. This is a performance-oriented option,
because spreading the physical partitions over several disks tends to decrease the average access time
for the logical volume. To improve availability, the maximum setting is only used with mirrored logical
volumes.

The following figure illustrates a maximum inter-disk allocation policy.

Physical Partition Physical Partition Physical Partition
1 2 3

Figure 4. Maximum Inter-Disk Allocation Policy

This illustration shows three disks, each containing one physical partition.

These definitions are also applicable when extending or copying an existing logical volume. The allocation
of new physical partitions is determined by your current allocation policy and where the existing used
physical partitions are located.

Inter-disk settings for logical volume copies:
The allocation of a single copy of a logical volume on disk is fairly straightforward.

When you create mirrored copies, however, the resulting allocation is somewhat complex. The figures that
follow show minimum maximum and inter-disk (Range) settings for the first instance of a logical volume,
along with the available Strict settings for the mirrored logical volume copies.

For example, if there are mirrored copies of the logical volume, the minimum setting causes the physical
partitions containing the first instance of the logical volume to be allocated on a single physical volume, if
possible. Then, depending on the setting of the Strict option, the additional copy or copies are allocated on
the same or on separate physical volumes. In other words, the algorithm uses the minimum number of
physical volumes possible, within the constraints imposed by other parameters such as the Strict option, to
hold all the physical partitions.

The setting Strict = y means that each copy of the logical partition is placed on a different physical
volume. The setting Strict = n means that the copies are not restricted to different physical volumes. By
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comparison, the Super Strict option would not allow any physical partition from one mirror to be on the
same disk as a physical partition from another mirror of the same logical volume.

Note: If there are fewer physical volumes in the volume group than the number of copies per logical
partition you have chosen, set Strict to n. If Strict is set to y, an error message is returned when
you try to create the logical volume.

The following figure illustrates a minimum inter-disk allocation policy with differing Strict settings:

S/ R
hd1 hd2 hd1 hd2
Copy 2 Copy 2 Copy3 Copy 3

Minimum Inter-Disk Policy with a
Single Logical Volume Copy per Disk (Strict = y)

hd1 hd2

Copy 3 Copy 3

hd2
Copy 2

hd1
Copy 1

hd2
Copy 1
Minimum Inter-Disk Policy with a
Multiple Logical Volume Copies per Disk (Strict = n)

Figure 5. Minimum Inter-Disk Policy/Strict. This illustration shows that if the Strict option is equal to Yes, each copy of
the logical partition is on a different physical volume. If Strict is equal to No, all copies of the logical partitions are on a
single physical volume.

The following figure illustrates a maximum inter-disk allocation policy with differing Strict settings:

hd1
Partition 2
(Copy 1) ha1 hd1

Partition 1 Partition 1 Parmlon 2
(Copy 1) (Copy 2) (Copy 2)

Maximum Inter-Disk Policy with a
Single Logical Volume Copy per Disk (Strict = y)

Panmon 1 hd1 Partition
(Copy 1 2 (Copy 1) %Z :
hd1
Bdltt 1 Partition 2
artition Copy 2
(Copy 2) (Copy 2)

Maximum Inter-Disk Policy with Multiple Logical
Volume Copies per Disk (Strict = n)

Figure 6. Maximum Inter-Disk Policy/Strict. This illustration shows that if the Strict option is equal to Yes, each copy of
a partition is on a separate physical volume. If Strict is equal to No, all copies are on a single physical volume.

Intra-disk allocation policies for each logical volume
The intra-disk allocation policy choices are based on the five regions of a disk where physical partitions
can be located.
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The closer a given physical partition is to the center of a physical volume, the lower the average seek time
is because the center has the shortest average seek distance from any other part of the disk.

The file system log is a good candidate for allocation at the center of a physical volume because it is so
frequently used by the operating system. At the other extreme, the boot logical volume is used infrequently
and therefore is allocated at the edge or middle of the physical volume.

The general rule is that the more 1/Os, either absolutely or during the running of an important application,
the closer to the center of the physical volumes the physical partitions of the logical volume needs to be
allocated.

This rule has one important exception: Mirrored logical volumes with Mirror Write Consistency (MWC) set
to On are at the outer edge because that is where the system writes MWC data. If mirroring is not in
effect, MWC does not apply and does not affect performance.

The five regions where physical partitions can be located are as follows:
1. outer edge

inner edge

outer middle

inner middle

center

SRS

The edge partitions have the slowest average seek times, which generally result in longer response times
for any application that uses them. The center partitions have the fastest average seek times, which
generally result in the best response time for any application that uses them. There are, however, fewer
partitions on a physical volume at the center than at the other regions.

Combining allocation policies
If you select inter-disk and intra-disk policies that are not compatible, you might get unpredictable results.

The system assigns physical partitions by allowing one policy to take precedence over the other. For
example, if you choose an intra-disk policy of center and an inter-disk policy of minimum, the inter-disk
policy takes precedence. The system places all of the partitions for the logical volume on one disk if
possible, even if the partitions do not all fit into the center region. Make sure you understand the
interaction of the policies you choose before implementing them.

Using map files for precise allocation

If the default options provided by the inter- and intra-disk policies are not sufficient for your needs,
consider creating map files to specify the exact order and location of the physical partitions for a logical
volume.

You can use Web-based System Manager, SMIT, or the mklv -m command to create map files.

For example, to create a ten-partition logical volume called Iv06 in the rootvg in partitions 1 through 3, 41
through 45, and 50 through 60 of hdisk1, you could use the following procedure from the command line.

1. To verify that the physical partitions you plan to use are free to be allocated, type:
Ispv -p hdiskl
2. Create a file, such as /tmp/mymapl, containing:

hdiskl:1-3
hdiskl:41-45
hdiskl:50-60

The mklv command allocates the physical partitions in the order that they appear in the map file. Be
sure that there are sufficient physical partitions in the map file to allocate the entire logical volume that
you specify with the mklv command. (You can list more than you need.)
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3. Type the command:
mklv -t jfs -y 1v06 -m /tmp/mymapl rootvg 10

Developing striped logical volume strategies
Striped logical volumes are used for large sequential file systems that are frequently accessed and
performance-sensitive. Striping is intended to improve performance.

Note: A dump space or boot logical volume cannot be striped. The boot logical volume must be
contiguous physical partitions.

To create a 12-partition striped logical volume called 1v07 in VGName with a strip size (the strip size
multiplied by the number of disks in an array equals the stripe size) of 16 KB across hdisk1, hdisk2, and
hdisk3, type:

mklv -y Tv07 -S 16K VGName 12 hdiskl hdisk2 hdisk3

To create a 12-partition striped logical volume called 1v08 in VGName with a strip size of 8 KB across any
three disks within VGName, type:

mklv -y Tv08 -S 8K -u 3 VGName 12

For more information on how to improve performance by using disk striping, see Performance
management.

Write-verify policies
Using the write-verify option causes all Write operations to be verified by an immediate follow-up Read
operation to check the success of the Write.

If the Write operation is not successful, you get an error message. This policy enhances availability but
degrades performance because of the extra time needed for the Read. You can specify the use of a
write-verify policy on a logical volume either when you create it using the mklv command, or later by
changing it with the chlv command.

Hot-spare disk policies
Beginning with AIX 5.1, you can designate disks as hot-spare disks for a volume group with mirrored
logical volumes.

When you designate which disks to use as hot-spare disks, you can specify a policy to be used if a disk or
disks start to fail and you can specify synchronization characteristics. This support complements but does
not replace the sparing support available with serial storage architecture (SSA) disks. You can also use
hot-spare disks with SSA disks when you add one to your volume group.

If you add a physical volume to a volume group (to mark it as a hot-spare disk), the disk must have at
least the same capacity as the smallest disk already in the volume group. When this feature is
implemented, data will be migrated to a hot-spare disk when Mirror Write Consistency (MWC) write failures
mark a physical volume missing.

The commands to enable hot-speare disk support, chvg and chpv, provide several options in how you
implement the feature at your site, as shown by the following syntax:

chvg -hhotsparepolicy -ssyncpolicy VolumeGroup

Where hotsparepolicy determines which of the following policies you want to use when a disk is failing:

y Automatically migrates partitions from one failing disk to one spare disk. From the pool of hot
spare disks, the smallest one that is big enough to substitute for the failing disk will be used.

Y Automatically migrates partitions from a failing disk, but might use the complete pool of hot-spare
disks.
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n Does not migrate automatically (default).

r Removes all disks from the pool of hot-spare disks for this volume group.

The syncpolicy argument determines whether you want to synchronize any stale partitions automatically:
y Automatically tries to synchronize stale partitions.

n Does not automatically try to synchronize stale partitions. (This option is the default.)

The VolumeGroup argument specifies the name of the associated mirrored volume group.

Hot spot management in logical volumes
Beginning with AIX 5.1, you can identify hot spot problems with your logical volumes and remedy those
problems without interrupting the use of your system.

A hot-spot problem occurs when some of the logical partitions on your disk have so much disk 1/O that
your system performance noticeably suffers.

The first step toward solving the problem is to identify it. By default, the system does not collect statistics
for logical volume use. After you enable the gathering of these statistics, the first time you enter the
command, the system displays the counter values since the previous system reboot. Thereafter,
each time you enter the lvmstat command, the system displays the difference since the previous lvmstat
command.

By interpreting the output of the Ivmstat command, you can identify the logical partitions with the heaviest
traffic. If you have several logical partitions with heavy usage on one physical disk and want to balance
these across the available disks, you can use thecommand to move these logical partitions to
other physical disks.

In the following example, the gathering of statistics is enabled and the lvmstat command is used
repeatedly to gather a baseline of statistics:

# Tvmstat -v rootvg -e
# lvmstat -v rootvg -C
# Tvmstat -v rootvg

The output is similar to the following:

Logical Volume iocnt Kb_read Kb_wrtn Kbps
hd8 4 0 16 0.00
paging01 0 0 0 0.00
1vol 0 0 0 0.00
hd1l 0 0 0 0.00
hd3 0 0 0 0.00
hd9var 0 ¢] 0 0.00
hd2 0 0 0 0.00
hd4 0 0 0 0.00
hd6 0 0 0 0.00
hd5 0 0 0 0.00

The previous output shows that all counters have been reset to zero. In the following example, data is first
copied from the /unix directory to the /tmp directory. The lvmstat command output reflects the activity for
the rootvg:

# cp -p /unix /tmp
# lTvmstat -v rootvg

Logical Volume iocnt Kb_read Kb_wrtn Kbps
hd3 296 0 6916 0.04
hd8 47 0 188 0.00
hd4 29 0 128 0.00
hd2 16 0 72 0.00
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paging01 0 0 0 0.00
1vo1 0 0 0 0.00
hdl 0 0 0 0.00
hd9var 0 0 0 0.00
hdé 0 0 0 0.00
hd5 0 0 0 0.00

The output shows activity on the hd3 logical volume, which is mounted in the /tmp directory, on hd8,
which is the JFS log logical volume, on hd4, which is / (root), on hd2, which is the /usr directory, and on
hd9var, which is the /var directory. The following output provides details for hd3 and hd2:

# lvmstat -1 hd3

Log_part mirror# iocnt Kb_read Kb_wrtn Kbps
1 1 299 0 6896 0.04
3 1 4 0 52 0.00
2 1 0 0 0 0.00
4 1 0 0 0 0.00

# lvmstat -1 hd2
Log_part mirror# jocnt Kb_read Kb_wrtn Kbps

2 1 9 0 52 0.00
3 1 9 0 36 0.00
7 1 9 0 36 0.00
4 1 4 0 16 0.00
9 1 1 0 4 0.00
14 1 1 0 4 0.00
1 1 0 0 0 0.00

The output for a volume group provides a summary for all the I/O activity of a logical volume. It is
separated into the number of 1/0O requests (iocnt), the kilobytes read and written (Kb_read and Kb_wrtn,
respectively), and the transferred data in KB/s (Kbps). If you request the information for a logical volume,
you receive the same information, but for each logical partition separately. If you have mirrored logical
volumes, you receive statistics for each of the mirror volumes. In the previous sample output, several lines
for logical partitions without any activity were omitted. The output is always sorted in decreasing order on
the iocnt column.

The migratelp command uses, as parameters, the name of the logical volume, the number of the logical
partition (as it is displayed in the lvmstat output), and an optional number for a specific mirror copy. If
information is omitted, the first mirror copy is used. You must specify the target physical volume for the
move; in addition, you can specify a target physical partition number. If successful, the output is similar to
the following:

# migratelp hd3/1 hdisk1/109

migratelp: Mirror copy 1 of Togical partition 1 of logical volume
hd3 migrated to physical partition 109 of hdiskl.

After the hot spot feature is enabled, either for a logical volume or a volume group, you can define your
reporting and statistics, display your statistics, select logical partitions to migrate, specify the destination
physical partition, and verify the information before committing your changes. The Web-based System
Manager helps you configure hot-spot reporting and manage the result. For instructions on enabling hot
spot reporting, see [‘Enablement and configuration of hot spot reporting” on page 36|

Volume group policy implementation

After you have decided which volume group policies you want to use, analyze your current configuration
by typing the Ispv command on the command line.

The standard configuration provides a single volume group that includes multiple physical volumes
attached to the same disk adapter and other supporting hardware. In a standard configuration, the more
disks that make up a quorum volume group the better the chance of the quorum remaining when a disk
failure occurs. In a nonquorum group, a minimum of two disks must make up the volume group. To
implement your volume group policy changes, do the following:
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1. Use the Ispv command output to check your allocated and free physical volumes.

2. Ensure a quorum by adding one or more physical volumes. For instructions, see [‘Adding disks while]
the system remains available” on page 32,J]Adding a Fixed Disk Without Data to an Existing Volume]
Group} or]Adding a Fixed Disk Without Data to a New Volume Group|

3. To change a volume group to nonquorum status, see [‘Conversion of a volume group to nonquorum|
[status” on page 74.|

Reconfigure the hardware only if necessary to ensure high availability. For instructions, see the
service guide for your system.

E

Logical Volume Manager

The set of operating system commands, library subroutines, and other tools that allow you to establish and
control logical volume storage is called the Logical Volume Manager (LVM).

The LVM controls disk resources by mapping data between a more simple and flexible logical view of
storage space and the actual physical disks. The LVM does this using a layer of device-driver code that
runs above traditional disk device drivers.

The LVM consists of the logical volume device driver (LVDD) and the LVM subroutine interface library. The
logical volume device driver (LVDD) is a pseudo-device driver that manages and processes all I/0. It
translates logical addresses into physical addresses and sends 1/O requests to specific device drivers. The
LVM subroutine interface library contains routines that are used by the system management commands to
perform system management tasks for the logical and physical volumes of a system.

For more information about how LVM works, see [Understanding the Logical Volume Device Driverin AIX
Version 6.1 Kernel Extensions and Device Support Programming Concepts and |Logica| Volume|
[Programming Overview|in AIX Version 6.1 General Programming Concepts: Writing and Debugging
Programs.

Logical Volume Manager configuration tasks

The Logical Volume Manager (LVM) is installed with the base operating system and needs no further
configuration. However, disks must be configured and defined as a physical volume before the LVM can
use them.

If you want to set up raw logical volumes for use by an application, see [‘Defining a raw logical volume for]
lan application” on page 39|

Configuring a disk
You can configure a new disk by various methods.

You can configure a new disk in any of the following ways.

* If you can shut down and power off the system, use Method 1. Whenever possible, it is always
preferable to shut down and power off any system when you are attaching a physical disk to it.

 |If you cannot shut down your system and you know details about the new disk, such as the subclass,
type, parent name, and where it is connected, use Method 2.

 If you cannot shut down your system and you only know the location of the disk, use Method 3.

After a disk is configured, although it is generally available for use, the Logical Volume Manager requires
that it is further identified as a physical volume.

Method 1

Use the following method when you can shut down and power off the system before attaching the disk:
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1. Physically connect the new disk to the system and then power on the disk and system according to the
documentation that came with your system.

2. During system boot, let the Configuration Manager @ automatically configure the disk.

3. After system boot, with root authority, type the@ command at the command line to look for the new
disk’s name. The system returns an entry similar to one of the following:
hdiskl none none
or:
hdiskl 00005264d21adb2e none

The first field identifies the system-assigned name of the disk. The second field displays the physical
volume ID (PVID), if any. If the new disk does not appear in the Ispv output, refer to the Installation
and migration.

At this point, the disk is usable by the system but it needs a PVID for use by the LVM. If the new disk
does not have a PVID, then see [‘Making an available disk a physical volume” on page 61|

Method 2

Use the following method when you cannot shut down your system and you know the following information
about the new disk:

* How the disk is attached (subclass)

* The type of the disk (type)

* Which system attachment the disk is connected to (parent name)

* The logical address of the disk (where connected).

Do the following:

1. Physically connect the new disk to the system and then power on the disk and system according to the
documentation that came with your system.

2. To configure the disk and ensure that it is available as a physical volume, use the command
with the flags shown, as in the following example:

mkdev -c disk -s scsi -t 2200mb -p scsi3 \
-w 6,0 -a pv=yes

This example adds a 2.2 GB disk with a SCSI ID of 6 and logical unit number of 0 to the scsi3 SCSI
bus. The -c flag defines the class of the device. The -s flag defines the subclass. The -t flag defines
the type of device. The -p flag defines the parent device name that you want to assign. The -w flag
designates the disk’s location by SCSI ID and logical unit number. The -a flag specifies the device
attribute-value pair, pv=yes, which makes the disk a physical volume and writes a boot record with a
unique physical volume identifier onto the disk (if it does not already have one).

At this point, the disk is defined both as an available device and as a physical volume. You can type the
command on the command line to list the new disk entry. If the new disk does not appear in the Ispv
output, refer to the Installation and migration.

Method 3

Use the following method when you cannot shut down your system and you know only the location of the

disk:

1. Physically connect the new disk to the system and then power on the disk and system according to the
documentation that came with your system.

2. To check which physical disks are already configured on the system, type the Ispv command on the
command line. For more information about the Ispv command, see|../../../com.ibm.aix.cmds/doc/|
[aixemds3/Ispv.html The output looks similar to the following:
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hdisk0 000005265ac63976 rootvg

3. Type cfgmgr on the command line to enter the Configuration Manager. The Configuration Manager
automatically detects and configures all newly connected devices on the system, including the new
disk. For more information about the cfgmgr command, see

4. To confirm that the new disk was configured, type the Ispv command again. The output looks similar to
one of the following:

hdiskl none none
or
hdiskl 00005264d21adb2e none

The first field identifies the system-assigned name of the disk. The second field displays the physical
volume ID (PVID), if any. If the new disk does not appear in the Ispv output, refer to the Installation
and migration.

At this point, the disk is usable by the system but it needs a PVID for use by the LVM. If the new disk
does not have a PVID, then see[‘Making an available disk a physical volume.”|

Making an available disk a physical volume
A disk must be configured as a physical volume before it can be assigned to volume groups and used by
the LVM.

Use the following instructions to configure a physical volume:

1. Ensure the disk is known to the operating system, is available, and is not being used by the operating
system or any applications. Type the command on the command line. The output looks similar to
the following:

hdiskl none none
Check the output for the following:
+ If the new disk’s name does not appear in command output, refer to [‘Configuring a disk” on page]

 If the second field of the output shows a system-generated physical volume identifier (PVID) (for
example, 00005264d21adb2e), the disk is already configured as a physical volume and you do not
have to complete this procedure.

* If the third field of the output shows a volume group name (for example, rootvg), the disk is
currently being used and is not an appropriate choice for this procedure.

If the new disk has no PVID and is not in use, continue with the next step.

2. To change an available disk to a physical volume, type the command on the command line. For
example:

chdev -1 hdisk3 -a pv=yes

The -l flag specifies the device name of the disk. The -a flag specifies the device attribute-value pair,
pv=yes, which makes the disk a physical volume and writes a boot record with a unique physical
volume identifier onto the disk (if it does not already have one).

At this point, the disk is defined as a physical volume. You can type the Ispv command on the command
line to list the new disk entry.

Troubleshooting LVM

There are several common types of problems with LVM that you can troubleshoot.

Troubleshooting disk drive problems
This information tells how to diagnose and fix disk drive problems.
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If your disk drive is running out of available space, see [‘Disk drive space.’] If you suspect a disk drive is
mechanically failing or has failed, run diagnostics on the disk use the following procedure:

1. With root authority, type the following SMIT fast path on the command line:
smit diag

Select Current Shell Diagnostics to enter the AIX Diagnostics tool.

After you read the Diagnostics Operating Instructions screen, press Enter.
Select Diagnostics Routines.

Select System Verification.

Scroll down through the list to find and select the drive you want to test.
Select Commit.

No o koD

Based on the diagnostics results, you should be able to determine the condition of the disk:

» If you detect the disk drive is failing or has failed, of primary importance is recovering the data from that
disk. If the disk is still accessible, try completing the procedure in [‘Migrating the contents of a physicall
[volume” on page 38 Migration is the preferred way to recover data from a failing disk. The following
procedures describe how to recover or restore data in logical volumes if migration cannot complete
successfully.

« If your drive is failing and you can repair the drive without reformatting it, no data will be lost. See
[drive recovery without reformatting” on page 63.

» If the disk drive must be reformatted or replaced, make a backup, if possible, and remove the disk
drive from its volume group and system configuration before replacing it. Some data from single-copy
file systems might be lost. See ['‘Recovering using a reformatted or replacement disk drive” on page 63

« If your system supports the hot removability feature, see [‘Recovering from disk failure while the system|
[remains available” on page 68

Disk drive space:

If you run out of space on a disk drive, there are several ways to remedy the problem. You can
automatically track and remove unwanted files, restrict users from certain directories, or mount space from
another disk drive.

You must have root user, system group, or administrative group authority to execute these tasks.
Command for cleaning up file systems automatically:

Use the skulker command to clean up file systems by removing unwanted files.

Type the following from the command line:
skulker -p

The skulker command is used to periodically purge obsolete or unneeded files from file systems.
Candidates include files in the /tmp directory, files older than a specified age, a.out files, core files, or
ed.hup files. For more information about the skulker command, see

The skulker command is typically run daily, as part of an accounting procedure run by the command
during off-peak hours. For more information about using the skulker command in a cron process, see
[‘Disk overflows” on page 104 |

For information on typical cron entries, see [‘Setting up an accounting system” on page 233

Restricting users from certain directories:
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You can release disk space and possibly keep it free by restricting access to directories and monitoring
disk usage.

1.

Restrict users from certain directories by typing:
chmod 655 DirName

This command sets read and write permissions for the owner (root) and sets read-only permissions for
the group and others. DirName is the full path name of the directory you want to restrict.

Monitor the disk usage of individual users. One way to do this is to add the following line to the
Ivar/spool/cron/crontabs/adm file:

0 2 * = 4 J/usr/sbin/acct/dodisk

This line executes the dodisk command at 2 a.m. (0 2) each Thursday (4). The dodisk command
initiates disk-usage accounting. This command is usually run as part of an accounting procedure run
by the cron command during off-peak hours. See [‘Setting up an accounting system” on page 233 for
more information on typical cron entries.

Mounting space from another disk drive:

You can get more space on a disk drive by mounting space from another drive.

You can mount space from one disk drive to another in the following ways:

Use the smit mountfs fast path.

Use the command. For example:

mount -n nodeA -vnfs /usr/spool /usr/myspool
The mount command makes a file system available for use at a specific location.

For more information about mounting file systems, see [Mount a JFS or JFS2|

Disk drive recovery without reformatting:

If you repair a bad disk and place it back in the system without reformatting it, you can let the system
automatically activate and resynchronize the stale physical partitions on the drive at boot time. A stale
physical partition contains data your system cannot use.

If you suspect a stale physical partition, type the following on the command line:
1spv -M PhysVolName

Where PhysVolName is the name of your physical volume. Thecommand output will list all partitions
on your physical volume. The following is an excerpt from example output:

hdisk16:112 1v01:4:2 stale
hdisk16:113 1v01:5:2 stale
hdiskl6:114 1v01:6:2 stale
hdisk16:115 1v01:7:2 stale
hdiskl6:116 1v01:8:2 stale
hdisk16:117 1v01:9:2 stale
hdisk16:118 1v01:10:2 stale

The first column displays the physical partitions and the second column displays the logical partitions. Any
stale physical partitions are noted in the third column.

Recovering using a reformatted or replacement disk drive:

You can recover data from a failed disk drive when you must reformat or replace the failed disk.
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Attention: Before you reformat or replace a disk drive, remove all references to nonmirrored file systems
from the failing disk and remove the disk from the volume group and system configuration. If you do not,
you create problems in the ODM (object data manager) and system configuration databases. Instructions
for these essential steps are included in the following procedure, under [Before replacing or reformatting|
[your failed or failing diskl

The following procedure uses a scenario in which the volume group called myvg contains three disk
drives called hdisk2, hdisk3, and hdisk4. In this scenario, hdisk3 goes bad. The nonmirrored logical
volume Iv01 and a copy of the mylv logical volume is contained on hdisk2. The mylv logical volume is
mirrored and has three copies, each of which takes up two physical partitions on its disk. The failing
hdisk3 contains another copy of mylv, and the nonmirrored logical volume called Iv00. Finally, hdisk4
contains a third copy of mylv as well as a logical volume called Iv02. The following figure shows this
scenario.

- - -
hdisk2 hdisk3 hdisk4

myvg

This procedure is divided into the following key segments:

» The things you do to protect data before replacing or reformatting your failing disk
* The procedure you follow to reformat or replace the disk

* The things you do to recover the data after the disk is reformatted or replaced

Before replacing or reformatting your failed or failing disk:
1. Log in with root authority.

2. If you are not familiar with the logical volumes that are on the failing drive, use an operational disk to
view the contents of the failing disk. For example, to use hdisk4 to look at hdisk3, type the following
on the command line:

Ispv -M -n hdisk4 hdisk3

The@ command displays information about a physical volume within a volume group. The output
looks similar to the following:

hdisk3:1 mylv:1
hdisk3:2 mylv:2
hdisk3:3 1v00:1
hdisk3:4-50

The first column displays the physical partitions, and the second column displays the logical
partitions. Partitions 4 through 50 are free.

3. Back up all single-copy logical volumes on the failing device, if possible. For instructions, see
[‘Backing up user files or file systems” on page 145

4. If you have single-copy file systems, unmount them from the disk. (You can identify single-copy file
systems from the output of the Ispv command. Single-copy file systems have the same number of
logical partitions as physical partitions on the output.) Mirrored file systems do not have to be
unmounted.
In the scenario, 1v00 on the failing disk hdisk3 is a single-copy file system. To unmount it, type the
following:
unmount /dev/1v00
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10.

If you do not know the name of the file system, assuming the /etc/filesystems file is not solely
located on the failed disk, type mount on the command line to list all mounted file systems and find
the name associated with your logical volume. You can also use the grep command on the
letcl/filesystems file to list only the file system names, if any, associated with your logical volume. For
example:

grep 1v00 /etc/filesystems

The output looks similar to the following:

dev = /dev/1v00
Tog = /dev/1og1v00
Note:

a. The unmount command fails if the file system you are trying to unmount is currently being
used. The unmount command executes only if none of the file system’s files are open and
no user’s current directory is on that device.

b. Another name for the unmount command is umount. The names are interchangeable.
Remove all single-copy file systems from the failed physical volume by typing the@ command:
rmfs /FSname
Remove all mirrored logical volumes located on the failing disk.

Note: You cannot use rmlvcopy on the hd5 and hd7 logical volumes from physical volumes in the
rootvg volume group. The system does not allow you to remove these logical volumes
because there is only one copy of these.

Thecommand removes copies from each logical partition. For example, type:
rmlvcopy mylv 2 hdisk3

By removing the copy on hdisk3, you reduce the number of copies of each logical partition belonging
to the mylv logical volume from three to two (one on hdisk4 and one on hdisk2).

If the failing disk was part of the root volume group and contained logical volume hd7, remove the
primary dump device (hd7) by typing the following on the command line:

sysdumpdev -P -p /dev/sysdumpnull

The command changes the primary or secondary dump device location for a running
system. When you reboot, the dump device returns to its original location.

Note: Beginning with AIX 5.3, you can choose to dump to a DVD device. For more information on
how to configure a DVD to be the dump device, see in AIX Version 6.1
Commands Reference, Volume 5

Remove any paging space located on the disk using the following command:
rmps PSname

Where PSname is the name of the paging space to be removed, which is actually the name of the
logical volume on which the paging space resides.

If the|m_p§|command is not successful, you must use the smit chps fast path to deactivate the
primary paging space and reboot before continuing with this procedure. The reducevg command in
step [10] can fail if there are active paging spaces.

Remove any other logical volumes from the volume group, such as those that do not contain a file
system, using the@ command. For example, type:

rmlv -f 1v0O
Remove the failed disk from the volume group using thecommand. For example, type:
reducevg -df myvg hdisk3
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11.

12.

13.

14.

66

If you cannot execute the reducevg command or if the command is unsuccessful, the procedure in
step can help clean up the VGDA/ODM information after you reformat or replace the drive.

Replacing or reformatting your failed or failing disk:

The next step depends on whether you want to reformat or replace your disk and on what type of
hardware you are using:

» If you want to reformat the disk drive, use the following procedure:
a. With root authority, type the following SMIT fast path on the command line:
smit diag
Select Current Shell Diagnostics to enter the AIX Diagnostics tool.
After you read the Diagnostics Operating Instructions screen, press Enter.
Select Task Selection.
Scroll down through the task list to find and select Format Media.
Select the disk you want to reformat. After you confirm that you want to reformat the disk, all
content on the disk will be erased.
After the disk is reformatted, continue with step

* If your system supports hot swap disks, use the procedure in[‘Recovering from disk failure while]
the system remains available” on page 68,[then continue with step [13]

« If your system does not support hot swap disks, do the following:

— Power off the old drive using the SMIT fast path smit rmvdsk. Change the KEEP definition in
database field to No.

— Contact your next level of system support to replace the disk drive.
After replacing or reformatting your failed or failing disk:

Follow the instructions in [‘Configuring a disk” on page 59 and [‘Making an available disk a physicall
[volume” on page 61|

If you could not use the reducevg command on the disk from the old volume group before the disk
was formatted (step , the following procedure can help clean up the VGDA/ODM information.

a. If the volume group consisted of only one disk that was reformatted, type:
exportvg VGName

-0 oo oT

Where VGName is the name of your volume group.
b. If the volume group consists of more than one disk, type the following on the command line:

varyonvg VGName

The system displays a message about a missing or unavailable disk, and the new (or reformatted)
disk is listed. Note the physical volume identifier (PVID) of the new disk, which is listed in the
varyonvg message. It is the 16-character string between the name of the missing disk and the
label PYNOTFND. For example:

hdisk3 00083772caa7896e PVNOTFND

Type:
varyonvg -f VGName

The missing disk is now displayed with the PVREMOVED label. For example:
hdisk3 00083772caa7896e PVREMOVED

Then, type the command:

reducevg -df VGName PVID

Where PVID is the physical volume identifier (in this scenario, 00083772caa7896e).
To add the new disk drive to the volume group, use the command. For example, type:
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extendvg myvg hdisk3

15. To re-create the single-copy logical volumes on the new (or reformatted) disk drive, use the@
command. For example, type:

mklv -y 1v00 myvg 1 hdisk3

This example recreates the Iv00 logical volume on the hdisk3 drive. The 1 means that this logical
volume is not mirrored.

16. To re-create the file systems on the logical volume, use the@command. For example, type:
crfs -v jfs -d 1v00 -m /dev/1v00

17. To restore single-copy file system data from backup media, see [‘Restoring user files from a backup)
image” on page 161

18. To re-create the mirrored copies of logical volumes, use the command. For example, type:
mklvcopy mylv 3 hdisk3

This example creates a mirrored third partition of the mylv logical volume on hdisk3.

19. To synchronize the new mirror with the data on the other mirrors (in this example, hdisk2 and hdisk4),
use the command. For example, type:

syncvg -p hdisk3

At this point, all mirrored file systems should be restored and up-to-date. If you were able to back up your
single-copy file systems, they will also be ready to use. You should be able to proceed with normal system
use.

Example of recovering from a failed disk drive:

To recover from a failed disk drive, back out the way you came in; that is, list the steps you went through
to create the volume group, and then go backwards.

The following example is an illustration of this technique. It shows how a mirrored logical volume was
created and then how it was altered, backing out one step at a time, when a disk failed.

Note: The following example illustrates a specific instance. It is not intended as a general prototype on
which to base any general recovery procedures.

1. The system manager, Jane, created a volume group called workvg on hdisk1, by typing:
mkvg -y workvg hdiskl

2. She then created two more disks for this volume group, by typing:
extendvg workvg hdisk2

extendvg workvg hdisk3

3. Jane created a logical volume of 40 MB that has three copies. Each copy is on one of each of the
three disks that comprise the workvg volume group. She used the following commands:

mklv -y testlv workvg 10

mkTvcopy testlv 3

After Jane created the mirrored workvg volume group, hdisk2 failed. Therefore, she took the following
steps to recover:

1. She removed the logical volume copy from hdisk2 by typing:
rmlvcopy testlv 2 hdisk2

2. She detached hdisk2 from the system so that the ODM and VGDA are updated, by typing:
reducevg workvg hdisk2

3. She removed hdisk2 from the system configuration to prepare for replacement by typing:
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rmdev -1 hdisk2 -d
4. She chose to shut down the system, by typing:

shutdown -F
5. She replaced the disk. The new disk did not have the same SCSI ID as the former hdisk2.
6. She rebooted the system.

Because you have a new disk (the system sees that there is a new PVID on this disk), the system
chooses the first open hdisk name. Because the -d flag was used in step@ the name hdisk2 was
released, so the system chose hdisk2 as the name of the new disk. If the -d flag had not been used,
hdisk4 would have been chosen as the new name.

7. Jane added this disk into the workvg volume group by typing:
extendvg workvg hdisk2
8. She created two mirrored copies of the logical volume by typing:
mkTvcopy testlv 3
The Logical Volume Manager automatically placed the third logical volume copy on the new hdisk2.

Recovering from disk failure while the system remains available:
You can recover from disk failure using the hot removability feature.

The procedure to recover from disk failure using the hot removability feature is, for the most part, the
same as described in [‘Disk drive recovery without reformatting” on page 63, with the following exceptions:

1. To unmount file systems on a disk, use the procedure [Mount a JFS or JFS2|

2. To remove the disk from its volume group and from the operating system, use the procedure
[‘Removing a disk without data” on page 44

3. To replace the failed disk with a new one, you do not need to shut down the system. Use the following
sequence of procedures:

a. [‘Logical volume storage” on page 24|
b. [‘Configuring a disk” on page 59|
c. Continue with step of ['Recovering using a reformatted or replacement disk drive” on page 63

Replacing a disk when the volume group consists of one disk:

Use one of these procedures if you can access a disk that is going bad as part of a volume group.
+ |Add fixed disk without data to existing volume group|

« [Add fixed disk without data to new volume group|

« [‘Migrating the contents of a physical volume” on page 38|

If the disk is bad and cannot be accessed, follow these steps:
1. Export the volume group.

2. Replace the drive.

3. Re-create the data from backup media that exists.

Physical and logical volume errors
There are several common erros with physical and logical volumes that you can troubleshoot.

Hot spot problems:

If you notice performance degradation when accessing logical volumes, you might have hot spots in your
logical volumes that are experiencing too much disk 1/0.
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For more information, see [‘Hot spot management in logical volumes” on page 57and [‘Enablement and|
[configuration of hot spot reporting” on page 36.

LVCB warnings:
A warning results if the LVCB contains invalid information.

The logical volume control block (LVCB) is the first 512 bytes of a logical volume. This area holds
important information such as the creation date of the logical volume, information about mirrored copies,
and possible mount points in the JFS. Certain LVM commands are required to update the LVCB, as part of
the algorithms in LVM. The old LVCB is read and analyzed to see if it is a valid. If the information is valid
LVCB information, the LVCB is updated. If the information is not valid, the LVCB update is not performed,
and you might receive the following message:

Warning, cannot write 1v control block data.

Most of the time, this message results when database programs bypass the JFS and access raw logical
volumes as storage media. When this occurs, the information for the database is literally written over the
LVCB. For raw logical volumes, this is not fatal. After the LVCB is overwritten, the user can still:

* Expand a logical volume

» Create mirrored copies of the logical volume

* Remove the logical volume

» Create a journaled file system to mount the logical volume

There are limitations to deleting LVCBs. A logical volumes with a deleted LVCB might not import
successfully to other systems. During an importation, the LVM importvg command scans the LVCBs of all
defined logical volumes in a volume group for information concerning the logical volumes. If the LVCB
does not exist, the imported volume group still defines the logical volume to the new system that is
accessing this volume group, and the user can still access the raw logical volume. However, the following
typically happens:
* Any JFS information is lost and the associated mount point is not imported to the new system. In this
case, you must create new mount points, and the availability of previous data stored in the file system is
not ensured.

* Some non-JFS information concerning the logical volume cannot be found. When this occurs, the
system uses default logical volume information to populate the ODM information. Thus, some output
from the Islv command might be inconsistent with the real logical volume. If any logical volume copies
still exist on the original disks, the information is not be correctly reflected in the ODM database. Use
the rmlvcopy and mklvcopy commands to rebuild any logical volume copies and synchronize the
ODM.

Physical partition limits:

In the design of Logical Volume Manager (LVM), each logical partition maps to one physical partition (PP).
And, each physical partition maps to a number of disk sectors. The design of LVM limits the number of
physical partitions that LVM can track per disk to 1016. In most cases, not all of the 1016 tracking
partitions are used by a disk.

When this limit is exceeded, you might see a message similar to the following:

0516-1162 extendvg: Warning, The Physical Partition Size of PPsize requires the
creation of TotalPPs partitions for PVname. The Timitation for volume group
VGname is LIMIT physical partitions per physical volume. Use chvg command
with -t option to attempt to change the maximum Physical Partitions per
Physical volume for this volume group.

Where:
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PPsize
Is 1 MB to 1 GB in powers of 2.

Total PPs
Is the total number of physical partitions on this disk, given the PPsize.

PVname
Is the name of the physical volume, for example, hdisk3.

VGname
Is the name of the volume group.

LIMIT 1s 1016 or a multiple of 1016.

This limitation is enforced in the following instances:

1. When creating a volume group using the mkvg command, you specified a number of physical
partitions on a disk in the volume group that exceeded 1016. To avoid this limitation, you can select
from the physical partition size ranges of 1, 2, 4 (the default), 8, 16, 32, 64, 128, 256, 512 or 1024 MB
and use the mkvg -s command to create the volume group. Alternatively, you can use a suitable factor
that allows multiples of 1016 partitions per disk, and use the mkvg -t command to create the volume
group.

2. When adding a disk to a pre-existing volume group with the extendvg command, the new disk caused
the 1016 limitation violation. To resolve this situation, convert the existing volume group to hold
multiples of 1016 partitions per disk using the chvg -t command. Alternatively, you can re-create the
volume group with a larger partition size that allows the new disk, or you can create a standalone
volume group consisting of a larger physical size for the new disk.

Partition limitations and the rootvg

If the installation code detects that the rootvg drive is larger than 4 GB, it changes the mkvg-s value until
the entire disk capacity can be mapped to the available 1016 tracks. This installation change also implies
that all other disks added to rootvg, regardless of size, are also defined at that physical partition size.

Partition limitations and RAID systems

For systems using a redundant array of identical disks (RAID), the /dev/hdiskX name used by LVM may
consist of many non-4 GB disks. In this case, the 1016 requirement still exists. LVM is unaware of the size
of the individual disks that really make up /dev/hdiskX. LVM bases the 1016 limitation on the recognized
size of /dev/hdiskX, and not the real physical disks that make up /dev/hdiskX.

Device configuration database synchronization:

A system malfunction can cause the device configuration database to become inconsistent with the LVM.
You can synchronize the device configuration database with the LVM information.

When the device configuration database becomes inconsistent with the LVM, a logical volume command
generates such error messages as:

0516-322 The Device Configuration Database is inconsistent ...
OR

0516-306 Unable to find logical volume LVname in the Device
Configuration Database.

(where the logical volume called LVname is normally available).

Attention: Do not remove the /dev entries for volume groups or logical volumes. Do not change the
database entries for volume groups or logical volumes using the Object Data Manager.
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To synchronize the device configuration database with the LVM information, with root authority, type the
following on the command line:

synclvodm -v VGName

Where VGName is the name of the volume group you want to synchronize.
Fixing volume group errors:

Use these methods to fix volume group errors.

If the importvg command is not working correctly, try refreshing the device configuration database. See
[‘Device configuration database synchronization” on page 70.|

Overriding a vary-on failure

Attention: Overriding a vary-on failure is an unusual operation; check all other possible problem sources
such as hardware, cables, adapters, and power sources before proceeding. Overriding a quorum failure
during a vary-on process is used only in an emergency and only as a last resort (for example, to salvage
data from a failing disk). Data integrity cannot be guaranteed for management data contained in the
chosen copies of the VGDA and the VGSA when a quorum failure is overridden.

When you choose to forcibly vary-on a volume group by overriding the absence of a quorum, the PV
STATE of all physical volumes that are missing during this vary-on process will be changed to removed.
This means that all the VGDA and VGSA copies are removed from these physical volumes. After this is
done, these physical volumes will no longer take part in quorum checking, nor are they allowed to become
active within the volume group until you return them to the volume group.

Under one or more of the following conditions, you might want to override the vary-on failure so that the
data on the available disks in the volume group can be accessed:

» Unavailable physical volumes appear permanently damaged.

* You can confirm that at least one of the presently accessible physical volumes (which must also contain

a good VGDA and VGSA copy) was online when the volume group was last varied on. Unconfigure and
power off the missing physical volumes until they can be diagnosed and repaired.

Use the following procedure to avoid losing quorum when one disk is missing or might soon fail and
requires repair:
1. To temporarily remove the volume from the volume group, type:

chpv -vr PVname

When this command completes, the physical volume PVname is no longer factored in quorum
checking. However, in a two-disk volume group, this command fails if you try the chpv command on
the disk that contains the two VGDA/VGSAs. The command does not allow you to cause quorum to be
lost.

2. If you need to remove the disk for repair, power off the system, and remove the disk. (For instructions,
see [‘Troubleshooting disk drive problems” on page 61.) After fixing the disk and returning the disk to
the system, continue with the next step.

3. To make the disk available again to the volume group for quorum checking, type:
chpv -v PlVname

Note: The chpv command is used only for quorum-checking alteration. The data that resides on the
disk is still there and must be moved or copied to other disks if the disk is not to be returned to
the system.
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VGDA warnings

In some instances, the user experiences a problem adding a new disk to an existing volume group or in
creating of a new volume group. The message provided by LVM is:
0516-1163 extendvg: VGname already has maximum physical volumes. With the maximum

number of physical partitions per physical volume being LIMIT, the maximum
number of physical volumes for volume group VGname is MaxDisks.

Where:

VGname
Is the name of the volume group.

LIMIT 1s 1016 or a multiple of 1016.

MaxDisks
Is the maximum number of disks in a volume group. For example, if there are 1016 physical
partitions (PPs) per disk, then MaxDisk is 32; if there are 2032, then MaxDisk is 16.

You can modify the image.data file and then use alternate disk installation, or restore the system using
the mksysb command to re-create the volume group as a big volume group. For more information, see
the Installation and migration.

On older AIX versions when the limit was smaller than 32 disks, the exception to this description of the
maximum VGDA was the rootvg. To provide users with more free disk space, when rootvg was created,
the mkvg -d command used the number of disks selected in the installation menu as the reference
number. This -d number is 7 for one disk and one more for each additional disk selected. For example, if
two disks are selected, the number is 8 and if three disks are selected, the number is 9, and so on.

Vary-on process

The vary-on process is one of the mechanisms that the LVM uses to ensure that a volume group is ready
to use and contains the most up-to-date data.

The |var¥onvg] and |var¥offvg| commands activate or deactivate (make available or unavailable for use) a
volume group that you have defined to the system. The volume group must be varied on before the
system can access it. During the vary-on process, the LVM reads management data from the physical
volumes defined in the volume group. This management data, which includes a volume group descriptor
area (VGDA) and a volume group status area (VGSA), is stored on each physical volume of the volume

group.

The VGDA contains information that describes the mapping of physical partitions to logical partitions for
each logical volume in the volume group, as well as other vital information, including a time stamp. The
VGSA contains information such as which physical partitions are stale and which physical volumes are
missing (that is, not available or active) when a vary-on operation is attempted on a volume group.

If the vary-on operation cannot access one or more of the physical volumes defined in the volume group,
the command displays the names of all physical volumes defined for that volume group and their status.
This helps you decide whether to vary-off this volume group.

Quorum

The quorum is one of the mechanisms that the LVM uses to ensure that a volume group is ready to use
and contains the most up-to-date data.

A quorum is a vote of the number of Volume Group Descriptor Areas and Volume Group Status Areas
(VGDA/VGSA) that are active. A quorum ensures data integrity of the VGDA/VGSA areas in the event of a
disk failure. Each physical disk in a volume group has at least one VGDA/VGSA. When a volume group is
created onto a single disk, it initially has two VGDA/VGSA areas residing on the disk. If a volume group
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consists of two disks, one disk still has two VGDA/VGSA areas, but the other disk has one VGDA/VGSA.
When the volume group is made up of three or more disks, then each disk is allocated just one
VGDA/VGSA.

A quorum is lost when enough disks and their VGDA/VGSA areas are unreachable so that a 51% majority
of VGDA/VGSA areas no longer exists. In a two-disk volume group, if the disk with only one VGDA/VGSA
is lost, a quorum still exists because two of the three VGDA/VGSA areas still are reachable. If the disk
with two VGDA/VGSA areas is lost, this statement is no longer true. The more disks that make up a
volume group, the lower the chances of quorum being lost when one disk fails.

When a quorum is lost, the volume group varies itself off so that the disks are no longer accessible by the
LVM. This prevents further disk I/O to that volume group so that data is not lost or assumed to be written
when physical problems occur. Additionally, as a result of the vary-off, the user is notified in the error log
that a hardware error has occurred and service must be performed.

There are cases when it is desirable to continue operating the volume group even though a quorum is lost.
In these cases, quorum checking can be turned off for the volume group. This type of volume group is
referred to as a nonquorum volume group. The most common case for a nonquorum volume group occurs
when the logical volumes have been mirrored. When a disk is lost, the data is not lost if a copy of the
logical volume resides on a disk that is not disabled and can be accessed. However, there can be
instances in nonquorum volume groups, mirrored or nonmirrored, when the data (including copies) resides
on the disk or disks that have become unavailable. In those instances, the data might not be accessible
even though the volume group continues to be varied on.

Nonquorum volume groups

The Logical Volume Manager (LVM) automatically deactivates the volume group when it lacks a quorum of
Volume Group Descriptor Areas (VGDASs) or Volume Group Status Areas (VGSAs). However, you can
choose an option that allows the group to stay online as long as there is one VGDA/VGSA pair intact. This
option produces a nonquorum volume group.

The LVM requires access to all of the disks in nonquorum volume groups before allowing reactivation. This
ensures that the VGDA and VGSA are up-to-date.

You might want to produce a nonquorum volume group in systems where every logical volume has at least
two copies. If a disk failure occurs, the volume group remains active as long as there is one active disk.

Note: Both user-defined and rootvg volume groups can operate in nonquorum status, but the methods
used to configure user-defined volume groups and rootvg volume groups as nonquorum and for
recovery after hardware failures are different. Be sure you use the correct method for the
appropriate volume group.

Even when you are using nonquorum volume groups, it is possible to lose quorum and see the following
message in the errpt command output:

QUORUM LOST, VOLUME GROUP CLOSING LVM.

This message occurs when all physical volumes are in the missing state and the LVM automatically varies
off the volume group.

The message says QUORUM LOST because disabling quorum on a volume group reduces the quorum
requirement to 1. You can use the Isvg vgname command to display the quorum value which is in the
QUORUM: field. In the case where all physical volumes are missing, even this minimum quorum requirement
is violated, resulting in the lost quorum message and an automatic vary off of the volume group.

Note: See the|AIX Logical Volume Manager, from A to Z: Introduction and Concepts, an 1BM Redbooks
publication, available at|www.redbooks.ibm.com|
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Conversion of a volume group to nonquorum status

You can change a volume group to nonquorum status to have data continuously available even when
there is no quorum.

This procedure is often used for systems with the following configurations:
» A two-disk volume group in which the logical volumes are mirrored
* A three-disk volume group in which the logical volumes are mirrored either once or twice

When a volume group under these circumstances can operate in nonquorum status, then even if a disk
failure occurs, the volume group remains active as long as at least one disk in the volume group is active.
For conceptual information about quorums, refer to [‘Quorum” on page 72|

To make recovery of nonquorum groups possible, ensure the following:
 |If your system uses JFS or JFS2 file systems, mirror the JFS log logical volume.

» Place mirrored copies on separate disks. If you are unsure of the configuration, type the following
command to check the physical location (PV1, PV2, and PV3) of each logical partition. (To place the
copies on separate disks, the PV1, PV2, and PV3 columns must contain different hdisk numbers.)

1sTv -m LVName

If a logical volume has its only copies residing on the same disk, and that disk becomes unavailable,
the volume will not be available to the user regardless of the quorum or nonquorum status of its volume

group.

Both user-defined and rootvg volume groups can operate in nonquorum status, but their configuration and
recovery methods are different.

To activate a nonquorum user-defined volume group, all of the volume group’s physical volumes must be
accessible or the activation fails. Because nonquorum volume groups stay online until the last disk
becomes inaccessible, it is necessary to have each disk accessible at activation time.

Attention: When a disk associated with the rootvg volume group is missing, avoid powering on the system
unless the missing disk cannot possibly be repaired. The Logical Volume Manager (LVM) always uses the
-f flag to forcibly activate (vary on) a nonquorum rootvg; this operation involves risk. LVM must force the
activation because the operating system cannot be brought up unless rootvg is activated. In other words,
LVM makes a final attempt to activate (vary on) a nonquorum rootvg even if only a single disk is
accessible.

Replacing a failed physical volume in a mirrored volume group

The following procedures replace a failed physical volume (PV) within a mirrored volume group. The
replacepv command provides a method for replacing a failed PV in most configurations. An alternative
procedure is also provided for configurations where the replacepv command cannot be used.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

Prerequisites

» All logical volumes using the failed PV have valid copies on other available PVs (with the possible
exception of a dedicated dump logical volume).

Replacing a failed PV using the replacepv command
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Prerequisites

If any of the prerequisites listed below cannot be met, see the alternate procedure.
» The volume group containing the failed PV is not rootvg.

» The replacement PV can be added to the volume group containing the failed PV (this might not be
possible depending on the PV size and volume group characteristics, such as MAX PPs per PV).

* The replacement PV must be able to be configured into the system at the same time as the failing PV.
* The replacement PV’s name can differ from the failed PV’'s name.
* The size of the replacement PV must be at least the size of the failed PV.

» The volume group containing the failed PV must not be a snapshot volume group or have a snapshot
volume group.

Complete the following steps, assuming that the failed PV is hdisk2 and the replacement PV is hdisk10:

1. If the replacement PV is not yet installed on the system, perform the steps necessary to install it. To
use the configuration manager to define a new PV, run the following command:

cfgmgr

Use the Ispv command to determine the name assigned to the PV. For this example, assume that the
new PV is named hdisk10.

2. To replace the failed PV with the one defined in Step 1, run the following command:
replacepv hdisk2 hdiskl10

When the command runs, hdisk?2 is replaced by hdisk10, and hdisk2 is no longer assigned to a
volume group.

3. To undefine the failed PV, run the following command:
rmdev -d1 hdisk2
4. Physically remove the failed disk from the system.
5. Verify that the procedure was successful by completing the following steps:
» To check that all logical volumes are mirrored to the new PV as desired, run the following command:
1s1v lvname

Check the COPIES attribute of each logical volume affected by the failed PV to ensure that the
desired number of copies now exist. If the number of copies of the logical volume is below the
desired number, use the mklvcopy command to create additional copies.

» To verify that all logical volume partitions are synchronized and there are no stale partitions, run the
following command:

1spv hdiskl0

Check the STALE PARTITIONS attribute of the replaced PV to ensure that the count is zero. If there
are stale partitions use the syncvg command to synchronize the partitions.

Step 5 completes the replacement procedure for a failed PV.

Replacing a failed PV when the configuration does not allow the use of the
replacepv command

Assume that the failed physical volume, hdisk0, and its mirror, hdiskl, are part of the yourvg volume
group.
1. To remove mirror copies from the failed PV, run the following command:

unmirrorvg yourvg hdisk0
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If the PV failure occurred on rootvg, remove hdisk0 from the boot list by running the following
command:

Note: If your configuration uses boot devices other than hdisk0 and hdiskl, add them to the
command syntax.

bootlist -om normal hdiskl

This step requires that hdiskl remains a bootable device in rootvg. After completing this step, ensure
that hdisk0 does not appear in output.

If the PV failure occurred on rootvg, recreate any dedicated dump devices from the failed PV.

If you have a dedicated dump device that was on the failed PV, you can use the mklv command to
create a new logical volume on an existing PV. Use the sysdumpdev command to set the new
logical volume as the primary dump device.

To undefine the failed PV, run the following command:

Note: Removing the disk device entry will also remove the /dev/ipldevice hard link if the failed PV is
the PV used to boot the system.

reducevg yourvg hdisk0
rmdev -d1 hdisk0

If the failed PV is the most recently used boot device, recreate the /dev/ipldevice hard link that was
removed in Step 4 by running the following command:

In /dev/rhdiskl /dev/ipldevice

Note the r prefixed to the PV name.

To verify that your /dev/ipldevice hard link has been recreated, run the following command:
1s /dev/ipldevice

Replace the failed disk.

To define the new PV, run the following command:

cfgmgr

The cfgmgr command assigns a PV name to the replacement PV. The assigned PV name is likely to
be the same as the PV name previously assigned to the failed PV. In this example, assume that the
device hdisk0 is assigned to the replacement PV.

To add the new PV to the volume group, run the following command:
extendvg yourvg hdiskO

You might encounter the following error message:

0516-050 Not enough descriptor space left in this volume group.
Either try adding a smaller PV or use another volume group.

If you encounter this error and cannot add the PV to the volume group, you can try to mirror logical
volumes to another PV that already exists in the volume group or add a smaller PV. If neither option
is possible, you can try to bypass this limitation by upgrading the volume group to a Big-type or
Scalable-type volume group using the chvg command.

Mirror the volume group.

Note: The mirrorvg command cannot be used if all of the following conditions exist:
* The target system is a logical partition (LPAR).
» A copy of the boot logical volume (by default, hd5) resides on the failed PV.

* The replacement PV’s adapter was dynamically configured into the LPAR since the last cold
boot.
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10.

11.

12.

13.

If all of the above conditions exist, use the mklvecopy command to recreate mirror copies for
each logical volume as follows:

a. Create copies of the boot logical volume to ensure that it is allocated to a contiguous
series of physical partitions.

b. Create copies of the remaining logical volumes, and synchronize the copies using the
syncvg command.

c. Make the disk bootable by shutting down the LPAR and activating it instead of rebooting
using the shutdown or reboot commands. This shutdown does not have to be done
immediately, but it is necessary for the system to boot from the new PV.

Otherwise, create new copies of logical volumes in the volume group using the new PV with the
following command:

Note: The mirrorvg command disables quorum by default. For rootvg, you will want to use the -m
option to ensure that the new logical volume copies are mapped to hdisk0 in the same way as
the working disk.

mirrorvg yourvg hdiskO

If your configuration holds third copies of some logical volumes, you might need to recreate those
copies with the following command:

mkTvcopy -k

If the PV failure occurred on rootvg, initialize the boot record by running the following command:
bosboot -a

If the PV failure occurred on rootvg, update the boot list by running the following command:

Note: If your configuration uses boot devices other than hdisk0 and hdiskl, add them to the
command.

bootlist -om normal hdiskO hdiskl

Verify that the procedure was successful.

» To verify that all logical volumes are mirrored to the new PV, run the following command:
1sTv lvname

Check the COPIES attribute of each logical volume affected by the failed PV to ensure that the
desired number of copies now exist. If the number of copies of the logical volume is below the
desired number, use the mklvcopy command to create additional copies.

» To verify that all the logical volume partitions are synchronized, check that there are no stale
partitions by running the following command:

1spv hdisk0

Check the STALE PARTITIONS attribute of the replaced PV to ensure that the count is zero. If there
are stale partitions use the syncvg command to synchronize the partitions.
If the PV failure occurred on rootvg, use the following steps to verify other aspects of this procedure:
» To verify the boot list, run the following command:
bootlist -om normal
» To verify the dump device, run the following command:
sysdumpdev -1
» To verify the list of bootable PVs, run the following command:
ipl_varyon -i
» To verify the /dev/ip1_device, run the following command:
Is -i /dev/rhdiskl /dev/ipldevice

Ensure the output of the Is command has the same i-node number for both entries.
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This step completes the procedure.

For more information

* |AIX Logical Volume Manager from A to Z: Introduction and Concepts, available at the Redbooks Web
site at www.redbooks.ibm.com|

+ |AIX Storage Management, available at the Redbooks Web site at [www.redbooks.ibm.com|

Notifying the administrator when a physical volume is missing

Although AIX logs an error when a physical volume becomes inaccessible, there are circumstances in
which an error can go undetected.

For example, when the physical volume is part of a mirrored volume group, users do not notice a problem
because a good copy of the data remains accessible. In such cases, automatic notification can alert the
administrator to the problem before the users notice any disruption to their work.

The following procedure describes how to set up automatic notification when a physical volume is declared
missing. By modifying the following procedure, you can track other errors that are significant to you.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

1. With root authority, make a backup copy of the /etc/objrepos/errnotify ODM file. You can name the
backup copy anything you choose. In the following example, the backup copy appends the errnotify
file name with the current date:

cd /etc/objrepos
cp errnotify errnotifycurrent_date

2. Use your favorite editor to create a file named /tmp/pvmiss.add that contains the following stanza:

errnotify:

en_pid = 0

en_name = "LVM_SA_PVMISS"
en_persistenceflg = 1
en_label = "LVM_SA_PVMISS"
en_crcid = 0

en_type = "UNKN"
en_alertflg = ""

en_resource = "LVDD"

en_rtype = "NONE"

en_rclass = "NONE"

en_method = "/usr/1ib/ras/pvmiss.notify $1 $2 $3 $4 $5 $6 $7 $8 $9"

After you complete all the steps in this article, the error notification daemon will automatically expand
the $1 through $9 in this script with detailed information from the error log entry within the notification
message.

3. Use your favorite editor to create a file named /usr/lib/ras/pvmiss.notify with the following contents:

#1/bin/ksh
exec 3>/dev/console
print -u3 "?"

print —u3 - Mem e - "
print -u3 "ALERT! ALERT! ALERT! ALERT! ALERT! ALERT!"
print -u3 ""

print -u3 "Desc: PHYSICAL VOLUME IS MISSING. SEE ERRPT."
print -u3 ""

print -u3 "Error label: $9"
print -u3 "Sequence number: $1"
print -u3 "Error ID: $2"

print -u3 "Error class: $3"
print -u3 "Error type: $4"
print -u3 "Resource name: $6"
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print -u3 "Resource type: $7"

print -u3 "Resource class: $8"

print -u3 - Memmm e
print -u3 "?"

mail - "PHSYICAL VOLUME DECLARED MISSING" root <<-EOF

ALERT! ALERT! ALERT! ALERT! ALERT! ALERT!
Desc: PHYSICAL VOLUME IS MISSING. SEE ERRPT.
Error label: $9

Sequence number: $1

Error ID: $2

Error class: $3

Error type: $4

Resource name: $6

Resource type: $7

Resource class: $8

4. Save your file and exit the editor.
5. Set the appropriate permissions on the file you just created. For example:
chmod 755 /usr/1ib/ras/pvmiss.notify

6. Type the following command to add the LVM_SA_PVMISS definition that you created in step 2 to the
ODM:

odmadd /tmp/pvmiss.add

At this point, the system runs the /ust/lib/ras/pvmiss.notify script whenever an LVM_SA_PVMISS error
occurs. This scripts sends a message to the console and also sends mail to the root user.

For more information
« The command description in AIX Version 6.1 Commands Reference, Volume 4
* 'lLogical volume storage|'

Splitting a mirrored disk from a volume group

Beginning with AIX 5.2, snapshot support helps you protect the consistency of your mirrored volume
groups from potential disk failure.

Using the snapshot feature, you can split off a mirrored disk or disks to use as a reliable (from the
standpoint of the LVM metadata) point-in-time backup of a volume group, and, when needed, reliably
reintegrate the split disks into the volume group. In the following procedure, you first split off a mirrored
disk from a volume group and then you merge the split-off disk into the original volume group. To further
ensure the reliability of your snapshot, file systems must be unmounted and applications that use raw
logical volumes must be in a known state (a state from which the application can recover if you need to
use the backup).

A volume group cannot be split if any one of the following is true:
* Adisk is already missing.
* The last non-stale partition would be on the split-off volume group.

» Any stale partitions exist in the volume group, unless you use the force flag (-f) with the splitvg
command.

Furthermore, the snapshot feature (specifically, the splitvg command) cannot be used in enhanced or
classic concurrent mode. The split-off volume group cannot be made concurrent or enhanced concurrent
and there are limitations to the changes allowed for both the split-off and the original volume group. For
details, read the@ command description in AIX Version 6.1 Commands Reference, Volume 1.
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The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

1. Ensure that the volume group is fully mirrored and that the mirror exists on a disk or set of disks that
contains only this set of mirrors.

2. To enable snapshot support, split off the original volume group (origVG) to another disk or set of disks,
using the following command:

splitvg origVG

At this point, you now have a reliable point-in-time backup of the original volume group. Be aware,
however, that you cannot change the allocation on the split-off volume group.

3. Reactivate the split-off disk and merge it into the original volume group using the following command:
joinvg origVG

At this point, the split-off volume group is now reintegrated with the original volume group.

For more information
+ [Logical volume storage]

+ The[chvgljjoinvg] [recreatevg] and [splitvg| command descriptions in AIX Version 6.1 Commands
Reference.

+ "Chapter 2. Mirroring” in |AIX Logical Volume Manager from A to Z: Introduction and Conceptd, an 1BM
Redbooks publication

+ |AIX Storage Management, an IBM Redbooks publication

Paging space and virtual memory

AIX uses virtual memory to address more memory than is physically available in the system.

The management of memory pages in RAM or on disk is handled by the Virtual Memory Manager (VMM).
Virtual-memory segments are partitioned in units called pages. A paging space is a type of logical volume
with allocated disk space that stores information which is resident in virtual memory but is not currently
being accessed. This logical volume has an attribute type equal to paging, and is usually simply referred to
as paging space or swap space. When the amount of free RAM in the system is low, programs or data
that have not been used recently are moved from memory to paging space to release memory for other
activities.

Paging space addition and activation
To make paging space available to your system, you must add and activate the paging space.

The total amount of paging space is often determined by trial and error. One commonly used guideline is
to double the RAM size and use that figure as a paging space target. To use the Web-based System
Manager wizard to increase paging space, select the Volumes container, then the Paging Space
container. From the Selected menu, choose Increase Paging Space » Wizard.

If you prefer to use SMIT, type one of the following fast paths on the command line:
» To list your current paging space, type: smit 1sps

» To add paging space, type: smit mkps

» To activate paging space, type: smit swapon

Paging performance improvement

To improve paging performance, use multiple paging spaces and locate them on separate physical
volumes whenever possible.
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However, more than one paging space can be located on the same physical volume. Although you can
use multiple physical volumes, it is a good idea to select only those disks within the rootvg volume group
unless you are thoroughly familiar with your system.

Setting the PSALLOC environment variable for early allocation mode

The operating system uses the PSALLOC environment variable to determine the mechanism used for
memory and paging space allocation.

The default setting is Tate. For a description of the early and late alternatives for the PSALLOC
environment variable, see [‘Comparisons of late and early paging space allocation” on page 86.

The following examples show different ways to change the PSALLOC environment variable to early. The
method you choose depends on how broadly you want to apply the change.

» Type the following command on a shell command line:
PSALLOC=early;export PSALLOC

This command causes all subsequent commands run from that shell session to run in early allocation
mode.

* Add the following command in a shell resource file (.shrc or .kshrc):
PSALLOC=early;export PSALLOC

This entry causes all processes in your login session, with the exception of the login shell, to run under
early allocation mode. This method also protects the processes from the SIGKILL signal mechanism.

 Insert the putenv subroutine inside a program to set the PSALLOC environment variable to early.
Using this method, the early allocation behavior takes effect at the next call to the exec subroutine.

Changing or removing a paging space
Changing a paging space is easily done with Web-based System Manager or SMIT, but removing a paging
space is more risky.

Changing the characteristics of a paging space can be done with Web-based System Manager, or you can
type the following SMIT fast path on the command line: smit chps.

The procedure to remove a paging space is more risky, especially if the paging space you want to remove
is a default paging space, such as hd6. A special procedure is required for removing the default paging
spaces, because they are activated during boot time by shell scripts that configure the system. To remove
one of the default paging spaces, these scripts must be altered and a new boot image must be created.

Attention: Removing default paging spaces incorrectly can prevent the system from restarting. The
following procedure is for experienced system managers only.

To remove an existing paging space, use the following procedure:

1. With root authority, deactivate the paging space by typing the following SMIT fast path on the
command line:

smit swapoff

2. If the paging space you are removing is the default dump device, you must change the default dump
device to another paging space or logical volume before removing the paging space. To change the
default dump device, type the following command:

sysdumpdev -P -p /dev/new_dump_device
3. Remove the paging space by typing the following fast path:
smit rmps
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hd6 paging space resize and relocation

You might want to reduce or move the default paging space in order to enhance storage system
performance by forcing paging and swapping to other disks in the system that are less busy. Reducing or
moving the default paging also conserves disk space on hdiskO.

Whether moving the paging space or reducing its size, the rationale is the same: move paging space
activity to disks that are less busy. The installation default creates a paging logical volume (hd6) on drive
hdisk0, that contains part or all of the busy / (root) and /usr file systems. If the minimum inter-disk
allocation policy is chosen, meaning that all of / and a large amount of /usr are on hdiskO, moving the
paging space to a disk that is less busy can significantly improve performance. Even if the maximum
inter-disk allocation policy is implemented and both / and /usr are distributed across multiple physical
volumes, your hdisk2 (assuming three disks) likely contains fewer logical partitions belonging to the busiest
file systems. (For more information on inter-disk allocation policies, see [Choosing an inter-disk allocation|
[policy for your system|

The following procedures describe how to make the hd6é paging space smaller and how to move the hd6
paging space within the same volume group.

Making the hd6 paging space smaller
The following procedure uses the chps command to shrink existing paging spaces, including the primary
paging space and the primary and secondary dump device.

Thecommand calls the shrinkps script, which safely shrinks the paging space without leaving the
system in an unbootable state. Specifically, the script does the following:

1. Creates a temporary paging space in the same volume
2. Moves information to that temporary space

3. Creates a new, smaller paging space in the same volume
4. Removes the old paging space

For the chps command to complete successfully, enough free disk space (space not allocated to any
logical volume) must exist to create a temporary paging space. The size of the temporary paging space is
equal to amount of space needed to hold all the paged out pages in the old paging space. The minimum
size for a primary paging space is 32 MB. The minimum size for any other paging space is 16 MB.

Note: If the following procedure encounters an I/O error, the system might require immediate shutdown
and rebooting.

1. Check your logical volume and file system distribution across physical volumes by typing the following
command:

Ispv -1 hdiskX

Where hdiskX is the name of your physical volume.
2. To shrink the paging space size, type the following on the command line:
smit chps

Note: The primary paging space is hardcoded in the boot record. Therefore, the primary paging space will
always be activated when the system is restarted. The command cannot deactivate the
primary paging space.

Priority is given to maintaining an operational configuration. System checks can lead to immediate refusal
to shrink the paging space. Errors occurring while the temporary paging space is being created cause the
procedure to exit, and the system will revert to the original settings. Other problems are likely to provoke
situations that will require intervention by the system administrator or possibly an immediate reboot. Some
errors may prevent removal of the temporary paging space. This would normally require non-urgent
attention from the administrator.
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Attention: If an I/O error is detected on system backing pages or user backing pages by the [swapofi
command within the shrinkps script, an immediate shutdown is advised to avoid a possible system crash.
At reboot, the temporary paging space is active and an attempt can be made to stop and restart the
applications which encountered the I/O errors. If the attempt is successful and the swapoff command is
able to complete deactivation, the shrink procedure can be completed manually using the@ swapoff
and @ commands to create a paging space with the required size and to remove the temporary paging
space.

Do not attempt to remove (using rmps) or reactivate (using chps) a deactivated paging space that was in
the 1/0 ERROR state before the system restart. There is a risk that the disk space will be reused and may
cause additional problems.

Moving the hd6 paging space within the same volume group
Moving the default paging space from hdiskO to a different disk within the same volume group does not
require the system to shut down and reboot.

With root authority, type the following command to move the default (hd6) paging space from hdisk0 to
hdisk2:

migratepv -1 hdé hdisk0 hdisk2

Attention: Moving a paging space with the name hd6 from rootvg to another volume group is not
recommended because the name is hardcoded in several places, including the second phase of the boot
process and the process that accesses the root volume group when booting from removable media. Only
the paging spaces in rootvg are active during the second phase of the boot process, and having no paging
space in rootvg could severely affect system boot performance. If you want the majority of paging space
on other volume groups, it is better to make hd6 as small as possible (the same size as physical memory)
and then create larger paging spaces on other volume groups (see [‘Paging space addition and activation’]

on page 80).

Paging space troubleshooting
The most common problem regarding paging space is caused by running out of allocated space.

The total amount of paging space is often determined by trial and error. One commonly used guideline is
to double the RAM size and use that figure as a paging space target. If paging space runs low, processes
can be lost, and if paging space runs out, the system can panic. The following signal and error information
can help you monitor and resolve or prevent paging space problems.

The operating system monitors the number of free paging space blocks and detects when a paging-space
shortage exists. When the number of free paging-space blocks falls below a threshold known as the
paging-space warning level, the system informs all processes (except kprocs) of this condition by sending
the SIGDANGER signal. If the shortage continues and falls below a second threshold known as the
paging-space Kill level, the system sends the SIGKILL signal to processes that are the major users of
paging space and that do not have a signal handler for the SIGDANGER signal. (The default action for the
SIGDANGER signal is to ignore the signal.) The system continues sending SIGKILL signals until the
number of free paging-space blocks is above the paging-space kill level.

Note: If the low_ps_handling parameter is set to 2 (under the command) and if no process was
found to kill (without the SIGDANGER handler), the system will send the SIGKILL signal to the
youngest processes that have a signal handler for the SIGDANGER signal.

Processes that dynamically allocate memory can ensure that sufficient paging space exists by monitoring
the paging-space levels with the psdanger subroutine or by using special allocation routines. You can use
the disclaim subroutine to prevent processes from ending when the paging-space kill level is reached. To
do this, define a signal handler for the SIGDANGER signal and release memory and paging-space
resources allocated in their data and stack areas and in shared memory segments.
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If you get error messages similar to the following, increase the paging space:

INIT: Paging space is low!

OR

You are close to running out of paging space.
You may want to save your documents because
this program (and possibly the operating system)
could terminate without future warning when the
paging space fills up.

To increase the size of your paging space, see [‘Changing or removing a paging space” on page 81| or
[‘hd6 paging space resize and relocation” on page 82|

Virtual Memory Manager
The Virtual Memory Manager (VMM) services memory requests from the system and its applications.

Virtual-memory segments are partitioned in units called pages; each page is either located in real physical
memory (RAM) or stored on disk until it is needed. AIX uses virtual memory to address more memory than
is physically available in the system. The management of memory pages in RAM or on disk is handled by
the VMM.

Real memory management in Virtual Memory Manager
In AIX, virtual-memory segments are partitioned into 4096-byte units called pages. Real memory is divided
into 4096-byte page frames.

The VMM has two major functions:
* Manage the allocation of page frames

* Resolve references to virtual-memory pages that are not currently in RAM (stored in paging space) or
do not yet exist.

To accomplish these functions, the VMM maintains a free list of available page frames. The VMM also
uses a page-replacement algorithm to determine which virtual-memory pages currently in RAM will have
their page frames reassigned to the free list. The page-replacement algorithm takes into account the
existence of persistent versus working segments, repaging, and VMM thresholds.

Virtual Memory Manager Free list
The VMM maintains a list of free (unallocated) page frames that it uses to satisfy page faults.

AlX tries to use all of RAM all of the time, except for a small amount which it maintains on the free list. To
maintain this small amount of unallocated pages the VMM uses page outs and page steals to free up
space and reassign those page frames to the free list. The virtual-memory pages whose page frames are
to be reassigned are selected using the VMM’s page-replacement algorithm.

Persistent or working memory segments in Virtual Memory Manager
AIX distinguishes between different types of memory segments. To understand the VMM, it is important to
understand the difference between working and persistent segments.

A persistent segment has a permanent storage location on disk. Files containing data or executable
programs are mapped to persistent segments. When a JFS or JFS2 file is opened and accessed, the file
data is copied into RAM. VMM parameters control when physical memory frames allocated to persistent
pages should be overwritten and used to store other data.

Working segments are transitory and exist only during their use by a process. Working segments have no

permanent disk storage location. Process stack and data regions are mapped to working segments and
shared library text segments. Pages of working segments must also occupy disk storage locations when
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they cannot be kept in real memory. The disk paging space is used for this purpose. When a program
exits, all of its working pages are placed back on the free list immediately.

Working segments and paging space in Virtual Memory Manager
Working pages in RAM that can be modified and paged out are assigned a corresponding slot in paging
space.

The allocated paging space is used only if the page needs to be paged out. However, an allocated page in
paging space cannot be used by another page. It remains reserved for a particular page for as long as
that page exists in virtual memory. Because persistent pages are paged out to the same location on disk
from which they came, paging space does not need to be allocated for persistent pages residing in RAM.

The VMM has two modes for allocating paging space: early and late. Early allocation policy reserves
paging space whenever a memory request for a working page is made. Late allocation policy only assigns
paging space when the working page is actually paged out of memory, which significantly reduces the
paging space requirements of the system.

Virtual Memory Manager memory load control facility

When a process references a virtual-memory page that is on disk, because it either has been paged out or
has never been read, the referenced page must be paged in, and this might cause one or more pages to
be paged out if the number of available (free) page frames is low. The VMM attempts to steal page frames
that have not been recently referenced and, therefore, are not likely to be referenced in the near future,
using a page-replacement algorithm.

A successful page-replacement keeps the memory pages of all currently active processes in RAM, while
the memory pages of inactive processes are paged out. However, when RAM is over-committed, it
becomes difficult to choose pages for page out because, they will probably be referenced in the near
future by currently running processes. The result is that pages that are likely to be referenced soon might
still get paged out and then paged in again when actually referenced. When RAM is over-committed,
continuous paging in and paging out, called thrashing, can occur. When a system is thrashing, the system
spends most of its time paging in and paging out instead of executing useful instructions, and none of the
active processes make any significant progress. The VMM has a memory load control algorithm that
detects when the system is thrashing and then attempts to correct the condition.

Paging space
A paging space is a type of logical volume with allocated disk space that stores information which is
resident in virtual memory but is not currently being accessed.

This logical volume has an attribute type equal to paging, and is usually simply referred to as paging
space or swap space. When the amount of free RAM in the system is low, programs or data that have not
been used recently are moved from memory to paging space to release memory for other activities.

Another type of paging space is available that can be accessed through a device that uses an NFS server
for paging-space storage. For an NFS client to access this paging space, the NFS server must have a file
created and exported to that client. The file size represents the paging space size for the client.

The amount of paging space required depends on the type of activities performed on the system. If paging
space runs low, processes can be lost, and if paging space runs out, the system can panic. When a
paging-space low condition is detected, define additional paging space. For instructions, see
[space troubleshooting” on page 83

The logical volume paging space is defined by making a new paging-space logical volume or by increasing
the size of existing paging-space logical volumes. To increase the size of an NFS paging space, the file
that resides on the server must be increased by the correct actions on the server.
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The total space available to the system for paging is the sum of the sizes of all active paging-space logical
volumes.

Paging space allocation policies
The PSALLOC environment variable determines which paging space allocation algorithm is used: late or
early.

AlIX uses two modes for paging space allocation. The default is late. You can switch to an early paging
space allocation mode by changing the value of the PSALLOC environment variable, but there are several
factors to consider before making such a change. When using the early allocation algorithm, in a
worst-case scenario, it is possible to crash the system by using up all available paging space.

Comparisons of late and early paging space allocation:

The operating system uses the PSALLOC environment variable to determine the mechanism used for
memory and paging space allocation.

If the PSALLOC environment variable is not set, is set to null, or is set to any value other than early, the
system uses the default Tate allocation algorithm.

The 1ate allocation algorithm assists in the efficient use of disk resources and supports applications that
prefer a sparse allocation algorithm for resource management. This algorithm does not reserve paging
space when a memory request is made; it approves the request and assigns paging space when pages
are touched. Some programs allocate large amounts of virtual memory and then use only a fraction of the
memory. Examples of such programs are technical applications that use sparse vectors or matrices as
data structures. The late allocation algorithm is also more efficient for a real-time, demand-paged kernel
such as the one in the operating system.

However, this paging space might never be used, especially on systems with large real memory where
paging is rare. Therefore, the late algorithm further delays allocation of paging space until it is necessary
to page out the page, which results in no wasted paging space allocation. This does result, however, in
additional overcommitment of paging space.

It is possible to overcommit resources when using the late allocation algorithm for paging space allocation.
In this case, when one process gets the resource before another, a failure results. The operating system
attempts to avoid complete system failure by killing processes affected by the resource overcommitment.
The SIGDANGER signal is sent to notify processes that the amount of free paging space is low. If the
paging space situation reaches an even more critical state, selected processes that did not receive the
SIGDANGER signal are sent a SIGKILL signal.

You can use the PSALLOC environment variable to switch to an early allocation algorithm, which
allocates paging space for the executing process at the time the memory is requested. If there is
insufficient paging space available at the time of the request, the early allocation mechanism fails the
memory request.

If the PSALLOC environment variable is set to early, then every program started in that environment from
that point on, but not including currently running processes, runs in the early allocation environment. In the
early allocation environment, interfaces such as the malloc subroutine and the brk subroutine will fail if
sufficient paging space cannot be reserved when the request is made.

Processes run in the early allocation environment mode are not sent the SIGKILL signal if a low paging
space condition occur.

There are different ways to change the PSALLOC environment variable to early, depending on how
broadly you want to apply the change. (See [‘Setting the PSALLOC environment variable for early|
[allocation mode” on page 81)
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The following memory allocation interface subroutines are affected by a switch to an early allocation
environment:

* malloc
» free

» calloc
* realloc
* brk

* sbrk

* shmget
* shmctl

Early allocation mode:

The early allocation algorithm guarantees as much paging space as requested by a memory allocation
request. Thus, correct paging space allocation on the system disk is important for efficient operations.

When available paging space drops below a certain threshold, new processes cannot be started and
currently running processes might not be able to get more memory. Any processes running under the
default late allocation mode become highly vulnerable to the SIGKILL signal mechanism. In addition,
because the operating system kernel sometimes requires memory allocation, it is possible to crash the
system by using up all available paging space.

Before you use the early allocation mode throughout the system, it is very important to define an adequate
amount of paging space for the system. The paging space required for early allocation mode is almost
always greater than the paging space required for the default late allocation mode. How much paging
space to define depends on how your system is used and what programs you run. A good starting point
for determining the right mix for your system is to define a paging space four times greater than the
amount of physical memory.

Certain applications can use extreme amounts of paging space if they are run in early allocation mode.
The AlXwindows server currently requires more than 250 MB of paging space when the application runs in
early allocation mode. The paging space required for any application depends on how the application is
written and how it is run.

All commands and subroutines that show paging space and process memory use include paging space
allocated under early allocation mode. The command uses the -s flag to display total paging space
allocation, including paging space allocated under early allocation mode.

Using the paging space allocation mode programming interface:

The programming interface that controls the paging space allocation mode uses the PSALLOC
environment variable.

To ensure that an application always runs under the desired mode (with or without early paging space
allocation), do the following:

1. Use the getenv subroutine to examine the current state of the PSALLOC environment variable.

2. If the value of the PSALLOC environment variable is not the value required by the application, use the
setenv subroutine to alter the value of the environment variable. Because only the execve subroutine
examines the state of the PSALLOC environment variable, call the execve subroutine with the same
set of parameters and environment received by the application. When the application reexamines the
state of the PSALLOC environment variable and finds the correct value, the application continues
normally.
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3. If the getenv subroutine reveals that the current state of the PSALLOC environment variable is correct,
no modification is needed. The application continues normally.

Paging space default size

The default paging space size is determined during the system customization phase of AIX installation

according to the following standards.

» Paging space can use no less than 16 MB, except for hdé which can use no less than 64 MB in AIX 4.3
and later.

» Paging space can use no more than 20% of total disk space.
 If real memory is less than 256 MB, paging space is two times real memory.
 If real memory is greater than or equal to 256 MB, paging space is 512 MB.

Paging space file, commands, and options
The /etc/swapspaces file specifies the paging spaces and the attributes of the paging spaces.

A paging space is added to the /etc/swapspaces file when it is created by the mkps command, and a
paging space is removed from the /etc/swapspaces file when it is deleted by the rmps command. The
paging space attributes in the file are modified by the chps -a command or the chps -¢c command. This is
a change from AIX 5.3 and earlier, when only automatically swapped-on devices, as specified by the mkps
-a command or the chps -acommand, were kept in the /etc/swapspaces file. Files using a previous
format (where there are no attributes for checksum size and automatic swap-on in the stanzas) continue to
be supported. If the paging space size is too large, you can subtract logical partitions from the paging
space without rebooting using the chps -d command.

The following commands are used to manage paging space:

chps| Changes the attributes of a paging space.
Isps| Displays the characteristics of a paging space.
mKkps| Adds an additional paging space. The mkps command uses the@command with a specific set of

options when creating a paging space logical volume. To create NFS paging spaces, the mkps
command uses thecommand with a different set of options. For NFS paging spaces, the mkps
command needs the host name of the NFS server and the path name of the file that is exported from

the server.
rmps| Removes an inactive paging space.
swapoff Deactivates one or more paging space without rebooting the system. Information in the paging space is

moved to other active paging space areas. The deactivated paging space can then be removed using

the |m_|§| command.

Activates a paging space. The swapon command is used during early system initialization to activate
the initial paging-space device. During a later phase of initialization, when other devices become
available, the swapon command is used to activate additional paging spaces so that paging activity
occurs across several devices.

The paging type option is required for all logical volume paging spaces.

The following options are used to maximize paging performance with a logical volume:
» Allocate in the middle of the disk to reduce disk arm travel
» Use multiple paging spaces, each allocated from a separate physical volume.

File systems

A file system is a hierarchical structure (file tree) of files and directories.
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This type of structure resembles an inverted tree with the roots at the top and branches at the bottom.
This file tree uses directories to organize data and programs into groups, allowing the management of
several directories and files at one time. For information on the structure of the file system, see
[‘Organization and contents of the file tree.’|

A file system resides on a single logical volume. Every file and directory belongs to a file system within a
logical volume. Because of its structure, some tasks are performed more efficiently on a file system than
on each directory within the file system. For example, you can back up, move, or secure an entire file
system. You can make an point-in-time image of a JFS file system or a JFS2 file system, called a
snapshot (AlIX 5.2 and later).

Note: The maximum number of logical partitions per logical volume is 32,512. For more information on file
system logical volume characteristics, see the@ command.

The @ (make file system) command or the System Management Interface Tool dsmiﬂ command)
creates a file system on a logical volume. For more information on managing file systems, see |“Fi|g|
[system management tasks” on page 97

To be accessible, a file system must be mounted onto a directory mount point. When multiple file systems
are mounted, a directory structure is created that presents the image of a single file system. It is a
hierarchical structure with a single root. This structure includes the base file systems and any file systems
you create. You can access both local and remote file systems using the command. This makes
the file system available for read and write access from your system. Mounting or unmounting a file
system usually requires system group membership. File systems can be mounted automatically, if they are
defined in the Jetc/filesystemsifile. You can unmount a local or remote file system with the
command, unless a user or process is accessing that file system. For more information on mounting a file
system, see [‘Mounting” on page 113

The basic type of file system used by AIX is called the journaled file system (JFS). This file system uses
database journaling techniques to maintain its structural consistency. This prevents damage to the file
system when the system is halted abnormally.

Multiple file system types are supported for AlIX 5.2, including the journaled file system (JFS) and the
enhanced journaled file system (JFS2). For more information on file system types and the characteristics
of each type, see [‘File system types” on page 119

Some of the most important system management tasks have to do with file systems, specifically:
» Allocating space for file systems on logical volumes

» Creating file systems

* Making file system space available to system users

* Monitoring file system space usage

» Backing up file systems to guard against data loss if the system fails

* Maintaining file systems in a consistent state

These tasks should be performed by your system administrator.

Organization and contents of the file tree

The file tree organizes files into directories containing similar information. This organization facilitates
remote mounting of directories and files.

System administrators can use these directories as building blocks to construct a unique file tree for each
client mounting individual directories from one or more servers. Mounting files and directories remotely,
rather than keeping all information local, has the following advantages:

» Conserves disk space
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* Allows easy, centralized system administration
* Provides a more secure environment

The file tree has the following characteristics:

 Files that can be shared by machines of the same hardware architecture are located in the /usr file
system.

» Variable per-client files, such as spool and mail files, are located in the /var file system.

» Architecture-independent, shareable text files, such as manual pages, are located in the /usr/share
directory.

* The / (root) file system contains files and directories critical for system operation. For example, it
contains a device directory, programs used for system startup, and mount points where file systems can
be mounted onto the root file system.

* The /home file system is the mount point for user home directories.

» For servers, the /export directory contains paging-space files, per-client (unshared) root file systems,
dump, home, and /ust/share directories for diskless clients, as well as exported /usr directories.

File system structure

It is important to understand the difference between a file system and a directory. A file system is a section
of hard disk that has been allocated to contain files. This section of hard disk is accessed by mounting the
file system over a directory. After the file system is mounted, it looks just like any other directory to the end
user.

However, because of the structural differences between the file systems and directories, the data within
these entities can be managed separately.

When the operating system is installed for the first time, it is loaded into a directory structure, as shown in
the following illustration.

I/(root)
File System

Directories File Systems

/bin Idev letc Nib lusr Itmp Ivar /home

Figure 7. / (root) File System Tree. This tree chart shows a directory structure with the I (root) file system at the top,
branching downward to directories and file systems. Directories branch to /bin, /dev, /etc, and llib. File systems
branch to lusr, fmp, /var, and /home.

The directories on the right (/usr, /tmp, /var, and /home) are all file systems so they have separate
sections of the hard disk allocated for their use. These file systems are mounted automatically when the
system is started, so the end user does not see the difference between these file systems and the
directories listed on the left (/bin, /dev, /etc, and /lib).

On standalone machines, the following file systems reside on the associated devices by default:

|/Fi|e System /Device
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/dev/hd1 /home
/dev/hd2 lusr
/dev/hd3 ftmp
/dev/hd4 /(root)
/dev/hd9var Ivar
Iproc Iproc
/dev/hd100opt lopt

The file tree has the following characteristics:

+ Files that can be shared by machines of the same hardware architecture are located in the /usr file
system.

» Variable per-client files, for example, spool and mail files, are located in the /var file system.

» The /(root) file system contains files and directories critical for system operation. For example, it
contains

— A device directory (/dev)
— Mount points where file systems can be mounted onto the root file system, for example, /mnt
* The /home file system is the mount point for users’ home directories.

» For servers, the /export directory contains paging-space files, per-client (unshared) root file systems,
dump, home, and /usr/share directories for diskless clients, as well as exported /usr directories.

» The /proc file system contains information about the state of processes and threads in the system.
* The /opt file system contains optional software, such as applications.

The following list provides information about the contents of some of the subdirectories of the /(root) file
system.

/bin [Symboilic link| to the /usr/bin directory.
/dev Contains device nodes for special files for local devices. The /dev directory contains special files for

tape drives, printers, disk partitions, and terminals.

letc Contains configuration files that vary for each machine. Examples include:
+ /etc/hosts
» Jetc/passwd

lexport Contains the directories and files on a server that are for remote clients.

/home Serves as a mount point for a file system containing user home directories. The /home file system
contains per-user files and directories.

In a standalone machine, a separate local file system is mounted over the /home directory. In a
network, a server might contain user files that should be accessible from several machines. In this
case, the server’s copy of the /home directory is remotely mounted onto a local /home file system.

Nlib Symbolic link to the /usr/lib directory, which contains architecture-independent libraries with names in
the form lib*.a.

/sbin Contains files needed to boot the machine and mount the /usr file system. Most of the commands used
during booting come from the boot image’s RAM disk file system; therefore, very few commands reside
in the /sbin directory.

/tmp Serves as a mount point for a file system that contains system-generated temporary files.

lu Symbolic link to the /home directory.
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lusr Serves as a mount point for a file system containing files that do not change and can be shared by
machines (such as executable programs and ASCII documentation).

Standalone machines mount a separate local file system over the /usr directory. Diskless and disk-poor
machines mount a directory from a remote server over the /usr file system.

Ivar Serves as a mount point for files that vary on each machine. The /var file system is configured as a file
system because the files that it contains tend to grow. For example, it is a symbolic link to the /usr/tmp
directory, which contains temporary work files.

Root file system

The root file system is the top of the hierarchical file tree. It contains the files and directories critical for
system operation, including the device directory and programs for booting the system. The root file system
also contains mount points where file systems can be mounted to connect to the root file system hierarchy.

The following diagram shows many of the subdirectories of the root file system.

etc

bin —» /usr/bin
sbin

dev

tmp

var

/ u » /home
usr
home
export
lib — Jusrl/lib
tftpboot

Figure 8. Root File System. This diagram shows the root file system and its subdirectories. The /bin subdirectory
points to the lusr/bin directory. The /lib subdirectory points to the lusr/lib directory. The /u subdirectory points to the
/home directory.

The following list provides information about the contents of some of the subdirectories of the / (root) file
system.

letc Contains configuration files that vary for each machine. Examples include:
* /etc/hosts
« /etc/passwd

The /etc directory contains the files generally used in system administration. Most of the
commands that previously resided in the /etc directory now reside in the /usr/sbin directory.
However, for compatibility, the /usr/sbin directory contains symbolic links to the locations of some
executable files. Examples include:

» Jetc/chown is a symbolic link to /usr/bin/chown.
« /etc/exportvg is a symbolic link to /usr/sbin/exportvg.
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/bin

/sbin

/dev
tmp

Ivar

/u
lusr

/home

lexport

Nib
ltftpboot

Symbolic link to the /usr/bin directory. In prior UNIX file systems, the /bin directory contained user
commands that now reside in the /usr/bin directory.

Contains files needed to boot the machine and mount the /usr file system. Most of the commands
used during booting come from the boot image’s RAM disk file system; therefore, very few
commands reside in the /sbin directory.

Contains device nodes for special files for local devices. The /dev directory contains special files
for tape drives, printers, disk partitions, and terminals.

Serves as a mount point for a file system that contains system-generated temporary files. The /tmp
file system is an empty directory.

Serves as a mount point for files that vary on each machine. The /var file system is configured as a
file system since the files it contains tend to grow. See [‘/var file system” on page 95| for more
information.

Symbolic link to the /home directory.

Contains files that do not change and can be shared by machines such as executables and ASCII
documentation.

Standalone machines mount the root of a separate local file system over the /usr directory.
Diskless machines and machines with limited disk resources mount a directory from a remote
server over the /usr file system. See for more information about the file tree
mounted over the /usr directory.

Serves as a mount point for a file system containing user home directories. The /home file system
contains per-user files and directories.

In a standalone machine, the /home directory is contained in a separate file system whose root is
mounted over the /home directory root file system. In a network, a server might contain user files
that are accessible from several machines. In this case, the server copy of the /home directory is
remotely mounted onto a local /home file system.

Contains the directories and files on a server that are for remote clients.

See [‘/export directory” on page 96| for more information about the file tree that resides under the
lexport directory.

Symbolic link to the /usr/lib directory. See for more information.

Contains boot images and boot information for diskless clients.

lusr file system
The /usr file system contains executable files that can be shared among machines.

The major subdirectories of the /usr directory are shown in the following diagram.
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bin

ccs

include

Ibin

lib

Ipp

sbin

share

adm —» /var/adm

lusr

spool —» /var/spool
tmp —» /var/tmp

man—> /usr/share/man
Ilpd—» /usr/lib/lpd

Figure 9. /usr File System. This diagram shows the major subdirectories of the lusr directory, which includes: /bin,
Iccs, Mlib, /lpp, /adm and its Ivar/adm subdirectory, and Iman and its /lusr/share/man subdirectory.

On a standalone machine the /usr file system is a separate file system (in the /dev/hd2 logical volume).
On a diskless machine or a machine with limited disk resources, a directory from a remote server is
mounted with read-only permissions over the local /usr file system. The /usr file system contains read-only
commands, libraries, and data.

Except for the contents of the /usr/share directory, the files and directories in the /usr file system can be
shared by all machines of the same hardware architecture.

The /usr file system includes the following directories:

lusr/bin Contains ordinary commands and shell scripts. For example, the /usr/bin directory contains
the Is, cat, and mkdir commands.

lusr/ccs Contains unbundled development package binaries.

lust/include Contains include, or header, files.

lust/Ibin Contains executable files that are backends to commands.

lusr/lib Contains architecture-independent libraries with names of the form lib*.a. The /lib directory in

/ (root) is a symbolic link to the /usr/lib directory, so all files that were once in the /lib
directory are now in the /usr/lib directory. This includes a few nonlibrary files for compatibility.

lusr/lpp Contains optionally installed products.

lusr/sbin Contains utilities used in system administration, including System Management Interface Tool
(SMIT) commands. Most of the commands that once resided in the /etc directory now reside
in the /usr/sbin directory.

lusr/share Contains files that can be shared among machines with different architectures. See
[/usr/share directory” on page 95|for more information.

The following are symbolic links to the /var directory:

/usr/adm Symbolic link to the /var/adm directory
Jusr/mail Symbolic link to the /var/spool/mail directory
lusr/news Symbolic link to the /var/news directory
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lusr/preserve Symbolic link to the /var/preserve directory

lusr/spool Symbolic link to the /var/spool directory

lusr/tmp Symbolic link to the /var/tmp directory, because the /usr directory is potentially shared by
many nodes and is read-only

The following are symbolic links to the /usr/share and /ust/lib directories:

lusr/dict Symbolic link to the /usr/share/dict directory
/usr/man Symbolic link to the /usr/share/man directory
lusr/lpd Symbolic link to the /usr/lib/lpd directory

/usr/share directory
The /usr/share directory contains architecture-independent shareable text files. The contents of this
directory can be shared by all machines, regardless of hardware architecture.

In a mixed architecture environment, the typical diskless client mounts one server directory over its own
lusr directory and then mounts a different directory over the /usr/share directory. The files below the
lusr/share directory are contained in one or more separately installable packages. Thus, a node might
have the other parts of the /usr directory it depends on locally installed while using a server to provide the
lusr/share directory.

Some of the files in the /usr/share directory include the directories and files shown in the following
diagram.

lib

lusr/share dict
man

Figure 10. /usr/share Directory.

This diagram shows several directories under the /usr/share directory, including /lib, /lpp, /dict, and /man.

The /usr/share directory includes the following:

lusr/share/man Contains the manual pages if they have been loaded

lusr/share/dict Contains the spelling dictionary and its indexes

lusr/share/lib Contains architecture-independent data files, including terminfo, learn, tmac, me, and
macros

lusr/share/lpp Contains data and information about optionally installable products on the system

Ivar file system
The /var file system tends to grow because it contains subdirectories and data files that are used by busy
applications such as accounting, mail, and the print spooler.

Attention: If applications on your system use the /var file system extensively, routinely run the
command or increase the file system size beyond the 4MB /var default.

Specific /var files that warrant periodic monitoring are /var/adm/wtmp and /var/adm/ras/errlog.
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Other /var files to monitor are:

Ivar/adm/ras/trcfile If the trace facility is turned on
Ivar/tmp/snmpd.log If the snmpd command is running on your system

The /var directory diagram shows some of the directories in the /var file system.

adm

news
preserve
Ivar spool

tmp

Figure 11. /var Directory. This diagram shows the major subdirectories of the /var directory, including /adm, /news,
Ipreserve, /spool, and Itmp.

/var/adm Contains system logging and accounting files

Ivar/news Contains system news

Ivar/preserve Contains preserved data from interrupted edit sessions; similar to the /usr/preserve
directory in previous releases

Ivar/spool Contains files being processed by programs such as electronic mail; similar to the
lusr/spool directory in previous releases

Ivar/tmp Contains temporary files; similar to the /usr/tmp directory in previous releases. The

lusr/tmp directory is now a symbolic link to /var/tmp.

/export directory
The /export directory contains server files exported to clients, such as diskless, dataless, or disk-poor
machines.

A server can export several types of disk space, including packages of executable programs, paging space
for diskless clients, and root file systems for diskless clients or those with low disk resources. The
standard location for such disk space in the file tree is the /export directory. Some of the subdirectories of
the /export directory are shown in the following list:

lexec Contains directories that diskless clients mount over their /usr file systems

/swap Contains files for diskless clients’ remote paging

/share Contains directories that diskless clients mount over their /usr/share directory

Iroot Contains directories that diskless clients mount over their / (root) file system

/dump Contains directories for diskless clients’ remote dump files

/home Contains directories that diskless clients mount over their /home file system

The /export directory is the default location for client resources for the diskless commands. The /export
directory is only the location of client resources on the server. Because clients mount these resources onto

their own file tree, these resources appear to clients at the normal places in a file tree. The major
subdirectories of the /export directory, and their corresponding mount points on a client file tree, include:

lexport/root
This directory is mounted over the client root (/) file system. Client root directories are located in
the /export/root directory by default and are named with the client’s host name.
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lexport/exec
Also called the Shared Product Object Tree (SPOT) directory. This directory is mounted over the
client /usr file system. SPOTs are versions of the /usr file system stored in the /export/exec
directory and have names that reflect their release level. By default, the name is RISCAIX.

lexport/share
This directory is mounted over the client /usr/share directory. This directory contains data that can
be shared by many architectures. The default location is /export/share/AlX/usr/share.

lexport/home
This directory is mounted over the client /home file system. It contains user directories grouped by
client host names. The default location for client home directories is /export/home.

lexport/swap
Also called the paging directory. In standalone or dataless systems, paging is provided by a local
disk; for diskless clients, this service is provided by a file on a server. This file is named after the
client’s host name and by default is found in the /export/swap directory.

lexport/dump
Standalone systems use a local disk as the dump device; diskless clients use a file on a server.
The file resides in a directory named after the client host name and by default is found in the
lexport/dump directory.

microcode
This directory contains microcode for physical devices. The default location is
lexport/exec/RISCAIX/usr/lib/microcode.

File system management tasks

A file system is a complete directory structure, including a root directory and any subdirectories and files
beneath it.

File systems are confined to a single logical volume. Some of the most important system management
tasks are concerning file systems, specifically:

» Allocating space for file systems on logical volumes

» Creating file systems

» Making file system space available to system users

* Monitoring file system space usage

» Backing up file systems to guard against data loss in the event of system failures

* Making a snapshot to capture a consistent block-level image of a file system at a given point in time
* Maintaining file systems in a consistent state.

Following is a list of system management commands that help manage file systems:

Performs a full or incremental backup of a file system
Creates an online backup of a mounted JFS file system

Copies data directly from one device to another for making file system backups
Reports the amount of space used and free on a file system

Checks file systems and repairs inconsistencies

Makes a file system of a specified size on a specified logical volume

Attaches a file system to the system-wide naming structure so that files and directories in that file
system can be accessed

Restores files from a backup
Creates a snapshot of a JFS2 file system

Removes a file system from the system-wide naming structure, making the files and directories in
the file system inaccessible.
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Displaying available space on a file system (df command)

Use the df command to display information about total space and available space on a file system. The
FileSystem parameter specifies the name of the device on which the file system resides, the directory on
which the file system is mounted, or the relative path name of a file system.

If you do not specify the FileSystem parameter, the df command displays information for all currently
mounted file systems. If a file or directory is specified, then the df command displays information for the
file system on which it resides.

Normally, the@ command uses free counts contained in the superblock. Under certain exceptional
conditions, these counts might be in error. For example, if a file system is being actively modified when the
df command is running, the free count might not be accurate.

See the @ command in the AIX Version 6.1 Commands Reference, Volume 2 for the complete syntax.

Note: On some remote file systems, such as Network File Systems (NFS), the columns representing the
available space on the display are left blank if the server does not provide the information.

The following are examples of how to use the df command:
» To display information about all mounted file systems, type the following:
df

If your system is configured so the /, /usr, /site, and /usr/venus directories reside in separate file
systems, the output from the df command is similar to the following:

Filesystem 512-blocks free %used Iused %Iused Mounted on

/dev/hd4 20480 13780 32% 805 13% /
/dev/hd2 385024 15772 95% 27715 28% /usr
/dev/hd9var 40960 38988 4% 115 1% /var
/dev/hd3 20480 18972 7% 81 1% /tmp
/dev/hd1l 4096 3724 9% 44 4% /home

» To display available space on the file system in which your current directory resides, type the following:
df .

File system commands
There are a number of commands designed to operate on file systems, regardless of type.

The [letc/filesystems|file controls the list of file systems that the following commands can manipulate:

Changes the characteristics of a file system
Adds a file system

Displays the characteristics of a file system
Removes a file system

Makes a file system available for use

Four commands operate on virtual file systems types. The file contains the information on the file
system types that the following commands manipulate:

Changes the characteristics of a file system type
Adds a new file system type

Lists the characteristics of a file system type
Removes a file system type

File systems configuration tasks

When adding or configuring file systems, you can select options in the File Systems container of
Web-based System Manager or use the SMIT fast paths.
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The SMIT fast paths are provided in the following table:

Table 3. Managing Logical Volumes and File Systems Tasks

Task

SMIT Fast Path

Add a JFS or JFS2

smit crfs

Add a JFS2 to an existing logical volume

smit crjfs2lvstd

Add a JFS to a previously defined logical volume menu

Create logical volume, then smit crjfslv

Change the attributes of a JFS or a JFS2 Vot !

smit chfs

Check size of a file system

smit fs

Increase size of a file system

JFS: smit chjfs JFS2: smit chjfs2

Decrease size of a file system

JFS2: smit chjfs2

Note: The SMIT Fast Path for Decrease size of a file system is only for JFS2.

Encrypting JFS2 file systems

Beginning with AIX Version 6.1, Encrypted File System (EFS) is supported on JFS2 file systems. EFS
allows you to encrypt your data and control access to the data through keyed protection.

A key is associated with each user and is stored in a cryptographically protected key store. Upon
successful login, the user’'s keys are loaded into the kernel and associated with the process credentials. To
open an EFS-protected file, the process credentials are tested. If the process finds a key that matches the
file protection, the process decrypts the file key and the file content.

By default, JFS2 file systems are not EFS-enabled. A JFS2 file system must be EFS-enabled before any
data can be encrypted. For information about how to enable EFS, see the command in AIX
Version 6.1 Commands Reference, Volume 2.

File systems maintenance tasks
The simplest tasks you might need when maintaining file systems are grouped within this table.

Table 4. Maintaining File Systems Tasks

Task

SMIT Fast Path

Command or File

Backup by name files or directories

smit backfile

Create and back up a JFS2 snapshot
image

smit backsnap

List all file systems on a disk

smit Ismntdsk

List file systems on a removable disk

smit Ismntdsk

List mounted file systems

smit fs

Mount a group of file systems"®® ®

smit mountg

mount -t GroupName

Mount a JFS or JFS2N°te 3

smit mountfs

mount

Mount a JFS2 snapshot

smit mntsnap

mount -v jfs2 -o snapshot Device
MountPoint

Remove a JFS or JFS2

smit rmfs

Remove a JFS2 snapshot

smit rmsnap

snapshot -d SnapshotDevice

Revert a JFS2 file system to a
point-in-time snapshot

smit rollbacksnap

rollback [-s] [-v] [-c] snappedFS
snapshotObject

Note 4

Unmount a file system

smit umountfs
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Table 4. Maintaining File Systems Tasks (continued)

Task

SMIT Fast Path

Command or File

Unmount a file system on a
removable diskM®

smit umntdsk

Unmount a group of file systems™°®® ®

smit umountg

umount -t GroupName

Manage Enhanced Journaled File
Systems quotas

smit j2fsquotas

Enable or disable quota management

smit j2enablequotas

Stop/restart quota limits enforcement

smit j2enforcequotas

quotaonloff -v

List quota usage

smit j2repquota

repquota -v

Recalculate current disk block and file
usage statistics

smit j2quotacheck

quotacheck -v

Add a limits class smit j2addlimit j2edlimit -e
Change/show characteristics of a smit j2changelimit

limits class

Make a limits class the default limits | smit j2defaultlimit

for a file system

Assign a user or group to a limits smit j2assignlimit

class

List limits classes for a file system smit j2listlimits j2edlimit -1 *-u’

Remove a limits class

smit j2removelimit

Note:

1. For options, refer to the individual commands.

2. Do not change the names of system-critical file systems, which are / (root) on logical volume 4
(hd4), /usr on hd2, /var on hd9var, /tmp on hd3, and /blv on hd5. If you use the hdn

convention, start at hd10.

3. Check the file systems before mounting by using the procedure [‘File system verification” on|

page 103 or running the [fsck| command.

4. If an unmount fails, it might be because a user or process has an opened file in the file system
being unmounted. The fuser command lets you find out which user or process might be

causing the failure.

5. Afile system group is a collection of file systems which have the same value for the type=

identifier in the [fetc/filesystems|file.

Recovering one or more files from an online external JFS2 snapshot
You can replace a corrupted file if you have an accurate copy in an online external JFS2 snapshot.

Use the following procedure to recover one or more files from an online external JFS2 snapshot image.

For this example, assume that /Thome/aaa/myfile is a corrupted file in the /home file system.

1. Mount the snapshot with a command similar to the following:

mount -v jfs2 -o snapshot /dev/mysnaplv /tmp/mysnap
2. Change to the directory that contains the snapshot with a command similar to the following:

cd /tmp/mysnap

3. Copy the accurate file from the snapshot to overwrite the corrupted file with a command similar to the

following:
cp aaa/myfile /home/aaa/myfile
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The previous example copies only the file named myfile. If you want to copy all the files from the
snapshot to the aaa directory, use a command similar to the following:

cp -R aaa /home/aaa

For more examples of replacing corrupted files with snapshot images, see the [cp| or [cpio] command
descriptions in AIX Version 6.1 Commands Reference, Volume 1.

Recovering one or more files from an online internal JFS2 snapshot
You can replace a corrupted file if you have an accurate copy in an online internal JFS2 snapshot.

Use the following procedure to recover one or more files from an online internal JFS2 snapshot image.

For this example, assume that /lhome/aaa/myfile is a corrupted file in the /home file system.
1. Change to the directory that contains the snapshot with a command similar to the following:
cd /home/.snapshot/mysnap

2. Copy the accurate file from the snapshot to overwrite the corrupted file with a command similar to the
following:

cp aaa/myfile /home/aaa/myfile

The previous example copies only the file named myfile. If you want to copy all of the files from the
snapshot to the aaa directory, use a command similar to the following:

cp -R aaa /home/aaa

For more examples of replacing corrupted files with snapshot images, see the @ or@ command
descriptions in AlIX Version 6.1 Commands Reference, Volume 1.

File systems on CD-ROM and DVD disks
CDs and DVDs are not automatically mounted, but this feature can be enabled.

To enable this feature, use thecommand to mount the CDRFS or UDFS file system, for
example:

cdmount cdo

You can manually mount a read/write UDFS with the following command:
mount -V udfs DevName MtPt

Where DevName is the name of the DVD drive and MtPt is the mount point for the file system.

Using file systems on read/write optical media
CDRFS and JFS file systems can be used on read/write optical media.

A CD-ROM file system (CDRFS) can be stored on read/write optical media, provided that the optical media
is write-protected, as well as on a CD-ROM. The following table tells you how to add, mount, or unmount a
CDRFS on read/write optical media. You must specify the following information when mounting the file
system:

Device name Defines the name of device containing the media.
Mount point Specifies the directory where the file system will be mounted.
Automatic mount Specifies whether the file system will be mounted automatically at system restart.

CDRFS on Optical Media Tasks
Task SMIT Fast Path Command or File
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CDRFS on Optical Media Tasks

Adding a CDRFS smit crcdrfs 1. Add the file system: crfs -v cdrfs

-p ro -dDeviceName -m
MountPoint -A AutomaticMount

2. Mount the file system: mount

MountPoint
Removing a CDRFS? 1. Unmount the file system: smit 1. Unmount the file system: umount
umountfs FileSystem
2. Remove the file system: smit 2. Remove the file system: rmfs
rmcdrfs MountPoint
Note:

* Make sure the read/write optical media is write-protected.
* A CDRFS file system must be unmounted before the read/write optical media can be removed.

A JFS provides a read/write file system on optical media similar to those on a hard disk. You must have
system authority to create or import a read/write file system on read/write optical media (that is, your login
must belong to the system group) and you must have the following information:

Volume group name
Specifies the name of the volume group

Device name
Specifies the logical name of the read/write optical drive

Mount point
Specifies the directories where the file systems will be mounted

Automatic mount
Specifies whether the file system will be mounted automatically at system restart

Note:

* Any volume group created on read/write optical media must be self contained on that media.
Volume groups cannot go beyond one read/write optical disk.

* When accessing a previously created journaled file system, the volume group name does not
need to match the one used when the volume group was created.

JFS on Optical Media Tasks

Task SMIT Fast Path Command or File
Add a JFS 1. Insert optical disk into drive. 1. Insert optical disk into drive.
2. Create a volume group (if 2. Create a volume group (if
necessary): smit mkvg necessary): mkvg -f -y VGName
3. Create a journaled file system: -d 1 DeviceName
smit crfs 3. Create a journaled file system:

crfs -v jfs -g VGName -a
size=SizeFileSystem -m
MountPoint -A AutomaticMount -p
rw

4. Mount the file system: mount
MountPoint
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JFS on Optical Media Tasks

Accessing previously created JFS™® " | | |nsent optical disk into drive. 1. Insert optical disk into drive.
2. Import the volume group: smit 2. Import the volume group:
importvg importvg -y VGName
DeviceName
3. Mount the file system: mount
MountPoint
Removing a JFS™* 2 1. Unmount the file system: smit 1. Unmount the file system: umount
umountfs FileSystem
2. Remove the file system: smit 2. Remove the file system: rmfs
rmijfs MountPoint

Note:
» This procedure is required whenever inserting media containing journaled file systems.

* Removing a journaled file system destroys all data contained in that file system and on the
read/write optical media.

File system verification

Inconsistencies can occur in file systems when the system is stopped while file systems remained
mounted or when a disk is damaged. In such circumstances, it is important to verify file systems before
mounting them.

Also verify your file systems in the following circumstances:

» After a malfunction; for example, if a user cannot change directories to a directory that has that user’s
permissions (uid)

» Before backing up file systems to prevent errors and possible restoration problems

» At installation or system boot to make sure that there are no operating system file errors

Checking a user-defined file system:

To check a user-defined file system, perform the following steps.
1. Unmount the user-defined file system being checked.

2. Ensure you have write permission on files in the file system. Otherwise, the@ cannot repair
damaged files even if you answer Yes to repair prompts.

3. Use the smit fsck fast path to access the Verify a File System menu.
4. Do one of the following:
* Specify the name of an individual file system to check in the NAME of file system field, or

« Select a general file system type to check, such as a journaled file system (JFS) in the TYPE of file
system field.

5. If you want to limit your check to the most likely candidates, specify Yes in the FAST check? field. The
fast-check option checks only those file systems that are likely to have inconsistencies such as the file
systems that were mounted when the system stopped at some point in the past.

6. Specify the name of a temporary file on a file system not being checked in the SCRATCH file field.
7. Start the file system check.

Checking root and /usr file systems:

To run the fsck command on / or /usr file system, you must shut down the system and reboot it from
removable media because the / (root) and /usr file systems cannot be unmounted from a running system.
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The following procedure describes how to run ffsck| on the / and /usr file systems from the maintenance
shell.

1.

With root authority, [shut down your system |

2. [Boot from your installation media.

o bk~ w

10.

From the Welcome menu, choose the Maintenance option.
From the Maintenance menu, choose the option to access a volume group.

Choose the rootvg volume group. A list of logical volumes that belong to the volume group you
selected is displayed.

Choose 2 to access the volume group and to start a shell before mounting file systems. In the
following steps, you will run the fsck command using the appropriate options and file system device
names. The fsck command checks the file system consistency and interactively repairs the file
system. The / (root) file system device is /dev/hd4 and the /usr file system device is /dev/hd2.

To check / file system, type the following:

$ fsck -y /dev/hd4

The -y flag is recommended for less experienced users (see the@ command).
To check the /usr file system, type the following:

$ fsck -y /dev/hd2

To check other file systems in the rootvg, type the fsck command with the appropriate device names.
The device for /tmp is /dev/hd3, and the device for /var is /dev/hd9var.

When you have completed checking the file systems, reboot the system.

Disk overflows

A disk overflow occurs when too many files fill up the allotted space. This can be caused by a runaway
process that creates many unnecessary files.

You can use the following procedures to correct the problem:

Note: You must have root user authority to remove processes other than your own.

Identifying problem processes
Use this procedure to isolate problem processes.

1.

3.

To check the process status and identify processes that might be causing the problem, type:

ps -ef | pg

The ps command shows the process status. The -e flag writes information about all processes (except
kernel processes), and the -f flag generates a full listing of processes including what the command
name and parameters were when the process was created. The |Eg| command limits output to a single
page at a time, so information does not scroll too quickly off the screen.

Check for system or user processes that are using excessive amounts of a system resource, such as
CPU time. System processes such as sendmail, routed, and Ipd seem to be the system processes
most prone to becoming runaways.

To check for user processes that use more CPU than expected, type:
ps -u
Note the process ID (PID) of each problem process.

Terminating a process
You can terminate problem processes.

Use the following procedure to terminate a problem process:

1.

Terminate the process that is causing the problem by typing:
ki1l -9 PID
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Where PID is the ID of the problem process.
2. Remove the files the process has been making by typing:
rm filel file2 file3

Where file1 file2 file3 represents names of process-related files.

Reclamation of file space without terminating a process
To reclaim the blocks allocated to an active file without terminating the process, redirect the output of
another command to the file. The data redirection truncates the file and reclaims the blocks of memory.

When the active file is removed from the file system, the blocks allocated to the file remain allocated until
the last open reference is removed, either as a result of the process closing the file or because of the
termination of the processes that have the file open. If a runaway process is writing to a file and the file is
removed, the blocks allocated to the file are not freed until the process terminates.

For example:

$ 1s -1

total 1248

-rWXrWXr-x 1 web staff 1274770 Jul 20 11:19 datafile
$ date > datafile

$ 1s -1

total 4

~PWXTWXr-X 1 web staff 29 Jul 20 11:20 datafile

The output of the date command replaced the previous contents of the datafile file. The blocks reported
for the truncated file reflect the size difference from 1248> to 4. If the runaway process continues to
append information to this newly truncated file, the next Is command produces the following results:

$ 1s -1
total 8
-rXrwxr-x 1 web staff 1278866 Jul 20 11:21 datefile

The size of the datafile file reflects the append done by the runaway process, but the number of blocks
allocated is small. The datafile file now has a hole in it. File holes are regions of the file that do not have
disk blocks allocated to them.

/ (root) overflow

Check the following when the root file system (/) has become full.

» Use the following command to read the contents of the /etc/security/failedlogin file:
who /etc/security/failedlogin
The condition of TTYs respawning too rapidly can create failed login entries. To clear the file after
reading or saving the output, execute the following command:
cp /dev/null /etc/security/failedlogin

» Check the /dev directory for a device name that is typed incorrectly. If a device name is typed
incorrectly, such as rmto instead of rmt0, a file will be created in /dev called rmto. The command will
normally proceed until the entire root file system is filled before failing. /dev is part of the root (/) file

system. Look for entries that are not devices (that do not have a major or minor number). To check for
this situation, use the following command:

cd /dev

1s -1 | pg

In the same location that would indicate a file size for an ordinary file, a device file has two numbers
separated by a comma. For example:

crw-rw-rw- 1 root system 12,0 Oct 25 10:19 rmt0O

If the file name or size location indicates an invalid device, as shown in the following example, remove
the associated file:

crw-rw-rw- 1 root system 9375473 Oct 25 10:19 rmto
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Note:

— Do not remove valid device names in the /dev directory. One indicator of an invalid device is
an associated file size that is larger than 500 bytes.

— If system auditing is running, the default /audit directory can rapidly fill up and require
attention.

« Check for very large files that might be removed using the [find command. For example, to find all files
in the root (/) directory larger than 1 MB, use the following command:

find / -xdev -size +2048 -1s |sort -r +6
This command finds all files greater than 1 MB and sorts them in reverse order with the largest files

first. Other flags for the find command, such as -newer, might be useful in this search. For detailed
information, see the command description for the command.

Note: When checking the root directory, major and minor numbers for devices in the /dev directory will
be interspersed with real files and file sizes. Major and minor numbers, which are separated by a
comma, can be ignored.

Before removing any files, use the following command to ensure a file is not currently in use by a user
process:

fuser filename

Where filename is the name of the suspect large file. If a file is open at the time of removal, it is only
removed from the directory listing. The blocks allocated to that file are not freed until the process
holding the file open is killed.

Resolving overflows in the /var file system
Check the following when the /var file system has become full.

* You can use the find command to look for large files in the /var directory. For example:
find /var -xdev -size +2048 -1s| sort -r +6
For detailed information, see the command description for the command.

» Check for obsolete or leftover files in /var/tmp.

» Check the size of the /var/adm/wtmp file, which logs all logins, rlogins and telnet sessions. The log will
grow indefinitely unless system accounting is running. System accounting clears it out nightly. The
Ivar/adm/wtmp file can be cleared out or edited to remove old and unwanted information. To clear it,
use the following command:

cp /dev/null  /var/adm/wtmp
To edit the /var/adm/wtmp file, first copy the file temporarily with the following command:
/usr/sbin/acct/fwtmp < /var/adm/wtmp >/tmp/out

Edit the /tmp/out file to remove unwanted entries then replace the original file with the following
command:

Jusr/sbin/acct/fwtmp -ic < /tmp/out > /var/adm/wtmp

» Clear the error log in the /var/adm/ras directory using the following procedure. The error log is never
cleared unless it is manually cleared.

Note: Never use the cp /dev/null command to clear the error log. A zero-length errlog file disables the
error logging functions of the operating system and must be replaced from a backup.

1. Stop the error daemon using the following command:
/usr/1ib/errstop
2. Remove or move to a different filesystem the error log file by using one of the following commands:
rm /var/adm/ras/errlog
or
mv /var/adm/ras/errlog filename
Where filename is the name of the moved errlog file.
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Note: The historical error data is deleted if you remove the error log file.
3. Restart the error daemon using the following command:
/usr/1ib/errdemon

Note: Consider limiting the errlog by running the following entries in cron:

0 11 * * = /usr/bin/errclear -d S,0 30

0 12 * * x /usr/bin/errclear -d H 90
Check whether the trcfile file in this directory is large. If it is large and a trace is not currently being run,
you can remove the file using the following command:

rm /var/adm/ras/trcfile

If your dump device is set to hd6 (which is the default), there might be a number of vmcore* files in the
Ivar/adm/ras directory. If their file dates are old or you do not want to retain them, you can remove
them with the rm command.

Check the /var/spool directory, which contains the queueing subsystem files. Clear the queueing
subsystem using the following commands:

stopsrc -s gdaemon

rm /var/spool/1pd/qdir/*

rm /var/spool/1pd/stat/*

rm /var/spool/qdaemon/*

startsrc -s gdaemon

Check the /var/adm/acct directory, which contains accounting records. If accounting is running, this
directory may contain several large files. Information on how to manage these files is in
[accounting” on page 232

Check the /var/preserve directory for terminated vi sessions. Generally, it is safe to remove these files.
If a user wants to recover a session, you can use the vi -r command to list all recoverable sessions. To
recover a specific session, usevi -r filename.

Modify the /var/fadm/sulog file, which records the number of attempted uses of the su command and
whether each was successful. This is a flat file and can be viewed and modified with a favorite editor. If
it is removed, it will be recreated by the next attempted su command. Modify the /var/tmp/snmpd.log,
which records events from the snmpd daemon. If the file is removed it will be recreated by the snmpd
daemon.

Note: The size of the /var/tmp/snmpd.log file can be limited so that it does not grow indefinitely. Edit
the /etc/snmpd.conf file to change the number (in bytes) in the appropriate section for size.

Fixing a user-defined file system overflow
Use this procedure to fix an overflowing user-defined file system.

Remove old backup files and core files. The following example removes all *.bak, .*.bak, a.out, core,
*, or ed.hup files.
find / \( -name "*.bak" -o -name core -o -name a.out -o \

-name "...*" -0 -name ".x.bak" -o -name ed.hup \) \

-atime +1 -mtime +1 -type f -print | xargs -e rm -f
To prevent files from regularly overflowing the disk, run thecommand as part of the cron
process and remove files that are unnecessary or temporary.

The skulker command purges files in /tmp directory, files older than a specified age, a.out files, core
files, and ed.hup files. It is run daily as part of an accounting procedure run by the eron command
during off-peak periods (assuming you have turned on accounting).

The cron daemon runs shell commands at specified dates and times. Regularly scheduled commands
such as skulker can be specified according to instructions contained in the crontab files. Submit
crontab files with the command. To edit a crontab file, you must have root user authority.

For more information about how to create a [cron] process or edit the [crontab] file, refer to

fan accounting system” on page 233
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Fix other file systems and general search techniques
Use the find command with the -size flag to locate large files or, if the file system recently overflowed, use
the -newer flag to find recently modified files.

To produce a file for the -newer flag to find against, use the following touch command:

touch mmddhhmm filename

Where mm is the month, dd is the date, hh is the hour in 24—hour format, mm is the minute, and filename
is the name of the file you are creating with the touch command.

After you have created the touched file, you can use the following command to find newer large files:
find /filesystem_name -xdev -newer touch_filename -1s

You can also use the find command to locate files that have been changed in the last 24 hours, as shown
in the following example:

find /filesystem_name -xdev -mtime 0 -1s

Fixing a damaged file system

File systems can get corrupted when the i-node or superblock information for the directory structure of the
file system gets corrupted.

This corruption can be caused by a hardware-related ailment or by a program that gets corrupted that
accesses the i-node or superblock information directly. (Programs written in assembler and C can bypass
the operating system and write directly to the hardware.) One symptom of a corrupt file system is that the
system cannot locate, read, or write data located in the particular file system.

To fix a damaged file system, you must diagnose the problem and then repair it. The fsck command
performs low-level diagnosis and repairs.

The following is the procedure for fixing a damaged file system:

1. With root authority, unmount the damaged file system using one of the following SMIT fast paths: smit
unmountfs (for a file system on a fixed disk drive) or smit unmntdsk (for a file system on a
removeable disk).

2. Assess file system damage by running the fsck command. In the following example, the fsck
command checks the unmounted file system located on the /dev/myfilelv device:

fsck /dev/myfilelv

The fsck command checks and interactively repairs inconsistent file systems. Normally, the file system
is consistent, and the fsck command merely reports on the number of files, used blocks, and free
blocks in the file system. If the file system is inconsistent, the fsck command displays information
about the inconsistencies found and prompts you for permission to repair them. The fsck command is
conservative in its repair efforts and tries to avoid actions that might result in the loss of valid data. In
certain cases, however, the fsck command recommends the destruction of a damaged file. Refer to
the @ command description in AIX Version 6.1 Commands Reference, Volume 2 for a list of
inconsistences that this command checks for.

3. If the file system cannot be repaired, restore it from backup.
Attention: Restoring a file system from a backup destroys and replaces any file system previously
stored on the disk.
To restore the file system from backup, use the SMIT fastpath smit restfilesys or the series of
commands shown in the following example:

mkfs /dev/myfilelv

mount /dev/myfilelv /myfilesys
cd /myfilesys

restore -r
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In this example, the [nkfs| command makes a new file system on the device named /dev/myfilelv and
initializes the volume label, file system label, and startup block. The mount command establishes
/dev/myfilelv as the mountpoint for myfilesys and the restore command extracts the file system from
the backup.

If your backup was made using incremental file system backups, you must restore the backups in
increasing backup-level order (for example, 0, 1, 2). For more information about restoring a file system
from backup, refer to ['Restoring from Backup Image Individual User Files’]

When using smit restfilesys to restore an entire file system, enter the target directory, restore device
(other than /dev/rfd0), and number of blocks to read in a single input operation.

Comparing file systems on different machines

When file systems that exist on different machines should be identical but you suspect one is damaged,
you can compare the file systems.

The following procedure describes how to compare the attributes of a file system that resides on your
current host (in this scenario, called orig_host) to the same file system on a remote host.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

1. Log in to the remote host as the root user. For example:
tn juniper.mycompany.com

AIX Version 6.1

(C) Copyrights by IBM and by others 1982, 2002.
login: root

root's Password:

2. Using your favorite editor, edit the remote host’s .rhosts file to add a stanza that allows the root user
to execute secure remote commands. Use the following format for the new stanza:

orig_host root

The resulting .rhosts file might look similar to the following:

NIM.mycompany.com root
nim.mycompany.com root
host.othernetwork.com root
orig_host.mycompany.com root

3. Save your changes and exit the remote connection.

4. With root authority on orig_host, create another file using your favorite editor. For this scenario, the
new file is named compareFS. For example:

vi compareFS

5. Insert the following text in this file, where FSname is the name of the file system that you want to
compare, and remote_host is the name of the host on which the comparison file system resides:

FSname -> remote_host
install -v ;

Note: In the install command line of this file, there must be a space between the -v parameter and
the semicolon (;).

For example:

/home/jane/* -> juniper.mycompany.com
install -v ;

6. Save the file and exit the editor. The compareFsS file is used as the distfile for the rdist command in
the following step.

7. Type the following at the command prompt:
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Jusr/bin/rdist -f compareFS

Or, if you expect a significant amount of output from the comparison, send the output to a file name.
For example:

/usr/bin/rdist -f compareFS > compareFS_output
The output lists any differences between the file systems.

For more information

* The command description in AlX Version 6.1 Commands Reference, Volume 4.
+ The |.rhosts File Format for TCP/IP[' in the AIX Version 6.1 Files Reference.

+ "lUnderstanding the Secure Remote Commands|' in Security.

Reducing the size of a file system in your root volume group

The simplest way to reduce all file systems to their minimum size is to set the SHRINK option to yes when
restoring the base operating system from backup.

The simplest way to reduce all file systems to their minimum size is to set the SHRINK option to yes when
restoring the base operating system from backup. The SHRINK option and the following scenario cannot

be used in tandem. If you set the SHRINK option to yes after doing the following procedure, the
installation overrides your changes to the file.

This scenario leads you through a manual process to reduce the size of a selected rootvg file system.
You will identify a file system that is not using all of its allocated disk space and then reallocate based on
the amount of space the file system actually uses, thus freeing more space for the root volume group’s
use. As part of this procedure, you will back up your volume groups and reinstall the operating system,
using the revised allocations.

Attention: This procedure requires shutting down and reinstalling the base operating system. Whenever
you reinstall any operating system, schedule your downtime when it least impacts your workload to protect
yourself from a possible loss of data or functionality. Before reinstalling the operating system, ensure you
have reliable backups of your data and any customized applications or volume groups.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

1. Create a separate backup of all file systems that are not contained in the rootvg. The separate
backup helps ensure the integrity of all your file systems.

2. With root authority, check which file systems in your root volume group are not using their allocated
disk space by typing the following command:

df -k
The -k flag displays the file-system sizes in kilobytes. Your result will look similar to the following:

Filesystem 1024-bTocks Free %Used Tused %Iused Mounted on
/dev/hd4 196608 4976  98% 1944 2% /

/dev/hd2 1769472 623988  65% 36984 9% /usr
/dev/hd9var 163840 65116 61% 676 2% [var
/dev/hd3 65536 63024 4% 115 1% /tmp
/dev/hd1 49152 8536 83% 832 7% [home
/proc - - - - - /proc
/dev/hd10opt 32768 26340 20% 293 4% [opt

Looking at these results, you notice a large number of free blocks and a fairly low percentage of use
associated with the file system that is mounted on /usr. You decide you can release a significant
number of blocks by reducing the number of partitions allocated to the /usr file system.

3. Check the contents of the /etc/filesystems file to ensure that all file systems in the rootvg are
mounted. If not, they will not be included in the reinstalled system.
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4. Create an /image.data file, which lists all the active file systems in the rootvg that are included in the
installation procedure, by typing the following command:

mkszfile
5. Open the /image.data file in your favorite editor.

6. Search for the usr text string to locate the Iv_data stanza that pertains to the /usr file system. Use
numbers from this stanza as a base to determine how much you can reduce the /usr file system’s
number of logical partitions. The default size of each additional logical partition is defined in the
PP_SIZE entry of the /image.data file. Your /image.data file would look similar to the following:

1v_data:

VOLUME_GROUP= rootvg
LV_SOURCE_DISK_LIST= hdisk®
LV_IDENTIFIER= 00042345d300bf15.5
LOGICAL_VOLUME= hd2
VG_STAT= active/complete
TYPE= jfs

MAX_LPS= 32512

COPIES= 1

LPs= 108

STALE_PPs= 0

INTER_POLICY= minimum
INTRA_POLICY= center
MOUNT_POINT= /usr
MIRROR_WRITE_CONSISTENCY= on/ACTIVE
LV_SEPARATE_PV= yes
PERMISSION= read/write
LV_STATE= opened/syncd
WRITE_VERIFY= off

PP_SIZE= 16

SCHED_POLICY= parallel

PP= 108

BB_POLICY= relocatable
RELOCATABLE= yes
UPPER_BOUND= 32

LABEL= /usr

MAPFILE=

LV_MIN_LPS= 70
STRIPE_WIDTH=

STRIP_SIZE=

The number of logical partitions devoted to this logical volume is 108 (LPs=108).

7. Determine the number of logical partitions needed by the existing data in the /usr file system by using
your result from step 2. You can display the existing file sizes specifically for the /usr file system by
using the following command:
df -k /usr
The result repeats the numbers (in kilobytes) you received for the /usr file system in step 2. For
example:

Filesystem 1024-bTocks Free %Used Tused %Iused Mounted on
/dev/hd2 1769472 623988  65% 36984 9% /usr

a. Subtract the amount of free space from the total number of 1024-blocks allocated:
1769472 - 623988 = 1145484

b. Add an estimate of the space you might need to accommodate any future growth expected in this
file system. For this example, add 200000 to the result.

1145484 + 200000 = 1345484

c. Divide the result by the logical-partition size in bytes (16*1024) to determine the minimum number
of logical partitions you need.

1345484 / 16384 = 82.121826171875

Use this result, rounded upward, to redefine the number of logical partitions needed (LPs=83).
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10.

11.
12.

13.
14.
15.
16.

17.

18.

19.

20.

In your image.data file, change the LPs field from 108 to 83.
Find the fs_data stanza that pertains to the /usr file system. Your fs_data stanza will look similar to
the following:

fs_data:
FS_NAME= /usr
FS_SIZE= 3538944
FS_MIN_SIZE= 2290968
FS_LV= /dev/hd2
FS_FS= 4096
FS_NBPI= 4096
FS_COMPRESS= no
FS_BF= false
FS_AGSIZE= 8
Calculate the file-system size (FS_SIZE) by multiplying the physical partition size (PP_SIZE) by 2 (the
number of 512-byte blocks used by the physical partitions) by the number of logical partitions (LPs).
Given the values used in this example, the calculation is:
PP_SIZE * 512 blocks * LPs = FS_SIZE
16384 * 2 = 83 = 2719744
In your image.data file, change the FS_SIZE field from 3538944 to 2719744.

Calculate the minimum file-system size (FS_MIN_SIZE) based on the actual size of the current data
used by the /usr file system, as follows:

a. Calculate the minimum number of partitions needed. Given the values used in this example, the
calculation is:

size_in_use (see step 7a) / PP_SIZE = partitions
1145484 / 16384 = 69.914794921875

b. Calculate the minimum size required by that number of partitions. Rounding the previous
calculation results upward to 70, the calculation is:

PP_SIZE * 512 blocks % partitions = FS_MIN_SIZE
16384 * 2 = 70 = 2293760

In your image.data file, change the FS_MIN_SIZE field from 2290968 to 2293760.
Save your edits and exit the editor.
Unmount all file systems that are not in the rootvg volume group.

If you have any user-defined volume groups, type the following commands to vary off and export
them:

varyoffvg VGName
exportvg VGName

With a tape in the tape drive, type the following command to initiate a complete system backup:
mksysb /dev/rmt0

This type of backup includes the file-system size information you specified in the /image.data file,
which will be used later to reinstall your system with the new file-system sizes.

Note: To initiate this backup, you must run the mksysb command from the command line. If you use
a system management tool, such as SMIT, the backup creates a new image.data file,
overwriting the changes you have made.

Use this backup to reinstall the operating system using the Install With Current System Settings
option. During the installation, check that the following options are set appropriately:

» Use Maps must be set to no
* Shrink the File Systems must be set to no
If you need more information about the installation procedure, see the [Installing system backups|

After the operating system is installed, reboot the system in Normal mode. At this point, the /usr file
system is resized, but your user-defined file systems are not available.

Mount all file systems by typing the following command:
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mount all

If you receive Device Busy messages about file systems that are already mounted, you can ignore
these messages.

At this point, your /usr file system is resized, your root volume group has more free space, and your file
systems are usable.

For more information
* [Logical volume storage]
+ [Creating a Root Volume Group Backup to Tape or File|and|Installing a System Backup on the Source]

|Machine|
. Thefile description

* The |mkszfile| and jmksysb| command descriptions

Mounting

Mounting makes file systems, files, directories, devices, and special files available for use at a particular
location. It is the only way a file system is made accessible.

Thecommand instructs the operating system to attach a file system at a specified directory.

You can mount a file or directory if you have access to the file or directory being mounted and write
permission for the mount point. Members of the system group can also perform device mounts (in which
devices or file systems are mounted over directories) and the mounts described in the /etc/filesystems
file. A user operating with root user authority can mount a file system arbitrarily by naming both the device
and the directory on the command line. The |fetc/filesystems| file is used to define mounts to be automatic
at system initialization. The mount command is used to mount after system startup.

Mount points

A mount point is a directory or file at which a new file system, directory, or file is made accessible. To
mount a file system or a directory, the mount point must be a directory; and to mount a file, the mount
point must be a file.

Typically, a file system, directory, or file is mounted over an empty mount point, but that is not required. If
the file or directory that serves as the mount point contains any data, that data is not accessible while it is
mounted over by another file or directory. In effect, the mounted file or directory covers what was
previously in that directory. The original directory or file that has been mounted over is accessible again
once the mount over it is undone.

When a file system is mounted over a directory, the permissions of the root directory of the mounted file
system take precedence over the permissions of the mount point. The one exception involves the .. (dot
dot) parent directory entry in the mounted-over directory. In order for the operating system to access the
new file system, the mount point parent directory information must be available.

For example, if the current working directory is /home/frank, the command cd .. changes the working
directory to /home. If /Thome/frank directory is the root of a mounted file system, the operating system
must find the parent directory information in the /home/frank directory in order for the ed .. command to
succeed.

For any command that requires parent directory information in order to succeed, users must have search
permission in the mounted-over directory. Failure of the mounted-over directory to grant search permission
can have unpredictable results, especially since the mounted-over directory permissions are not visible. A
common problem is failure of the pwd command. Without search permission in the mounted-over
directory, the pwd command returns this message:

pwd: Permission denied
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This problem can be avoided by always setting the permissions of the mounted-over directory to at least
111.

Mounting file systems, directories, and files

There are two types of mounts, a remote mount and a local mount. Remote mounts are done on a remote
system on which data is transmitted over a telecommunication line. Remote file systems, such as Network
File System (NFS), require that the files be exported before they can be mounted. Local mounts are
mounts done on your local system.

Each file system is associated with a different device (logical volume). Before you can use a file system, it
must be connected to the existing directory structure (either the root file system or to another file system
that is already connected). The command makes this connection.

The same file system, directory, or file can be accessed by multiple paths. For example, if you have one
database and several users using this database, it can be useful to have several mounts of the same
database. Each mount should have its own name and password for tracking and job-separating purposes.
This is accomplished by mounting the same file system on different mount points. For example, you can
mount from /home/server/database to the mount point specified as /lhome/useri, /home/user2, and
/home/user3:

/home/server/database /home/userl
/home/server/database /home/user2
/home/server/database /home/user3

A file system, directory, or file can be made available to various users through the use of symbolic links.
Symbolic links are created with the|E| -s command. Linking multiple users to a central file ensures that all
changes to the file are reflected each time a user accesses the file.

Automatic mount control
Mounts can be set to occur automatically during system initialization.

There are two types of automatic mounts. The first type consists of those mounts that are required to boot
and run the system. These file systems are explicitly mounted by the boot process. The stanzas of such
file systems in the /etc/filesystems file have mount = automatic. The second type of automatic mount is
user-controlled. These file systems are mounted by the /etc/rc script when it issues the mount all
command. The stanzas of user-controlled automatic mounts have mount = true in /etc/filesystems.

The /etc/filesystems file controls automatic mounts; they are done hierarchically, one mount point at a
time. They can also be placed in a specific order that can be changed and rearranged. For more
information about the /etc/filesystems file, see |/etc/filesystems]|

The /etc/filesystems file is organized into stanzas, one for each mount. A stanza describes the attributes
of the corresponding file system and how it is mounted. The system mounts file systems in the order they
appear in the /etc/filesystems file. The following is an example of stanzas within the /etc/filesystems file:

/:
dev=/dev/hd4
vol="root"
mount=automatic
check=false
free=true
vfs=jfs
log=/dev/hd8
type-bootfs

/home:
dev=/dev/hdl
vfs=jfs
Tog=/dev/hd8
mount=true
check=true
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vol="/home"
free=false

/usr:
/dev=/dev/hd2
vfs=jfs
log=/dev/hd8
mount=automatic
check=false
type=bootfs
vol="/usr"
free=false

You can edit the /etc/filesystems file to control the order in which mounts occur. If a mount is
unsuccessful, any of the following mounts defined in the /etc/filesystems file continue to mount. For
example, if the mount of the /home file system is unsuccessful, the mount for the /usr file system
continues and be mounted. Mounts can be unsuccessful for reasons such as typographical errors,
dependency, or a system problem.

Mount security for diskless workstations

Diskless workstations must have the ability to create and access device-special files on remote machines
to have their /dev directories mounted from a server. Because servers cannot distinguish device-special
files intended for a client from those intended for the server, a user on the server might be able to access
the physical devices of the server using the special files of the client device.

For example, the ownership for a tty is automatically set to the user using the tty. If the user IDs are not
the same on both the client and server, a nonprivileged user on the server can access a tty that is being
used by a different user on the server.

A user who is privileged on a client can create device-special files to match physical devices on the server
and have them not require privilege for access. The user can then use an unprivileged account on the
server to access the normally protected devices using the new device-special files.

A similar security problem involves the use of setuid and setgid programs on the client and server.
Diskless clients must be able to create and runsetuid and setgid programs on the server for normal
operation. Again, the server cannot distinguish between those programs intended for the server and those
intended for the client.

In addition, the user IDs and group IDs might not match between the server and client, so users on the
server might be able to run programs with capabilities that were not intended for them.

The problem exists because the setuid and setgid programs and device-special files should only be
usable on the machine that created them.

The solution is to use security options to thecommand that restrict the ability to use these objects.
These options can also be used in stanzas in the /etc/filesystems file.

The nosuid option in the mount command prevents the execution of setuid and setgid programs that are
accessed via the resulting mounted file system. This option is used for any file system that is being
mounted on a particular host for use only by a different host (for example, exported for diskless clients).

The nodev option in the mount command prevents the opening of devices using device special files that
are accessed via the resulting mounted file system. This option is also used for any file system that is
being mounted for use only by a different host (for example, exported for diskless clients).

In general, users on a server do not have any access to the /export directory.

Exporting the /export/root Directory
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The /export/root directory must be exported with read/write permissions, and the root user on the
server must have access. However, you might want to mount this directory with the following
options of the mount command:

nosuid Prevents a user on the server from running the setuid programs of the client
nodev Prevents a user from accessing the server devices using a device-special file of the client.

An alternative to mounting the /export/root directory with these options is to avoid giving users
running on the server any access to the /export/root directory.

Exporting the /export/exec Directory

The /export/exec directory is exported with read-only permissions and must provide root access.
However, you might want to mount this directory with the following options of the mount

command:
nosuid Prevents a user on the server from running the setuid programs of the client. If you are exporting the
server [lusr directory, you cannot use the nousid option.
nodev Prevents a user from accessing the server devices using a device-special file of the client.

Exporting the /export/share Directory

The /export/share directory is exported with read-only permissions and must provide root access.
Because this directory generally contains only data (no executables or devices), you do not need
to use the mount security options.

Exporting the /export/home Directory

There are several ways to mount a user /home directory:

* You can mount the /export/home/Clienthostname directory over the client /home directory. In
this case, the client has read/write permissions and the root user has access. To ensure system
security, mount the /export/home directory with the following options to the mount command:

nosuid Prevents a user on the server from running the setuid programs of the client.
nodev Prevents a user from accessing the server devices using a device-special file of the client.

* You can mount the /home directory on the server over the /home directory of the client. In this
case, the /home directory is exported with read/write permissions and without root access. To
ensure system security, mount the /home directory on both the server and client with the nosuid
and nodev options of the mount command.

+ Alternatively, you can mount on the client each /home/UserName directory on the server over
the /home/Username directory on the client so users can log in to different machines and still
have access to their home directories. In this case, the /home/Username directories on the
server and clients are both mounted with the nousid and nodev options of the mount command.

Exporting the /export/dump Directory

Export the /export/dump/Clienthostname directory with read/write permissions and root access.
Users on the server do not have any access to the /export/dump/Clienthostname files.

Exporting the /export/swap Directory

Export the /export/swap/Clienthostname file with read/write permissions and root access. No
security measures are necessary. Users on the server do not have any access to the
lexport/swap/Clienthostname files.

Diskless mounts:

Although the file system of a diskless workstation is mounted from a server /exports directory, to the
diskless machine, the file system looks just like the file system on a standalone machine.
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The following shows the relationship between server exports, and the diskless workstation mount points:

Server Exports Diskless Imports

lexport/root/HostName / (root)

lexport/exec/SPOTName lusr

lexport/home/HostName /home

lexport/share lusr/share

lexport/dump Used by diskless client as dump space
lexport/swap Used by diskless clients as remote paging space

For more information about the /export directory, see [/export directory” on page 96

In general, users on a server do not have any access to the /export directory.
Exporting the /export/root Directory

The /export/root directory must be exported with read/write permissions, and the root user on the
server must have access. However, you might want to mount this directory with the following
options of the mount command:

nosuid Prevents a user on the server from running the setuid programs of the client
nodev Prevents a user from accessing the server devices using a device-special file of the client.

An alternative to mounting the /export/root directory with these options is to avoid giving users
running on the server any access to the /export/root directory.

Exporting the /export/exec Directory

The /export/exec directory is exported with read-only permissions and must provide root access.
However, you might want to mount this directory with the following options of the mount

command:
nosuid Prevents a user on the server from running the setuid programs of the client. If you are exporting the
server [lusr directory, you cannot use the nousid option.
nodev Prevents a user from accessing the server devices using a device-special file of the client.

Exporting the /export/share Directory

The /export/share directory is exported with read-only permissions and must provide root access.
Because this directory generally contains only data (no executables or devices), you do not need
to use the mount security options.

Exporting the /export/home Directory

There are several ways to mount a user /home directory:

* You can mount the /export/home/Clienthostname directory over the client /home directory. In
this case, the client has read/write permissions and the root user has access. To ensure system
security, mount the /export/home directory with the following options to the mount command:

nosuid Prevents a user on the server from running the setuid programs of the client.
nodev Prevents a user from accessing the server devices using a device-special file of the client.

* You can mount the /home directory on the server over the /home directory of the client. In this
case, the /home directory is exported with read/write permissions and without root access. To
ensure system security, mount the /home directory on both the server and client with the
nosuid and nodev options of the mount command.

» Alternatively, you can mount on the client each /home/UserName directory on the server over
the /home/Username directory on the client so users can log in to different machines and still
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have access to their home directories. In this case, the lhome/Username directories on the
server and clients are both mounted with the nousid and nodev options of the mount
command.

Exporting the /export/dump Directory

Export the /export/dump/Clienthostname directory with read/write permissions and root access.
Users on the server do not have any access to the /export/dump/Clienthostname files.

Exporting the /export/swap Directory

Export the /export/swap/Clienthostname file with read/write permissions and root access. No
security measures are necessary. Users on the server do not have any access to the
lexport/swap/Clienthostname files.

Fixing a corrupted magic number in the file system superblock

If the superblock of a file system is damaged, the file system cannot be accessed. You can fix a corrupted
magic number in the file system superblock.

Most damage to the superblock cannot be repaired. The following procedure describes how to repair a
superblock in a JFS file system when the problem is caused by a corrupted magic number. If the primary
superblock is corrupted in a JFS2 file system, use the fsck command to automatically copy the secondary
superblock and repair the primary superblock.

In the following scenario, assume /home/myfs is a JFS file system on the physical volume /dev/lv02.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

1. Unmount the /home/myfs file system, which you suspect might be damaged, using the following
command:
umount /home/myfs

2. To confirm damage to the file system, run the@ command against the file system. For example:
fsck -p /dev/1v02

If the problem is damage to the superblock, the fsck command returns one of the following messages:
fsck: Not an AIXV5 file system

OR

Not a recognized filesystem type

3. With root authority, use the Jod| command to display the superblock for the file system, as shown in the
following example:

od -x -N 64 /dev/1v02 +0x1000

Where the -x flag displays output in hexadecimal format and the -N flag instructs the system to format
no more than 64 input bytes from the offset parameter (+), which specifies the point in the file where
the file output begins. The following is an example output:

0001000 1234 0234 0000 0000 0000 4000 0000 000a

0001010 0001 8000 1000 0000 2f6c 7633 0000 6¢76

0001020 3300 0000 000a 0003 0100 0000 2f28 0383

0001030 0000 0001 0000 0200 0000 2000 0000 0000
0001040

In the preceding output, note the corrupted magic value at 0x1000 (1234 0234). If all defaults were

taken when the file system was created, the magic number should be 0x43218765. If any defaults
were overridden, the magic number should be 0x65872143.
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4. Use the od command to check the secondary superblock for a correct magic number. An example
command and its output follows:

$ od -x -N 64 /dev/1v02 +0x1f000

001000 6587 2143 0000 0000 0OOO 4000 0OOO 000a
001f010 0001 8000 1000 000G 2f6c 7633 0000 6¢76
001f020 3300 0000 00Oa 0003 0100 0000 2f28 0383
001030 0000 0001 0OOO 0200 OOAO 2000 OO 0000
0011040

Note the correct magic value at 0x1f000.
5. Copy the secondary superblock to the primary superblock. An example command and output follows:

$ dd count=1 bs=4k skip=31 seek=1 if=/dev/1v02 of=/dev/1v02
dd: 1+0 records in.
dd: 1+0 records out.

6. Use the fsck command to clean up inconsistent files caused by using the secondary superblock. For
example:
fsck /dev/1v02 2>&1 | tee /tmp/fsck.errs

For more information
. Thel@ and command descriptions in AIX Version 6.1 Commands Reference
+ |AIX Logical Volume Manager from A to Z: Introduction and Concepts}, an IBM Redbooks publication

« |AIX Logical Volume Manager from A to Z: Troubleshooting and Commands] an IBM Redbooks
publication

* "Boot Problems” in|Problem Solving and Troubleshooting in AIX 5L, an IBM Redbooks publication

File system types
AlIX supports multiple file system types.

These include the following:
Journaled File System (JFS) or Enhanced Journaled File System (JFS2)

Supports the entire set of file system semantics. These file systems use database journaling
techniques to maintain structural consistency. This prevents damage to the file system when the
system is halted abnormally.

Each JFS or JFS2 resides on a separate logical volume. The operating system mounts the file
system during initialization. This multiple file system configuration is useful for system
management functions such as backup, restore, and repair, because it isolates a part of the file
tree so that you can work on it.

JFS is the basic file system type that supports the entire set of file system commands.
JFS2 is the basic file system type that supports the entire set of file system commands.

A difference between JFS and JFS2 is that JFS2 is designed to support large files and large file
systems. These file system types are described more thoroughly in['JFS and JFS2” on page 120

Network File System (NFS)

Is a distributed file system that allows users to access files and directories located on remote
computers and use those files and directories as if they were local. For example, users can use
operating system commands to create, remove, read, write, and set file attributes for remote files
and directories. NFS is described more thoroughly in [Network file system]

CD-ROM File System (CDRFS)
Allows access to the contents of a CD-ROM through the normal file system interfaces (open, read,
and close). CDRFS is described more thoroughly in[‘CD-ROM file system and UDFS” on page]
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DVD-ROM File System (UDFS)
Allows access to the contents of a DVD through the normal file system interfaces. UDFS is
described more thoroughly in [‘CD-ROM file system and UDFS” on page 132/

JFS and JFS2

The journaled file system (JFS) and the enhanced journaled file system (JFS2) are built into the base
operating system. Both file system types link their file and directory data to the structure used by the AIX
Logical Volume Manager for storage and retrieval.

A difference is that JFS2 is designed to accommodate a 64-bit kernel and larger files.

The following sections describe these file systems. Unless otherwise noted, the following sections apply
equally to JFS and JFS2.

JFS and JFS2 functions:

Enhanced Journaled File System (JFS2) is a file system, introduced in AIX 5.1, that provides the capability
to store much larger files than the existing Journaled File System (JFS).

You can choose to implement either JFS or JFS2. JFS2 is the default file system in AIX 6.1.
Note: Unlike the JFS file system, the JFS2 file system will not allow the link() API to be used on files of
type directory. This limitation may cause some applications that operate correctly on a JFS file

system to fail on a JFS2 file system.

The following table provides a summary of JFS and JFS2 functions:

Functions JFS2 JFS
Fragments and block size
Block sizes (bytes): 512, 1024, 2048, |Fragment sizes (bytes): 512, 1024,
4096 2048, 4096
Maximum file system size in terabytes | Maximum file system size in
(TBs): 4, 8, 16, 32 gigabytes (GBs): 128, 256, 512, 1024
Maximum file system size 32 TBs 1TB
Minimum file system size 16 MBs Not Applicable
Maximum file size 16 TBs Approximately 63.876 GBs
Number of i-nodes Dynamic, limited by disk space Fixed, set at file system creation
Directory organization B-tree Linear
Compression No Yes
Quotas Yes Yes
Error logging Yes Yes

JFS and JFS2 disk space segmentation:

Many UNIX file systems only allocate contiguous disk space in units equal in size to the logical blocks
used for the logical division of files and directories. These allocation units are typically referred to as disk
blocks and a single disk block is used exclusively to store the data contained within a single logical block
of a file or directory.

Using a relatively large logical block size (4096 bytes for example) and maintaining disk block allocations

that are equal in size to the logical block are advantageous for reducing the number of disk 1/O operations
that must be performed by a single file system operation. A file or directory data is stored on disk in a
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small number of large disk blocks rather than in a large number of small disk blocks. For example, a file
with a size of 4096 bytes or less is allocated a single 4096-byte disk block if the logical block size is 4096
bytes. A read or write operation therefore only has to perform a single disk 1/0O operation to access the
data on the disk. If the logical block size is smaller requiring more than one allocation for the same amount
of data, then more than one disk 1/0O operation is be required to access the data. A large logical block and
equal disk block size are also advantageous for reducing the amount of disk space allocation activity that
must be performed as new data is added to files and directories, because large disk blocks hold more
data.

Restricting the disk space allocation unit to the logical block size can, however, lead to wasted disk space
in a file system containing numerous files and directories of a small size. Wasted disk space occurs when
a logical block worth of disk space is allocated to a partial logical block of a file or directory. Because
partial logical blocks always contain less than a logical block worth of data, a partial logical block only
consumes a portion of the disk space allocated to it. The remaining portion remains unused because no
other file or directory can write its contents to disk space that has already been allocated. The total
amount of wasted disk space can be large for file systems containing a large number of small files and
directories.

The journaled file system (JFS) divides disk space into allocation units called fragments. The enhanced
journaled file system (JFS2) segments disk space into blocks. The objective is the same: to efficiently
store data.

JFS fragments are smaller than the default disk allocation size of 4096 bytes. Fragments minimize wasted
disk space by more efficiently storing the data in a file or directory partial logical blocks. The functional
behavior of JFS fragment support is based on that provided by Berkeley Software Distribution (BSD)
fragment support.

JFS2 supports multiple file system block sizes of 512, 1024, 2048, and 4096. Smaller block sizes minimize
wasted disk space by more efficiently storing the data in a file or directory’s partial logical blocks. Smaller
block sizes also result in additional operational overhead. The block size for a JFS2 is specified during its
creation. Different file systems can have different block sizes, but only one block size can be used within a
single file system.

JFS fragments:

In JFS, the disk space allocation unit is called a fragment, and it can be smaller than the logical block size
of 4096 bytes.

With the use of fragments smaller than 4096 bytes, the data contained within a partial logical block can be
stored more efficiently by using only as many fragments as are required to hold the data. For example, a
partial logical block that only has 500 bytes could be allocated a fragment of 512 bytes (assuming a
fragment size of 512 bytes), thus greatly reducing the amount of wasted disk space. If the storage
requirements of a partial logical block increase, one or more additional fragments are allocated.

The fragment size for a file system is specified during its creation. The allowable fragment sizes for
journaled file systems (JFS) are 512, 1024, 2048, and 4096 bytes. Different file systems can have different
fragment sizes, but only one fragment size can be used within a single file system. Different fragment
sizes can also coexist on a single system (machine) so that users can select a fragment size most
appropriate for each file system.

JFS fragment support provides a view of the file system as a contiguous series of fragments rather than
as a contiguous series of disk blocks. To maintain the efficiency of disk operations, however, disk space is
often allocated in units of 4096 bytes so that the disk blocks or allocation units remain equal in size to the
logical blocks. A disk-block allocation in this case can be viewed as an allocation of 4096 bytes of
contiguous fragments.
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Both operational overhead (additional disk seeks, data transfers, and allocation activity) and better
utilization of disk space increase as the fragment size for a file system decreases. To maintain the
optimum balance between increased overhead and increased usable disk space, the following factors
apply to JFS fragment support:

* Where possible, disk space allocations of 4096 bytes of fragments are maintained for a file or the
logical blocks of a directory.

» Only partial logical blocks for files or directories less than 32KB in size can be allocated less than 4096
bytes of fragments.

As the files and directories within a file system grow beyond 32 KB in size, the benefit of maintaining disk
space allocations of less than 4096 bytes for partial logical blocks diminishes. The disk space savings as a
percentage of total file system space grows small while the extra performance cost of maintaining small
disk space allocations remains constant. Since disk space allocations of less than 4096 bytes provide the
most effective disk space utilization when used with small files and directories, the logical blocks of files
and directories equal to or greater than 32 KB are always allocated 4096 bytes of fragments. Any partial
logical block associated with such a large file or directory is also allocated 4096 bytes of fragments.

JFS2 blocks:

The enhanced journaled file system segments disk space into blocks. JFS2 supports multiple file system
block sizes of 512, 1024, 2048, and 4096.

Different file systems can have different block sizes, but only one block size can be used within a single
file system.

Smaller block sizes minimize wasted disk space by more efficiently storing the data in a file or directory’s
partial logical blocks. Smaller block sizes can also result in additional operational overhead. Also, device
drivers must provide disk block addressability that is the same or smaller than the file system block size.

Because disk space is allocated in smaller units for a file system with a block size other than 4096 bytes,
allocation activity can occur more often when files or directories are repeatedly extended in size. For
example, a write operation that extends the size of a zero-length file by 512 bytes results in the allocation
of one block to the file, assuming a block size of 512 bytes. If the file size is extended further by another
write of 512 bytes, an additional block must be allocated to the file. Applying this example to a file system
with 4096-byte blocks, disk space allocation occurs only once, as part of the first write operation. No
additional allocation activity is performed as part of the second write operation since the initial 4096-byte
block allocation is large enough to hold the data added by the second write operation.

File system block size is specified during the file system’s creation with Web-based System Manager, the
System Management Interface Tool (SMIT), or the and @ commands. The decision of which file
system block size to choose should be based on the projected size of files contained by the file system.

The file system block size value can be identified through Web-based System Manager, the System
Management Interface Tool (SMIT), or the [lsfs| command. For application programs, the subroutine
can be used to identify the file system block size.

Blocks serve as the basic unit of disk space allocation, and the allocation state of each block within a file
system is recorded in the file system block allocation map. More virtual memory and file system disk space
might be required to hold block allocation maps for file systems with a block size smaller than 4096 bytes.
Variable number of i-nodes:

Segmenting disk space at sizes smaller than 4096 bytes optimizes disk space utilization, but it increases
the number of small files and directories that can be stored within a file system.
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However, disk space is only one of the file system resources required by files and directories: each file or
directory also requires a disk i-node.

JFS and i-nodes:

JFS allows you to specify the number of disk i-nodes created within a file system in case more or fewer
than the default number of disk i-nodes is desired.

The number of disk i-nodes at file system creation is specified in a value called as the number of bytes per
i-node or NBPI. For example, an NBPI value of 1024 causes a disk i-node to be created for every 1024
bytes of file system disk space. Another way to look at this is that a small NBPI value (512 for instance)
results in a large number of i-nodes, while a large NBPI value (such as 16,384) results in a small number
of i-nodes.

For JFS file systems, one i-node is created for every NBPI bytes of allocation group space allocated to the
file system. The total number of i-nodes in a file system limits the total number of files and the total size of
the file system. An allocation group can be partially allocated, though the full number of i-nodes per
allocation group is still allocated. NBPI is inversely proportional to the total number of i-nodes in a file
system.

The JFS restricts all file systems to 16M (2%%) i-nodes.

The set of allowable NBPI values vary according to the allocation group size (agsize). The default is 8 MB.
The allowable NBPI values are 512, 1024, 2048, 4096, 8192, and 16,384 with an agsize of 8 MB. A larger
agsize can be used. The allowable values for agsize are 8, 16, 32, and 64. The range of allowable NBPI
values scales up as agsize increases. If the agsize is doubled to 16 MB, the range of NBPI values also
double: 1024, 2048, 4096, 8193, 16384, and 32768.

Fragment size and the NBPI value are specified during the file system’s creation with Web-based System
Manager, the System Management Interface Tool (SMIT), or the_@ and@commands. The decision
of fragment size and how many i-nodes to create for the file system is based on the projected number and
size of files contained by the file system.

You can identify fragment size and NBPI value using the Web-based System Manager, the System
Management Interface Tool (SMIT), or the@command. For application programs, use the statfs
subroutine to identify the file system fragment size.

JFS2 and i-nodes:

JFS2 allocates i-nodes as needed.

If there is room in the file system for additional i-nodes, they are automatically allocated. Therefore, the
number of i-nodes available is limited by the size of the file system itself.

JFS and JFS2 size limitations:

You define the maximum size for a JFS when you create the file system. The decision of what size to
define for a JFS is based on several significant issues.

The following section describes the key considerations.

The recommended maximum size for a JFS2 is 16 TBs. The minimum file system size for a JFS2 is 16
MBs. Key considerations for very large JFS2 file systems are described in ['JFS2 size limits” on page 125
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Although file systems that use allocation units smaller than 4096 bytes require substantially less disk
space than those using the default allocation unit of 4096 bytes, the use of smaller fragments might incur
performance costs.

The allocation state of each fragment (JFS) or block (JFS2) within a file system is recorded in the file
system allocation map. More virtual memory and file system disk space might be required to hold
allocation maps for file systems with a fragment or block size smaller than 4096 bytes.

Because disk space is allocated in smaller units for a file system with a fragment (JFS) or block (JFS2)
size other than 4096 bytes, allocation activity can occur more often when files or directories are repeatedly
extended in size. For example, a write operation that extends the size of a zero-length file by 512 bytes
results in the allocation of one 512-byte fragment or block to the file, depending on the file system type. If
the file size is extended further by another write of 512 bytes, an additional fragment or block must be
allocated to the file. Applying this example to a file system with 4096-byte fragments or blocks, disk space
allocation occurs only once, as part of the first write operation. No additional allocation activity must be
performed as part of the second write operation since the initial 4096-byte allocation is large enough to
hold the data added by the second write operation. Allocation activity can be minimized if the files are
extended by 4096 bytes at a time.

One size-related issue is the size of the file system log.

For JFS, in most instances, multiple file systems use a common log configured to be 4 MB in size. For
example, after initial installation, all file systems within the root volume group use logical volume hd8 as a
common JFS log. The default logical volume partition size is 4 MB, and the default log size is one
partition, therefore, the root volume group normally contains a 4 MB JFS log. When file systems exceed 2
GB or when the total amount of file system space using a single log exceeds 2 GB, the default log size
might not be sufficient. In either case, the log sizes are scaled upward as the file system size increases.
When the size of the log logical volume is changed, the command must be run to reinitialize the
log before the new space can be used. The JFS log is limited to a maximum size of 256 MB.

There is a practical limit to the size of the combined file systems that a single JFS log can support. As a
guideline, one trillion bytes of total file system capacity is the recommended limitation for a single JFS log.
When this guideline is exceeded or is close to being exceeded, or when out-of-memory errors occur from
the logredo command (which is called by the fsck command), add an additional JFS log and then share
the load between the two JFS log files.

For JFS2, in most instances, multiple file systems also use a common log. When file systems exceed 2
GB or when the total amount of file system space using a single log exceeds 2 GB, the default log size
might not be sufficient. In either case, you can scale log sizes upward as the file system size increases or
you can add an additional JFS2 log and then share the load between the two JFS2 log files.

JFS size limits:

The maximum JFS size is defined when the file system is created. The NBPI, fragment size, and
allocation group size are contributing factors to the decision.

The file system size limitation is the minimum of the following:
NBPI * 2%

or
FragmentSize * 2%

For example, if you select an NBPI ratio of 512, the file system size is limit to 8 GB (512 * 2%* = 8 GB).
JFS supports NBPI values of 512, 1024, 2048, 4096, 8192, 16384, 32768, 65536, and 131072.

The JFS restricts all file systems to 16M (2%*) i-nodes.
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One i-node is created for every NBPI bytes of allocation group space allocated to the file system. An
allocation group can be partially allocated, though the full number of i-nodes per allocation group is still
allocated. NBPI is inversely proportional to the total number of i-nodes in a file system.

The JFS segregates file system space into groupings of i-nodes and disk blocks for user data. These
groupings are called allocation groups. The allocation group size can be specified when the file system is
created. The allocation group sizes are 8M, 16M, 32M, and 64M. Each allocation group size has an
associated NBPI range. The ranges are defined by the following table:

Allocation Group

Size in Megabytes Allowable NBPI Values

8 512, 1024, 2048, 4096, 8192, 16384

16 1024, 2048, 4096, 8192, 16384, 32768

32 2048, 4096, 8192, 16384, 32768, 65536

64 4096, 8192, 16384, 32768, 65536, 131072

The JFS supports four fragment sizes of 512, 1024, 2048, and 4096 byte units of contiguous disk space.
The JFS maintains fragment addresses in i-nodes and indirect blocks as 28-bit numbers. Each fragment
must be addressable by a number from 0 to (2%).

JFS2 size limits:

Testing has shown that extremely large JFS2 file systems that contain very large files are more practical to
maintain than those that contain a large number of small files. When a large file system contains many
small files, the fsck command and other file system maintenance tasks take a long time to run.

The following size limitations are recommended:

Maximum JFS2 file system size: 32TB
Maximum JFS2 file size: 16TB
Minimum JFS2 file system size: 16MB

JFS free space fragmentation:

For JFS file systems, using fragments smaller than 4096 bytes can cause greater fragmentation of the free
space on the disk.

For example, consider an area of the disk that is divided into eight fragments of 512 bytes each. Suppose
that different files, requiring 512 bytes each, have written to the first, fourth, fifth, and seventh fragments in
this area of the disk, leaving the second, third, sixth, and eighth fragments free. Although four fragments
representing 2048 bytes of disk space are free, no partial logical block requiring four fragments (or 2048
bytes) is allocated for these free fragments, since the fragments in a single allocation must be contiguous.

Because the fragments allocated for a file or directory logical blocks must be contiguous, free space
fragmentation can cause a file system operation that requests new disk space to fail even though the total
amount of available free space is large enough to satisfy the operation. For example, a write operation that
extends a zero-length file by one logical block requires 4096 bytes of contiguous disk space to be
allocated. If the file system free space is fragmented and consists of 32 noncontiguous 512-byte fragments
or a total of 16 KB of free disk space, the write operation will fail because eight contiguous fragments (or
4096 bytes of contiguous disk space) are not available to satisfy the write operation.

A JFS file system with an unmanageable amount of fragmented free space can be defragmented with the
command. Running the defrags command has a positive impact on performance.

Sparse files:
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A file is a sequence of indexed blocks. Blocks are mapped from the i-node to the logical offset of the file
they represent.

A file that has one or more indexes that are not mapped to a data block is referred to as being
sparsely-allocated or a sparse file. A sparse file will have a size associated with it, but it will not have all of
the data blocks allocated to fulfill the size requirements. To identify if a file is sparsely-allocated, use the
command. It will indicate all blocks in the file that are not currently allocated.

Note: In most circumstances, [du| can also be used to determine if the number of data blocks allocated to
a file do not match those required to hold a file of its size. A compressed file system might show the
same behavior for files that are not sparsely-allocated.

A sparse file is created when an application extends a file by seeking to a location outside the currently
allocated indexes, but the data that is written does not occupy all of the newly assigned indexes. The new
file size reflects the farthest write into the file.

A read to a section of a file that has unallocated data blocks results in a buffer of zeroes being returned. A
write to a section of a file that has unallocated data blocks causes the necessary data blocks to be
allocated and the data written.

This behavior can affect file manipulation or archival commands. For example, the following commands do
not preserve the sparse allocation of a file:

Note: In the case of@ this only applies to moving a file to another file system. If the file is moved within
the same file system, it will remain sparse.

The result of a file being copied or restored from the preceding commands has each data block allocated,

and thus have no sparse characteristics. However, the following archival commands either preserve sparse
characteristics or actively sparse a file:

Because it is possible to overcommit the resources of a file system with sparse files, care should be taken
in the use and maintenance of files of this type.

JFS and large files:

You can create large files with the JFS file system type.

All JFS2 file systems support large files.

File systems enabled for large files can be created with the @ and @ commands. Both commands
have an option (bf=true) to specify file systems enabled for large files. You can also use SMIT or
Web-based System Manager to create these file systems.

In file systems enabled for large files, file data stored before the 4 MB file offset is allocated in 4096-byte

blocks. File data stored beyond the 4 MB file offset is allocated with large disk blocks of 128 KB in size.
The large disk blocks are actually 32 contiguous 4096-byte blocks.
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For example, in a regular file system, the 132-MB file requires 33K 4-KB disk blocks (33 single indirect
blocks each filled with 1024 4 KB disk addresses). A 132-MB file in a file system enabled for large files
has 1024 4-KB disk blocks and 1024 128-KB disk blocks. The large file geometry requires only two single
indirect blocks for the 132 MB file. Both large and regular file types require one double indirect block.

Large disk blocks require 32 contiguous 4 KB blocks. If you write to large files beyond the 4 MB, file offset
will fail with ENOSPC if the file system does not contain 32 unused contiguous 4 KB blocks.

Note: The file system may have thousands of free blocks, but if 32 of them are not contiguous, the
allocation will fail.

The |defragfs| command reorganizes disk blocks to provide larger contiguous free block areas.

The JFS is required to initialize all new disk allocations. The JFS starts the kernel kproc procedure used to
zero initial file allocations when mounting the first large file enabled file system on your system. The kproc
procedure remains once the file system enabled for large files has successfully unmounted.

JFS data compression:

JFS supports fragmented and compressed file systems, which save disk space by allowing a logical block
to be stored on the disk in units or "fragments” smaller than the full block size of 4096 bytes.

Data compression is not supported for JFS2.

In a fragmented file system, only the last logical block of files no larger than 32KB are stored in this
manner, so that fragment support is only beneficial for file systems containing numerous small files. Data
compression, however, allows all logical blocks of any-sized file to be stored as one or more contiguous
fragments. On average, data compression saves disk space by about a factor of two.

The use of fragments and data compression does, however, increase the potential for fragmentation of the
disk free space. Fragments allocated to a logical block must be contiguous on the disk. A file system
experiencing free space fragmentation might have difficulty locating enough contiguous fragments for a
logical block allocation, even though the total number of free fragments may exceed the logical block
requirements. The JFS alleviates free space fragmentation by providing the program which
"defragments” a file system by increasing the amount of contiguous free space. This utility can be used for
fragmented and compressed file systems. The disk space savings gained from fragments and data
compression can be substantial, while the problem of free space fragmentation remains manageable.

Data compression in the current JFS is compatible with previous versions of this operating system. The
API comprised of all the system calls remains the same in both versions of the JFS.

For more information on fragment support, disk utilization, free space fragmentation, and the performance
costs associated with fragments, refer to ['JFS and JFS2 disk space segmentation” on page 120

JFS data compression implementation:

Data compression is an attribute of a file system which is specified when the file system is created with
the crfs or mkfs command. You can also use Web-based System Manager or SMIT to specify data
compression.

Attention: The root file system (/) must not be compressed. Compressing the /usr file system is not
recommended because installp must be able to accurately calculate its size for updates and new installs.
See the ['Implicit behavior of JFS data compression” on page 128|section for more information on size and
calculations.
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Compression only applies to regular files and long symbolic links in such file systems. Fragment support
continues to apply to directories and metadata that are not compressed. Each logical block of a file is
compressed by itself before being written to the disk. Compression in this manner facilitates random seeks
and updates, while losing only a small amount of freed disk space in comparison to compressing data in
larger units.

After compression, a logical block usually requires less than 4096 bytes of disk space. The compressed
logical block is written to the disk and allocated only the number of contiguous fragments required for its
storage. If a logical block does not compress, then it is written to disk in its uncompressed form and
allocated 4096 bytes of contiguous fragments.

The Isfs -q command displays the current value for compression. You can also use Web-based System
Manager or SMIT to identify data compression.

Implicit behavior of JFS data compression:

Because a program that writes a file does not expect an out-of-space (ENOSPC) condition to occur after a
successful write (or successful store for mapped files), it is necessary to guarantee that space be available
when logical blocks are written to the disk.

This is accomplished by allocating 4096 bytes to a logical block when it is first modified so that there is
disk space available even if the block does not compress. If a 4096-byte allocation is not available, the
system returns an ENOSPC or EDQUOT error condition even though there might be enough disk space to
accommodate the compressed logical block. Premature reporting of an out-of-space condition is most
likely when operating near disk quota limits or with a nearly full file system.

Compressed file systems might also exhibit the following behavior:

» Because 4096 bytes are initially allocated to a logical block, certain system calls might receive an
ENOSPC or EDQUOT error. For example, an old file might be mapped using the [mmap| system call,
and a store operation into a previously written location can result in an ENOSPC error.

» With data compression, a full disk block remains allocated to a modified block until it is written to disk. If
the block had a previously committed allocation of less than a full block, the amount of disk space tied
up by the block is the sum of the two, the previous allocation not being freed until the file (i-node) is
committed. This is the case for normal fragments. The number of logical blocks in a file that can have
previously committed allocations is, at most, one for normal fragments but can be as many as the
number of blocks in a file with compression.

* None of the previously committed resources for a logical block are freed until the@ or@ system
call is run by the application program.

. Thesystem call indicates the number of fragments allocated to a file. The number reported is
based on 4096 bytes being allocated to modified but unwritten blocks and the compressed size of
unmodified blocks. Previously committed resources are not counted by the stat system call. The stat
system call reports the correct number of allocated fragments after an i-node commit operation if none
of the modified blocks compressed. Similarly, disk quotas are charged for the current allocation. As the
logical blocks of a file are written to the disk, the number of fragments allocated to them decrease if
they compress, and thereby change disk quotas and the result from stat.

JFS data compression algorithm:

The compression algorithm is an IBM version of LZ. In general, LZ algorithms compress data by
representing the second and later occurrences of a given string with a pointer that identifies the location of
the first occurrence of the string and its length.

At the beginning of the compression process, no strings have been identified, so at least the first byte of

data must be represented as a "raw” character requiring 9-bits (0,byte). After a given amount of data is
compressed, say N bytes, the compressor searches for the longest string in the N bytes that matches the
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string starting at the next unprocessed byte. If the longest match has length 0 or 1, the next byte is
encoded as a "raw” character. Otherwise, the string is represented as a (pointer,length) pair and the
number of bytes processed is incremented by length. Architecturally, IBM LZ supports values of N of 512,
1024, or 2048. IBM LZ specifies the encoding of (pointer,length) pairs and of raw characters. The pointer
is a fixed-length field of size log2 N, while the length is encoded as a variable-length field.

Performance costs of JFS data compression:

Because data compression is an extension of fragment support, the performance associated with
fragments also applies to data compression.

Compressed file systems also affect performance in the following ways:

» It can require a great deal of time to compress and decompress data so that the usability of a
compressed file system might be limited for some user environments.

* Most UNIX regular files are written only once, but some are updated in place. For the latter, data
compression has the additional performance cost of having to allocate 4096 bytes of disk space when a
logical block is first modified, and then reallocate disk space after the logical block is written to the disk.
This additional allocation activity is not necessary for regular files in a uncompressed file system.

» Data compression increases the number of processor cycles. For the software compressor, the number
of cycles for compression is approximately 50 cycles per byte, and for decompression 10 cycles per
byte.

JFS online backups:
You can make a point-in-time image of a JFS file system that you can then use for backup purposes.

For a JFS file system, you can split off a read-only static copy of a mirrored copy of the file system.
Typically, a mirrored copy is updated whenever the original file system is updated, but this point-in-time
copy does not change. It remains a stable image of the point in time at which the copy was made. When
this image is used for backing up, any modifications that begin after you begin the procedure to create the
image might not be present in the backup copy. Therefore, it is recommended that file system activity be
minimal while the split is taking place. Any changes that occur after the split is made will not be present in
the backup copy.

JFS2 snapshots:
You can make a point-in-time image of a JFS2 file system that you can then use for backup purposes.

The point-in-time image for a JFS2 file system is called a snapshot. The snapshot remains static and
retains the same security permissions that the original file system (called the snappedFS) had when the
snapshot was made. Also, you can create a JFS2 snapshot without unmounting the file system, or
quiescing the file system. You can use a JFS2 snapshot to:

» Access the files or directories as they existed when the snapshot was taken.
* Backup to removable media.

There are two types of JFS2 snapshots: internal and external. A JFS2 external snapshot is created in a
separate logical volume from the file system. The external snapshot can be mounted separately from the
file system at its own unique mount point.

A JFS2 internal snapshot is created in the same logical volume as the file system and allocates blocks
from the file system. An internal snapshot is accessible from the invisible .snapshot directory in the root of
the JFS2 file system with the snapshot. A JFS2 file system must be enabled to support internal snapshots
at the time the file system is created.
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JFS2 snapshots do not support checking of file system quotas. You cannot use the repquota command on
the snapshot to determine the state of the quota. The point-in-time quota information is preserved if you
roll back the file system image to the snapshot image. Note the following considerations specific to JFS2
external snapshots and JFS2 internal snapshots:

* An external snapshot that is created or accessed on an AlX 5.2 with 5200-01 system cannot be
accessed on an AIX 5.2 system. These snapshots must be deleted before the file system can be
mounted.

* A JFS2 file system that has a snapshot on AlX 5.3 cannot be accessed on any releases prior to AlX 5.2
with 5200-01. If the system is to be moved back, the snapshots must be deleted first to allow file
system access.

* Running the defragfs command against a JFS2 file system with external snapshots is not
recommended because every block that is moved during defragmentation must also be copied to the
snapshot, which is both time consuming and a waste of space in the snapshot logical volume.

 If an external snapshot runs out of space, or if an external snapshot fails, all external snapshots for that
snappedFS are marked invalid. Further access to the snapshot will fail. These failures write an entry to
the error log.

Internal JFS2 snapshot considerations:

* Internal snapshots are preserved when the logredo command runs on a JFS2 file system with an
internal snapshot.

 Internal snapshots are removed if the fsck command has to modify a JFS2 file system to repair it.

» If an internal snapshot runs out of space, or if a write to an internal snapshot fails, all internal snapshots
for that snappedFS are marked invalid. Further access to the internal snapshots will fail. These failures
write an entry to the error log.

* Internal snapshots are not separately mountable. You can access internal snapshots in the .snapshot
directory of the root of the file system immediately after they are created. Consequently, you can access
internal snapshots through an NFS server without having to export a separate mount point for the
shapshot.

* Internal snapshots are not compatible with AIX releases prior to AIX 6.1. A JFS2 file system created to
support internal snapshots cannot be modified on an earlier release of AlX.

+ A JFS2 file system created to support internal snapshots is also enabled to support Extended Attributes
Version 2.

» A JFS2 file system with internal snapshots cannot be used with a Data Management Application
Programming Interface (DMAPI).

* You cannot use the defragfs command against a JFS2 file system with internal snapshots.

* The .snapshot directory is not returned from the readdir() system call. This prevents unintended
visiting of the snapshots. Any system calls or commands that depend on the readdir() system call fail
with the .snhapshot directory (for example, the /bin/pwd command and the getcwd() system call of the
.shapshot directory cannot find the parent directory).

Compatibility and migration:

JFS file systems are fully compatible within AIX 5.1 and AIX 5.2. Previous supported versions of the
operating system are compatible with the current JFS, although file systems with a nondefault fragment
size, NBPI value, or allocation group size might require special attention if migrated to a previous version.
JFS2 file systems, with the exception of snapshots, are compatible within AIX 5.1 and AIX 5.2, but not with
earlier versions of the operating system. JFS2 file systems with snapshots are not supported in AIX 5.1.
Always ensure a clean unmount of all JFS2 file systems before reverting to an earlier version of AIX
because the logredo command does not necessarily run against a file system created for a later release.

Note: JFS2 file systems created or converted to v2 format cannot be accessed on prior releases of AlX.
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The following list describes aspects that might cause problems with file systems created under earlier
versions of the operating system:

JFS file system images
Any JFS file system image created with the default fragment size and NBPI value of 4096 bytes,
and default allocation group size (agsize) of 8 can be interchanged with JFS file system images
created under AIX 4.3 and later versions of this operating system without requiring any special
migration activities.

Note: JFS2 Snapshots: JFS2 snapshots created or accessed in AIX 5L Version 5.2 with the
5200-01 Recommended Maintenance package are not accessible on
earlier releases. These snapshots must be deleted before the filesystem
can be mounted.

Backup and restore between JFS file systems
Backup and restore sequences can be performed between JFS file systems with different block
sizes, however because of increased disk utilization, restore operations can fail due to a lack of
free blocks if the block size of the source file system is smaller than the block size of the target file
system. This is of particular interest for full file system backup and restore sequences and can
even occur when the total file system size of the target file system is larger than that of the source
file system.

While backup and restore sequences can be performed from compressed to uncompressed file
systems or between compressed file systems with different fragment sizes, because of the
enhanced disk utilization of compressed file systems, restore operations might fail due to a
shortage of disk space. This is of particular interest for full file system backup and restore
sequences and might even occur when the total file system size of the target file system is larger
than that of the source file system.

JFS and JFS2 device driver limitations
A device driver must provide disk block addressability that is the same or smaller than the JFS file
system fragment size or the JFS2 block size. For example, if a JFS file system was made on a
user supplied RAM disk device driver, the driver must allow 512 byte blocks to contain a file
system that had 512 byte fragments. If the driver only allowed page level addressability, a JFS
with a fragment size of 4096 bytes could only be used.

Copying a JFS to another physical volume
You can copy a JFS file system to a different physical volume while retaining file system integrity.

The following scenario describes copying JFS file system to a different physical volume while retaining file
system integrity.

Table 5. Things to Consider

For the following scenario to be successful in a concurrent volume group environment, AlX 4.3.2 or later must be
installed on all concurrent nodes.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

To copy a JFS to another physical volume while maintaining file system integrity, do the following:

1. Stop activity for the file system that you want to copy. Unless the application that is using the file
system is quiescent or the file system is in a state that is known to you, you cannot know what is in
the data of the backup.

2. Mirror the logical volume, by typing the following SMIT fast path on the command line:
smit mklvcopy
3. Copy the file system, using the following command:
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chfs -a splitcopy=/backup -a copy=2 /testfs

The splitcopy parameter for the -a flag causes the command to split off a mirrored copy of the file
system and mount it read-only at the new mount point. This action provides a copy of the file system
with consistent journaled meta data that can be used for backup purposes.

4. If you want to move the mirrored copy to a different mount point, use the following SMIT fast path:

smit cplv
At this point, the file system copy is usable.

For more information
+ [Logical volume storage]
* The @ command description in AlX Version 6.1 Commands Reference, Volume 3

* "Chapter 2. Mirroring” in|AIX Logical Volume Manager from A to Z: Introduction and Conceptd, an IBM
Redbooks publication

« |AIX Storage Management, an IBM Redbooks publication

CD-ROM file system and UDFS

The CD-ROM file system (CDRFS) is a read-only local file system implementation under the logical file
system (LFS) layer. The CDRFS is stored on CD-ROM media. The DVD-ROM file system (UDFS) is a
read-only file system stored on DVD-ROM media.

Beginning with AIX 5.2, CDs are automatically mounted by default but this feature can be disabled. If the
feature has been disabled, use the command to mount the CDRFS file system.

For AIX 5.1 and earlier, mount the CD-ROM and its file system using the mount command and the CD
must be write-protected. For example:

mount -r -v cdrfs /dev/cd0® /mnt
You must specify the following when mounting a CD-ROM (AIX 5.1 and earlier):

Device name
Defines the name of the device containing the media.

Mount point
Specifies the directory where the file system will be mounted.

Automatic mount
Specifies whether the file system will be mounted automatically at system restart.

AlX supports the following CDRFS volume and file structure formats:

Type Description

The 1SO 9660:1988(E) standard The CDRFS supports ISO 9660 level 3 of interchange and
level 1 of implementation.

The High Sierra Group Specification Precedes the ISO 9660 and provides backward
compatibility with previous CD-ROMs.

The Rock Ridge Group Protocol Specifies extensions to the ISO 9660 that are fully

compliant with the ISO 9660 standard, and that provide
full POSIX file system semantics based on the System
Use Sharing Protocol (SUSP) and the Rock Ridge
Interchange Protocol (RRIP), enabling mount/access
CD-ROM as with any other UNIX file system.

The CD-ROM eXtended Architecture File Format (in Mode The CD-ROM eXtended Architecture (XA) file format

2 Form 1 sector format only) specifies extensions to the 1ISO 9660 that are used in
CD-ROM-based multimedia applications for example,
Photo CD.
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For all volume and file structure formats, the following restrictions apply:
» Single-volume volume set only
* Non-interleaved files only

The CDRFS is dependent upon the underlying CD-ROM device driver to provide transparency of the
physical sector format (CD-ROM Mode 1 and CD-ROM XA Mode 2 Form 1), and the multisession format
of the disks (mapping the volume descriptor set from the volume recognition area of the last session).

Note: The CDRFS must be unmounted from the system before you can remove the CD-ROM media.

Beginning with AIX 5.2, another supported file system type is UDFS, which is a read-only file system
stored on DVD-ROM media. The UDFS must be unmounted from the system before you can remove the
media. The operating system supports UDFS format versions 1.50, 2.00, and 2.01.

To use the edmount command to automatically mount a read/write UDFS, edit the file. You
can also manually mount a read/write UDFS with the [mount command.

Directories

A directory is a unique type of file that contains only the information needed to access files or other
directories. As a result, a directory occupies less space than other types of files.

File systems consist of groups of directories and the files within the directories. File systems are commonly
represented as an inverted tree. The root directory, denoted by the slash (/) symbol, defines a file system
and appears at the top of a file system tree diagram.

Directories branch downward from the root directory in the tree diagram and can contain both files and
subdirectories. Branching creates unique paths through the directory structure to every object in the file
system.

Collections of files are stored in directories. These collections of files are often related to each other;
storing them in a structure of directories keeps them organized.

A file is a collection of data that can be read from or written to. A file can be a program you create, text
you write, data you acquire, or a device you use. Commands, printers, terminals, correspondence, and
application programs are all stored in files. This allows users to access diverse elements of the system in
a uniform way and gives great flexibility to the file system.

Directories let you group files and other directories to organize the file system into a modular hierarchy,
which gives the file system structure flexibility and depth.

Directories contain directory entries. Each entry contains a file or subdirectory name and an index node
reference number (i-node number). To increase speed and enhance use of disk space, the data in a file is
stored at various locations in the memory of the computer. The i-node number contains the addresses
used to locate all the scattered blocks of data associated with a file. The i-node number also records other
information about the file, including times of modification and access, access modes, number of links, file
owner, and file type.

A special set of commands controls directories. For example, you can link several names for a file to the
same i-node number by creating directory entries with the |E| command.

Because directories often contain information that should not be available to all users of the system,
directory access can be protected. By setting a directory’s permissions, you can control who has access to
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the directory, also determining which users (if any) can alter information within the directory. See
[directory access modes” on page 378|for more information.

Types of directories
Directories can be defined by the operating system, by the system administrator, or by users.

The system-defined directories contain specific kinds of system files, such as commands. At the top of the
file system hierarchy is the system-defined /(root) directory. The /(root) directory usually contains the
following standard system-related directories:

/dev Contains special files for I/O devices.

letc Contains files for system initialization and system management.

/home Contains login directories for the system users.

tmp Contains files that are temporary and are automatically deleted after a specified number of days.
lusr Contains the Ipp, include, and other system directories.

lusr/bin Contains user-executable programs.

Some directories, such as your login or home directory (SHOME), are defined and customized by the
system administrator. When you log in to the operating system, the login directory is the current directory.

Directories that you create are called user-defined directories. These directories allow you to organize and
maintain your files.

Directory organization
Directories contain files, subdirectories, or a combination of both. A subdirectory is a directory within a
directory. The directory containing the subdirectory is called the parent directory.

Each directory has an entry for the parent directory in which it was created, .. (dot dot), and an entry for
the directory itself, . (dot). In most directory listings, these files are hidden.

Directory Tree
The file system structure of directories can easily become complex. Attempt to keep the file and
directory structure as simple as possible. Create files and directories with easily recognizable
names. This makes working with files easier.

Parent Directory
Each directory, except for /(root), has one parent directory and may have child directories.

Home Directory
When you log in, the system puts you in a directory called your home directory or login directory.
Such a directory is set up by the system administrator for each user. Your home directory is the
repository for your personal files. Normally, directories that you create for your own use will be
subdirectories of your home directory. To return to your home directory at any time, type the cd
command and press Enter at the prompt.

Working Directory
You are always working within a directory. Whichever directory you are currently working in is
called your current or working directory. The (present working directory) command reports the
name of your working directory. Use the [cd| command to change working directories.

Directory naming conventions
The name of each directory must be unique within the directory where it is stored. This ensures that the
directory has a unique path name in the file system.

Directories follow the same naming conventions as files, as explained in [‘File naming conventions” on|
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Directory abbreviations
Abbreviations provide a convenient way to specify certain directories.

The following is a list of abbreviations:

Abbreviation Meaning
The current working directory.
The directory above the current working directory (the parent of the current directory).
~ Your home directory. (This is not true for the Bourne shell. For more information, see
[‘Bourne shell” on page 444.)
$HOME Your home directory. (This is true for all shells.)

Directory path names

Each file and directory can be reached by a unique path, known as the path name, through the file system
tree structure. The path name specifies the location of a directory or file within the file system.

Note: Path names cannot exceed 1023 characters in length.

The file system uses the following kinds of path names:

absolute path name Traces the path from the /(root) directory. Absolute path names always begin
with the slash (/) symbol.
relative path name Traces the path from the current directory through its parent or its

subdirectories and files.

An absolute path name represents the complete name of a directory or file from the /(root) directory
downward. Regardless of where you are working in the file system, you can always find a directory or file
by specifying its absolute path name. Absolute path names start with a slash (/), the symbol representing
the root directory. The path name /A/D/9 is the absolute path name for 9. The first slash (/) represents the
/(root) directory, which is the starting place for the search. The remainder of the path name directs the
search to A, then to D, and finally to 9.

Two files named 9 can exist because the absolute path names to the files give each file a unique name
within the file system. The path names /A/D/9 and /C/E/G/9 specify two unique files named 9.

Unlike full path names, relative path names specify a directory or file based on the current working
directory. For relative path names, you can use the notation dot dot (..) to move upward in the file system
hierarchy. The dot dot (..) represents the parent directory. Because relative path names specify a path
starting in the current directory, they do not begin with a slash (/). Relative path names are used to specify
the name of a file in the current directory or the path name of a file or directory above or below the level of
the current directory in the file system. If D is the current directory, the relative path name for accessing 10
is F/10. However, the absolute path name is always /A/D/F/10. Also, the relative path name for accessing
3is ../../B/3.

You can also represent the name of the current directory by using the notation dot (.). The dot (.) notation
is commonly used when running programs that read the current directory name.

Creating directories (mkdir command)
Use the mkdir command to create one or more directories specified by the Directory parameter.

Each new directory contains the standard entries dot (.) and dot dot (..). You can specify the permissions
for the new directories with the -m Mode flag.

When you create a directory, it is created within the current, or working, directory unless you specify an
absolute path name to another location in the file system.
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The following are examples of how to use the mkdir command:

» To create a new directory called Test in the current working directory with default permissions, type the
following:

mkdir Test

» To create a directory called Test with rwxr-xr-x permissions in a previously created /home/demo/subi
directory, type the following:

mkdir -m 755 /home/demo/subl/Test

» To create a directory called Test with default permissions in the /home/demo/sub2 directory, type the
following:

mkdir -p /home/demo/sub2/Test

The -p flag creates the /home, /lhome/demo, and /home/demo/sub2 directories if they do not already
exist.

See the command in the AIX Version 6.1 Commands Reference, Volume 3 for the complete syntax.

Moving or renaming directories (mvdir command)
Use the mvdir command to move or rename a directory.

The following are examples of how to use the mvdir command:
» To move a directory, type the following:
mvdir book manual

This moves the book directory under the directory named manual, if the manual directory exists.
Otherwise, the book directory is renamed to manual.

* To move and rename a directory, type the following:
mvdir book3 proj4/manual

This moves the book3 directory to the directory named proj4 and renames proj4 to manual (if the
manual directory did not previously exist).

See the command in the AIX Version 6.1 Commands Reference, Volume 3 for the complete syntax.

Displaying the current directory (pwd command)
Use the pwd command to write to standard output the full path name of your current directory (from the
/(root) directory).

All directories are separated by a slash (/). The /(root) directory is represented by the first slash (/), and
the last directory named is your current directory.

For example, to display your current directory, type the following:
pwd

The full path name of your current directory displays similar to the following:
/home/thomas

Changing to another directory (cd command)
Use the cd command to move from your present directory to another directory. You must have execute
(search) permission in the specified directory.

If you do not specify a Directory parameter, the cd command moves you to your login directory ($SHOME in
the ksh and bsh environments, or $home in the csh environment). If the specified directory name is a full
path name, it becomes the current directory. A full path name begins with a slash (/) indicating the /(root)
directory, a dot (.) indicating current directory, or a dot dot (. .) indicating parent directory. If the directory
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name is not a full path name, the ed command searches for it relative to one of the paths specified by the
$CDPATH shell variable (or $cdpath csh variable). This variable has the same syntax as, and similar
semantics to, the $PATH shell variable (or $path csh variable).

The following are examples of how to use the e¢d command:

» To change to your home directory, type the following:
cd

» To change to the /usr/include directory, type the following:
cd /usr/include

» To go down one level of the directory tree to the sys directory, type the following:
cd sys

If the current directory is /usr/include and it contains a subdirectory named sys, then /usr/include/sys
becomes the current directory.

» To go up one level of the directory tree, type the following:
cd ..

The special file name, dot dot (. .), refers to the directory immediately above the current directory, its
parent directory.

See the |cd| command in the AIX Version 6.1 Commands Reference, Volume 1 for the complete syntax.

Copying directories (cp command)

Use the cp command to create a copy of the contents of the file or directory specified by the SourceFile or
SourceDirectory parameters into the file or directory specified by the TargetFile or TargetDirectory
parameters.

If the file specified as the TargetFile exists, the copy writes over the original contents of the file. If you are
copying more than one SourceFile, the target must be a directory.

To place a copy of the SourceFile into a directory, specify a path to an existing directory for the
TargetDirectory parameter. Files maintain their respective names when copied to a directory unless you
specify a new file name at the end of the path. The cp command also copies entire directories into other
directories if you specify the -r or -R flags.

The following are examples of how to use the ep command:

» To copy all the files in the /home/accounts/customers/orders directory to the /home/accounts/
customers/shipments directory, type the following:

cp /home/accounts/customers/orders/* /home/accounts/customers/shipments

This copies the files, but not the directories, from the orders directory into the shipments directory.
» To copy a directory, including all its files and subdirectories, to another directory, type the following:
cp -R /home/accounts/customers /home/accounts/vendors

This copies the customers directory, including all its files, subdirectories, and the files in those
subdirectories, into the vendors directory.

See the |g_g| command in the AIX Version 6.1 Commands Reference, Volume 1 for the complete syntax.

Displaying contents of a directory (Is command)
Use the Is command to display the contents of a directory.
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The Is command writes to standard output the contents of each specified Directory or the name of each
specified File, along with any other information you ask for with the flags. If you do not specify a File or
Directory, the Is command displays the contents of the current directory.

By default, the Is command displays all information in alphabetic order by file name. If the command is
executed by a user with root authority, it uses the -A flag by default, listing all entries except dot (.) and
dot dot (..). To show all entries for files, including those that begin with a dot (.), use the Is -a command.

You can format the output in the following ways:
» List one entry per line, using the -l flag.

 List entries in multiple columns, by specifying either the -C or -x flag. The -C flag is the default format
when output is to a tty.

» List entries in a comma-separated series by specifying the -m flag.

To determine the number of character positions in the output line, the Is command uses the $COLUMNS
environment variable. If this variable is not set, the command reads the terminfo file. If the Is command
cannot determine the number of character positions by either of these methods, it uses a default value of
80.

The information displayed with the -e and -l flags is interpreted as follows:

The first character of each entry may be one of the following:

Entry is a directory.

Entry is a block special file.

Entry is a character special file.

Entry is a symbolic link.

Entry is a first-in, first-out (FIFO) pipe special file.
Entry is a local socket.

Entry is an ordinary file.

w T TO0 T Qa

The next nine characters are divided into three sets of three characters each. The first three characters
show the file or directory owner’s permission. The next three characters show the permission of the other
users in the group. The last three characters show the permission of anyone else with access to the file.
The three characters in each set show read, write, and execute permission of the file. Execute permission
of a directory lets you search a directory for a specified file.

Permissions are indicated as follows:

r Read permission granted

t Only the directory owner or the file owner can delete or rename a file within that directory, even if others have
write permission to the directory.

w Write (edit) permission granted

X Execute (search) permission granted

- Corresponding permission not granted.

The information displayed with the -e flag is the same as with the -l flag, except for the addition of an 11th
character, interpreted as follows:

+ Indicates a file has extended security information. For example, the file might have extended ACL, TCB, or TP
attributes in the mode.

- Indicates a file does not have extended security information.
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When the size of the files in a directory are listed, the Is command displays a total count of blocks,
including indirect blocks.

See the following examples:

To list all files in the current directory, type the following:
1s -a

This lists all files, including

— dot (.)

— dot dot (..)

— Other files whose names might or might not begin with a dot (.)
To display detailed information, type the following:

1s -1 chapl .profile

This displays a long listing with detailed information about chap1 and .profile.
To display detailed information about a directory, type the following:

1s -d -1 . manual manual/chapl

This displays a long listing for the directories . and manual, and for the file manual/chap1. Without the
-d flag, this would list the files in the . and manual directories instead of the detailed information about
the directories themselves.

See the |E| command in the AIX Version 6.1 Commands Reference, Volume 3 for the complete syntax.

Deleting or removing directories (rmdir command)
Use the rmdir command to remove the directory, specified by the Directory parameter, from the system.

The directory must be empty (it can contain only . and ..) before you can remove it, and you must have
write permission in its parent directory. Use the Is -aDirectory command to check whether the directory is
empty.

The following are examples of how to use the rmdir command:

To empty and remove a directory, type the following:

rm mydir/* mydir/.*
rmdir mydir

This removes the contents of mydir, then removes the empty directory. The rm command displays an
error message about trying to remove the directories dot (.) and dot dot (..), and then the rmdir
command removes them and the directory itself.

Note: rm mydir/* mydir/.* first removes files with names that do not begin with a dot, and then
removes those with names that do begin with a dot. The Is command does not list file names
that begin with a dot unless you use the -a flag.

To remove the /tmpl/jones/demo/mydir directory and all the directories beneath it, type the following:

cd /tmp
rmdir -p jones/demo/mydir

This removes the jones/demo/mydir directory from the /tmp directory. If a directory is not empty or you
do not have write permission to it when it is to be removed, the command terminates with appropriate
error messages.

See the command in the AIX Version 6.1 Commands Reference, Volume 4 for the complete syntax.
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Comparing the contents of directories (dircmp command)
Use the diremp command to compare two directories specified by the Directory1 and Directory2
parameters and write information about their contents to standard output.

First, the diremp command compares the file names in each directory. If the same file name is contained
in both, the direcmp command compares the contents of both files.

In the output, the dircmp command lists the files unique to each directory. It then lists the files with
identical names in both directories, but with different contents. If no flag is specified, it also lists files that
have identical contents as well as identical names in both directories.

The following are examples of how to use the diremp command:

* To summarize the differences between the files in the proj.ver1 and proj.ver2 directories, type the
following:
dircmp proj.verl proj.ver2

This displays a summary of the differences between the proj.ver1 and proj.ver2 directories. The
summary lists separately the files found only in one directory or the other, and those found in both. If a
file is found in both directories, the diremp command notes whether the two copies are identical.

» To show the details of the differences between the files in the proj.ver1 and proj.ver2 directories, type
the following:

dircmp -d -s proj.verl proj.ver2

The -s flag suppresses information about identical files. The -d flag displays a diff listing for each of the
differing files found in both directories.

See the command in the AIX Version 6.1 Commands Reference, Volume 2 for the complete
syntax.

Command summary for file systems and directories
The following are commands for file systems and directories, commands for directory-handling procedures,
and a list of directory abbreviations.

Table 6. Command summary for file systems
@ Reports information about space on file systems.

Table 7. Directory abbreviations
The current working directory.
The directory above the current working directory (the parent directory).

~ Your home directory. (This is not true for the Bourne shell. For more information, see
[shell” on page 444.)
$HOME Your home directory. (This is true for all shells.)

Table 8. Command summary for directory-handling procedures

cd Changes the current directory.
c Copies files or directories.
dircm Compares two directories and the contents of their common files.
Is Displays the contents of a directory.
mkdir| Creates one or more new directories.
mvdir] Moves (renames) a directory.
wd Displays the path name of the working directory.
rmdi Removes a directory.
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Backup methods

Once your system is in use, your next consideration should be to back up the file systems, directories, and
files. If you back up your file systems, you can restore files or file systems in the event of a hard disk
crash. There are different methods for backing up information.

Backing up file systems, directories, and files represents a significant investment of time and effort. At the
same time, all computer files are potentially easy to change or erase, either intentionally or by accident.

Attention: When a hard disk crashes, the information contained on that disk is destroyed. The only way
to recover the destroyed data is to retrieve the information from your backup copy.

If you use a careful and methodical approach to backing up your file systems, you should always be able
to restore recent versions of files or file systems with little difficulty.

Several methods exist for backing up information. One of the most frequently used methods is called
backup by name, file name archive, or regular backup. This is a copy of a file system, directory, or file that
is kept for file transfer or in case the original data is unintentionally changed or destroyed. This method of
backup is done when the i flag is specified and is used to make a backup copy of individual files and
directories. It is a method commonly used by individual users to back up their accounts.

Another frequently used method is called backup by i-node, file system archive, or archive backup. This
method of backup is done when the i flag is not specified. This is used for future reference, historical
purposes, or for recovery if the original data is damaged or lost. It is used to make a backup copy of an
entire file system and is the method commonly used by system administrators to back up large groups of
files, such as all of the user accounts in /home. A file system backup allows incremental backups to be
performed easily. An incremental backup backs up all files that have been modified since a specified
previous backup.

The compress and pack commands enable you to compress files for storage, and the uncompress and
unpack commands unpack the files once they have been restored. The process of packing and unpacking
files takes time, but once packed, the data uses less space on the backup medium. For more information
about these commands, see [compress| |[packi [uncompress| and |unpack|

Several commands create backups and archives. Because of this, data that has been backed up needs to
be labeled as to which command was used to initiate the backup, and how the backup was made (by
name or by file system).

backup Backs up files by name or by file system. For more information, see |backup|

mksysb Creates an installable image of the rootvg. For more information, see [mksysb

cpio Copies files into and out of archive storage. For more information, see [cpio

dd Converts and copies a file. Commonly used to convert and copy data to and from systems running

other operating systems, for example, mainframes. dd does not group multiple files into one archive;
it is used to manipulate and move data. For more information, see |dd|

tar Creates or manipulates tar format archives. For more information, see

rdump Backs up files by file system onto a remote machine’s device. For more information, see [rdump)

pax (POSIX-conformant archive utility) Reads and writes tar and cpio archives. For more information,
see

Backup policies

No single backup policy can meet the needs of all users. A policy that works well for a system with one
user, for example, could be inadequate for a system that serves one hundred users. Likewise, a policy
developed for a system on which many files are changed daily would be inefficient for a system on which
data changes infrequently.
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Whatever the appropriate backup strategy for your site, it is very important that one exist and that backups
be done frequently and regularly. It is difficult to recover from data loss if a good backup strategy has not
been implemented.

Only you can determine the best backup policy for your system, but the following general guidelines might
be helpful:

* Make sure you can recover from major losses.

Can your system continue to run after any single fixed disk failure? Can you recover your system if all
the fixed disks should fail? Could you recover your system if you lost your backup diskettes or tape to
fire or theft? If data were lost, how difficult would it be to re-create it? Think through possible, even
unlikely, major losses, and design a backup policy that enables you to recover your system after any of
them.

* Check your backups periodically.

Backup media and their hardware can be unreliable. A large library of backup tapes or diskettes is
useless if data cannot be read back onto a fixed disk. To make certain that your backups are usable,
display the table of contents from the backup tape periodically (using restore -T or tar -t for archive
tapes). If you use diskettes for your backups and have more than one diskette drive, read diskettes from
a drive other than the one on which they were created. You might want the security of repeating each
level 0 backup with a second set of media. If you use a streaming tape device for backups, you can use
the tapechk command to perform rudimentary consistency checks on the tape. For more information
about these commands, see [restore -T| ftar -t| and ftapechk|

* Keep old backups.

Develop a regular cycle for reusing your backup media; however, do not reuse all of your backup
media. Sometimes it is months before you or some other user of your system notices that an important
file is damaged or missing. Save old backups for such possibilities. For example, you could have the
following three cycles of backup tapes or diskettes:

— Once per week, recycle all daily diskettes except the Friday diskette.

— Once per month, recycle all Friday diskettes except for the one from the last Friday of the month.
This makes the last four Friday backups always available.

— Once per quarter, recycle all monthly diskettes except for the last one. Keep the last monthly diskette
from each quarter indefinitely, preferably in a different building.

* Check file systems before backing up.

A backup made from a damaged file system might be useless. Before making your backups, it is good
policy to check the integrity of the file system with the fsck command. For more information, see @

* Ensure files are not in use during a backup.

Do not use the system when you make your backups. If the system is in use, files can change while
they are being backed up, and the backup copy will not be accurate.

* Back up your system before major changes are made to the system.

It is always good policy to back up your entire system before any hardware testing or repair work is
performed or before you install any new devices, programs, or other system features.

« Other factors.
When planning and implementing a backup strategy, consider the following factors:

— How often does the data change? The operating system data does not change very often, so you do
not need to back it up frequently. User data, on the other hand, usually changes frequently, so you
should back it up frequently.

— How many users are on the system? The number of users affects the amount of storage media and
frequency required for backups.

— How difficult would it be to re-create the data? It is important to consider that some data cannot be
re-created if there is no backup available.
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Having a backup strategy in place to preserve your data is very important. Evaluating the needs of your
site will help you to determine the backup policy that is best for you. Perform user information backups
frequently and regularly. Recovering from data loss is very difficult if a good backup strategy has not been
implemented.

Note: For the backup of named pipes (FIFO special files) the pipes can be either closed or open.
However, the restoration fails when the backup is done on open named pipes. When restoring a
FIFO special file, its i-node is all that is required to recreate it because it contains all its
characteristic information. The content of the named pipe is not relevant for restoration. Therefore,
the file size during backup is zero (all the FIFOs closed) before the backup is made.

Attention: System backup and restoration procedures require that the system be restored on the same
type of platform from which the backup was made. In particular, the CPU and I/O planar boards must be of
the same type.

Backup media

Several different types of backup media are available. The different types of backup media available to
your specific system configuration depend upon both your software and hardware.

Several types of backup media are available. The types of backup media available to your specific system
configuration depend upon your software and hardware. The types most frequently used are tapes (8-mm
tape and 9-track tape), diskettes (5.25-inch diskette and 3.5-inch diskette), remote archives, and alternate
local hard disks. Unless you specify a different device using the command, the backup
command automatically writes its output to /dev/rfd0, which is the diskette drive.

Attention: Running the backup command results in the loss of all material previously stored on the
selected backup medium.

Diskettes

Diskettes are the standard backup medium. Unless you specify a different device using the
backup -f command, the backup command automatically writes its output to the /dev/rfd0 device,
which is the diskette drive. To back up data to the default tape device, type /dev/rmt0 and press
Enter.

Be careful when you handle diskettes. Because each piece of information occupies such a small
area on the diskette, small scratches, dust, food, or tobacco particles can make the information
unusable. Be sure to remember the following:

* Do not touch the recording surfaces.

* Keep diskettes away from magnets and magnetic field sources, such as telephones, dictation
equipment, and electronic calculators.

» Keep diskettes away from extreme heat and cold. The recommended temperature range is 10
degrees Celsius to 60 degrees Celsius (50 degrees Fahrenheit to 140 degrees Fahrenheit).

* Proper care helps prevent loss of information.
* Make backup copies of your diskettes regularly.

Attention: Diskette drives and diskettes must be the correct type to store data successfully. If
you use the wrong diskette in your 3.5-inch diskette drive, the data on the diskette could be
destroyed.

The diskette drive uses the following 3.5-inch diskettes:
* 1 MB capacity (stores approximately 720 KB of data)
» 2 MB capacity (stores approximately 1.44 MB of data)

Tapes
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Because of their high capacity and durability, tapes are often chosen for storing large files or many
files, such as archive copies of file systems. They are also used for transferring many files from
one system to another. Tapes are not widely used for storing frequently accessed files because
other media provide much faster access times.

Tape files are created using commands such as backup, cpio, and tar, which open a tape drive,
write to it, and close it.

Backup strategy

There are two methods of backing up large amounts of data.
* Complete system backup

* Incremental backup

To understand these two types of backups and which one is right for a site or system, it is important to
have an understanding of file system structure and data placement. After you have decided on a strategy
for data placement, you can develop a backup strategy for that data. See ['Implementing scheduled|
[packups” on page 149|for an example of a backup strategy that includes weekly complete system backups
and daily incremental backups.

System data versus user data

Data is defined as programs or text and for this discussion is broken down into two classes:

» System data, which makes up the operating system and its extensions. This data is always to be kept in
the system file systems, namely / (root), /usr, /tmp, /var, and so on.

» User data is typically local data that individuals need to complete their specific tasks. This data is to be
kept in the /home file system or in file systems that are created specifically for user data.

User programs and text are not to be placed in file systems designed to contain system data. For
example, a system manager might create a new file system and mount it over/local. An exception is /tmp,
which is used for temporary storage of system and user data.

Backups
In general, backups of user and system data are kept in case data is accidentally removed or in case of a
disk failure. It is easier to manage backups when user data is kept separate from system data.

The following are reasons for keeping system data separate from user data:

» User data tends to change much more often than operating system data. Backup images are much
smaller if the system data is not backed up into the same image as the user data. The number of users
affects the storage media and frequency required for backup.

» Itis quicker and easier to restore user data when it is kept separate. Restoring the operating system
along with the user data requires extra time and effort. The reason is that the method used to recover
the operating system data involves booting the system from removable media (tape or CD-ROM) and
installing the system backup.

To back up the system data, unmount all user file systems, including /home with the command. If
these file systems are in use, you cannot unmount them. Schedule the backups at low usage times so
they can be unmounted; if the user data file systems remain mounted, they are backed up along with the
operating system data. Use the mount command to ensure that only the operating system file systems are
mounted.

The only mounted file systems are /, /usr, /var, and /tmp, and the output of the [nount] command should
be similar to the following:

node mounted mounted over vfs date options

/dev/hd4 / jfs Jun 11 10:36 rw,log=/dev/hd8
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/dev/hd2 /usr jfs Jun 11 10:36 rw,log=/dev/hd8
/dev/hd9var /var jfs Jun 11 10:36 rw,log=/dev/hd8

/dev/hd /tmp jfs Jun 11 10:36 rw,log=/dev/hd8

After you are certain that all user file systems are unmounted, see [‘Backup of the system image and|
[user-defined volume groups” on page 146|for information on backing up the operating system data.

When you finish backing up the operating system, mount the user file system using the smit mount
command. Next, you can back up files, file systems, or other volume groups, depending on your needs.
Procedures on these backups are covered later in the chapter.

System replication (cloning)
Cloning allows you to save configuration data along with user or system data. For example, you might
want to replicate a system or volume group; this is sometimes called cloning.

You can then install this image onto another system and can use it just like the first system. The
command is used to clone the rootvg volume group, which contains the operating system, while the
command is used to clone a volume group. Procedures for backing up both your system and user
volume groups are discussed later in the chapter.

Backing up user files or file systems

Two procedures can be used to back up files and file systems: the SMIT fast paths smit backfile or smit
backfilesys, and the backup command.

» If you are backing up by i-node file systems that may be in use, unmount them first to prevent
inconsistencies.

Attention: If you attempt to back up a mounted file system, a warning message is displayed. The
backup command continues, but inconsistencies in the file system may occur. This warning does not
apply to the root (/) file system.

* To prevent errors, make sure the backup device has been cleaned recently.

To back up user files and file systems, you can use the Web-based System Manager, the SMIT fast paths
smit backfile or smit backfilesys, or the commands listed in ['‘Backup methods” on page 141)such as the

command.

You can use the SMIT interface for backing up single and small file systems by name, such as /home on
your local system. Note that SMIT cannot make archives in any other format than that provided by the
backup command. Also, not every flag of the backup command is available through SMIT. SMIT might
hang if multiple tapes or disks are needed during the backup. For more information, see the
command description in AIX Version 6.1 Commands Reference, Volume 1.

Use the backup command when you want to back up large and multiple file systems. You can specify a
level number to control how much data is backed up (full, O; incremental, 1-9). Using the backup
command is the only way you can specify the level number on backups.

The backup command creates copies in one of the two following backup formats:
» Specific files backed up by name using the -i flag.

+ Entire file systems backed up by i-node using the -Level and FileSystem parameters. The file system
is defragmented when it is restored from backup.

Attention: Backing up by i-node does not work correctly for files that have a user ID (UID) or a group ID

(GID) greater than 65535. These files are backed up with UID or GID truncated and will, therefore, have
the wrong UID or GID attributes when restored. For these cases, you must back up by name.
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For additional information about backing up user files or file systems, see [‘Backup methods” on page 141)

Backing Up User Files or File Systems Tasks

Task SMIT Fast Path Command or File

Back Up User Files smit backfile 1. Log in to your user account.

2. Backup: find . -print | backup -ivf
/dev/rmt0

Back Up User File Systems smit backfilesys |1 Unmount files systems that you plan to

back up. For example: umount all or
umount /home /filesysl

2. Verify the file systems. For example:
fsck /home /filesysl

3. Back up by i-node. For example: backup
-5 -uf/dev/rmt0 /home/libr

4. Restore the files using the following
command: restore -t

Note: If this command generates an error message, you must repeat the entire backup.

Backup of the system image and user-defined volume groups

The rootvg is stored on a hard disk, or group of disks, and contains start up files, the BOS, configuration
information, and any optional software products. A user-defined volume group (also called nonrootvg
volume group) typically contains data files and application software. You can backup an image of the
system and volume groups using Web-based System Manager, SMIT, or command procedures.

A backup image serves two purposes. One is to restore a corrupted system using the system backup
image. The other is to transfer installed and configured software from one system to others.

The Web-based System Manager and SMIT procedures use the command to create a backup
image that can be stored either on tape or in a file. If you choose tape, the backup program writes a boot
image to the tape, which makes it suitable for installing.

Note:
1. Startup tapes cannot be made on or used to start a PowerPC-based personal computer.

2. If you choose the SMIT method for backup, you must first install the sysbr fileset in the
bos.sysmgt software package. See [Installing optional software products and service updates|
for information on how to install software packages and options.

Backing up the system image and user-defined volume groups
You can make backups of the system image and the user-defined volume groups.

Before backing up the rootvg volume group:
» All hardware must already be installed, including external devices, such as tape and CD-ROM drives.

» This backup procedure requires the sysbr fileset, which is in the BOS System Management Tools and
Applications software package. Type the following command to determine whether the sysbr fileset is
installed on your system:

1sTpp -1 bos.sysmgt.sysbr
If your system has the sysbr fileset installed, continue the backup procedures.

If the |Is|pp| command does not list the sysbr fileset, install it before continuing with the backup
procedure. See [Installing optional software products and service updates]|in the Installation and
migration for instructions.

installp -aggXd device bos.sysmgt.sysbr
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where device is the location of the software; for example, /dev/rmt0 for a tape drive.

Before backing up a user-defined volume group:
» Before being saved, a volume group must be varied on and the file systems must be mounted.

Attention:
selected output medium.

Executing the savevg command results in the loss of all material previously stored on the

* Make sure the backup device has been cleaned recently to prevent errors.

The following procedures describe how to make an installable image of your system.

Backing Up Your System Tasks

Task SMIT Fast Path Command or File

Backing up the rootvg volume 1. Log in as root. 1. Log in as root.

group 2. Mount file systems for 2. Mount file systems for backup." See
backup.'smit mountfs command.

3. Unmount any local directories |3. Unmount any local directories that are
that are mounted over another mounted over another local directory.
local directory. smit umountfs See [umount] command.

4. Make at least 8.8MB of free 4. Make at least 8.8MB of free disk space
disk space available in the available in the /tmp directory.?

/tmp directory.” 5. Back up. See [mksysb| command.

5. Back up: smit mksysb 6. Write-protect the backup media.

6. Write-protect the backup 7. Record any backed-up root and user
media. passwords.

7. Record any backed-up root
and user passwords.

Verify a Backup Tape® smit Ismksysb

Backing up a user-defined volume | smit savevg 1. Modify the file system size before

group* backing up, if necessary.® mkvgdata
VGName then edit /tmp/vgdata/
VGNamel VGName.data

2. Save the volume group. See the

command.

Note:

1. The command does not back up file systems mounted across an NFS network.

2. The mksysb command requires this working space for the duration of the backup. Use the@
command, which reports in units of 512-byte blocks, to determine the free space in the /tmp

directory. Use the

command to change the size of the file system, if necessary.

3. This procedure lists the contents of a mksysb backup tape. The contents list verifies most of
the information on the tape but does not verify that the tape can be booted for installations. The
only way to verify that the boot image on a mksysb tape functions correctly is by booting from

the tape.

If you want to exclude files in a user-defined volume group from the backup image, create a file
named /etc/exclude.volume_group_name, where volume_group_name is the name of the
volume group that you want to back up. Then edit /etc/exclude.volume_group_name and enter
the patterns of file names that you do not want included in your backup image. The patterns in
this file are input to the pattern matching conventions of thecommand to determine which
files are excluded from the backup.
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5. If you choose to modify the VGName.data file to alter the size of a file system, you must not
specify the -i flag or the -m flag with the savevg command, because the VGName.data file is
overwritten.

For more information about installing (or restoring) a backup image, see [Installing system backups]in the
Installation and migration.

Pre-backup configuration

Configure the source system before creating a backup image of it. If, however, you plan to use a backup
image for installing other, differently configured target systems, create the image before configuring the
source system.

The source system is the system from which you created the backup copy. The farget system is the
system on which you are installing the backup copy.

The installation program automatically installs only the device support required for the hardware
configuration of the installed machine. Therefore, if you are using a system backup to install other
machines, you might need to install additional devices on the source system before making the backup
image and using it to install one or more target systems.

Use Web-based System Manager or the SMIT fast path, smit devinst, to install additional device support
on the source system.

 If there is sufficient disk space on the source and target systems, install all device support.
+ If there is limited disk space on the source and target systems, selectively install device support.

For information on installing optional software, see [Installing optional software and service updates|

A backup transfers the following configurations from the source system to the target system:
» Paging space information

» Logical volume information

* rootvg information

* Placement of logical partitions (if you have selected the map option).

See [Customizing your installation| for information about how to set installation parameters to enable you to
bypass menu prompts when you install the target machine from a system backup.

File system mounts and unmounts
Before performing a backup, you must mount all file systems you want to back up and unmount all file
systems you do not want to back up.

The [Backup Methods| procedure backs up only mounted file systems in the rootvg. You must, therefore,
mount all file systems you want to back up before starting. Similarly, you must unmount file systems you
do not want backed up.

This backup procedure backs up files twice if a local directory is mounted over another local directory in
the same file system. For example, if you mount /tmp over /usr/tmp, the files in the /tmp directory are
backed up twice. This duplication might exceed the number of files a file system can hold, which can
cause a future installation of the backup image to fail.

Security considerations for backups
If you install the backup image on other systems, you might not, for security reasons, want passwords and
network addresses copied to the target systems.

Also, copying network addresses to a target system creates duplicate addresses that can disrupt network
communications.
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Backup image restoration

When installing the backup image, the system checks whether the target system has enough disk space to
create all the logical volumes stored on the backup. If there is enough space, the entire backup is
recovered. Otherwise, the installation halts and the system prompts you to choose more destination hard
disks.

File systems created on the target system are the same size as they were on the source system, unless
the SHRINK variable was set to yes in the image.data file before the backup image was made. An
exception is the /tmp directory, which can be increased to allocate enough space for the
command. For information about setting variables, see thefile.

When the system finishes installing the backup image, the installation program reconfigures the ODM on
the target system. If the target system does not have exactly the same hardware configuration as the
source system, the program might modify device attributes in the following target system files:

 All files in /etc/objrepos beginning with Cu
* All files in the /dev directory.

For more information about installing (or restoring) a backup image, see [Installing system backups}

Implementing scheduled backups

This procedure describes how to develop and use a script to perform a weekly full backup and daily
incremental backups of user files.

* The amount of data scheduled for backup cannot exceed one tape when using this script.
* Make sure the tape is loaded in the backup device before the cron command runs the script.

* Make sure the device is connected and available, especially when using scripts that run at night. Use
the Isdev -C | pg command to check availability.

» Make sure the backup device has been cleaned recently to prevent errors.

» If you are backing up file systems that might be in use, unmount them first to prevent file system
corruption.

+ Check the file system before making the backup. Use the procedure [‘File system verification” on pagel
103l or run the @ command.

The script included in this procedure is intended only as a model and needs to be carefully tailored to the
needs of the specific site.

Backing up file systems using the cron command

This procedure describes how to write a crontab script that you can pass to the cron command for
execution.

The script backs up two user file systems, /home/plan and /home/run, on Monday through Saturday
nights. Both file systems are backed up on one tape, and each morning a new tape is inserted for the next
night. The Monday night backups are full archives (level 0). The backups on Tuesday through Saturday
are incremental backups.

1. The first step in making the crontab script is to issue the e command. This opens an empty
file where you can make the entries that are submitted to the cron script for execution each night (the
default editor is vi). Type:
crontab -e

2. The following example shows the six crontab fields. Field 1 is for the minute, field 2 is for the hour on
a 24-hour clock, field 3 is for the day of the month, and field 4 is for the month of the year. Fields 3
and 4 contain an * (asterisk) to show that the script runs every month on the day specified in the
day/wk field. Field 5 is for the day of the week, and can also be specified with a range of days, for
example, 1-6. Field 6 is for the shell command being run.
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min hr day/mo mo/yr day/wk shell command

0 2 * * 1 backup -0 -uf /dev/rmt0.1 /home/plan

The command line shown assumes that personnel at the site are available to respond to prompts
when appropriate. The -0 (zero) flag for thecommand stands for level zero, or full backup.

The -u flag updates the backup record in the /etc/dumpdates file and the f flag specifies the device
name, a raw magnetic tape device 0.1 as in the example above. See [rmt Special File|in the AIX
Version 6.1 Files Reference for information on the meaning of extension .1 and other extensions (1-7).

3. Type a line similar to that in step 2 for each file system backed up on a specific day. The following
example shows a full script that performs six days of backups on two file systems:

0 2 = * 1 backup -0 -uf/dev/rmt0.1 /home/plan
0 3 * * 1 backup -0 -uf/dev/rmt0.1 /home/run
0 2 * » 2 backup -1 -uf/dev/rmt0.1 /home/plan
0 3 * * 2 backup -1 -uf/dev/rmt0.1 /home/run
0 2 = * 3 backup -2 -uf/dev/rmt0.1 /home/plan
0 3 * * 3 backup -2 -uf/dev/rmt0.1 /home/run
0 2 * * 4 backup -3 -uf/dev/rmt0.1 /home/plan
0 3 * * 4 backup -3 -uf/dev/rmt0.1 /home/run
0 2 = * 5 backup -4 -uf/dev/rmt0.1 /home/plan
0 3 * * 5 backup -4 -uf/dev/rmt0.1 /home/run
0 2 * = 6 backup -5 -uf/dev/rmt0.1 /home/plan
0 3 * * 6 backup -5 -uf/dev/rmt0.1 /home/run

4. Save the file you created and exit the editor. The operating system passes the crontab file to the cron
script.

Backup of files on a DMAPI-managed JFS2 file system

Beginning with AIX 5L Version 5.3 with the 5300-03 Recommended Maintenance package, there are
options in the tar and backbyinode commands that allow you to back up the extended attributes (EASs).

With the backbyinode command on a DMAPI file system, only the data resident in the file system at the
time the command is issued is backed up. The backbyinode command examines the current state of
metadata to do its work. This can be advantageous with DMAPI, because it backs up the state of the
managed file system. However, any offline data will not be backed up.

To back up all of the data in a DMAPI file system, use a command that reads entire files, such as the tar
command. This can cause a DMAPI-enabled application to restore data for every file accessed by the tar
command, moving data back and forth between secondary and tertiary storage, so there can be
performance implications.

Formatting diskettes (format or fdformat command)

You can format diskettes in the diskette drive specified by the Device parameter (the /dev/rfd0 device by
default) with the format and fdformat commands.

Attention: Formatting a diskette destroys any existing data on that diskette.

The format command determines the device type, which is one of the following:

» 5.25-inch low-density diskette (360 KB) containing 40x2 tracks, each with 9 sectors

» 5.25-inch high-capacity diskette (1.2 MB) containing 80x2 tracks, each with 15 sectors
» 3.5-inch low-density diskette (720 KB) containing 80x2 tracks, each with 9 sectors

» 3.5-inch high-capacity diskette (2.88 MB) containing 80x2 tracks, each with 36 sectors

The sector size is 512 bytes for all diskette types.

Use the format command to format a diskette for high density unless the Device parameter specifies a
different density.
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Use the fdformat command to format a diskette for low density unless the -h flag is specified. The Device
parameter specifies the device containing the diskette to be formatted (such as the /dev/rfd0 device for
drive 0).

Before formatting a diskette, the format and fdformat commands prompt for verification. This allows you
to end the operation cleanly if necessary.

See the following examples:

» To format a diskette in the /dev/rfd0 device, type the following:
format -d /dev/rfdo

» To format a diskette without checking for bad tracks, type the following:
format -f

+ To format a 360 KB diskette in a 5.25-inch, 1.2 MB diskette drive in the /dev/rfd1 device, type the
following:

format -1 -d /dev/rfdl
» To force high-density formatting of a diskette when using the fdformat command, type the following:
fdformat -h

See the command in the AIX Version 6.1 Commands Reference, Volume 2 for the complete
syntax.

Checking the integrity of a file system (fsck command)
Use the fsck command to check and interactively repair inconsistent file systems.

It is important to run this command on every file system as part of system initialization. You must be able
to read the device file on which the file system resides (for example, the /dev/hd0 device). Normally, the
file system is consistent, and the fsck command merely reports on the number of files, used blocks, and
free blocks in the file system. If the file system is inconsistent, the fsck command displays information
about the inconsistencies found and prompts you for permission to repair them. The fsck command is
conservative in its repair efforts and tries to avoid actions that might result in the loss of valid data. In
certain cases, however, the fsck command recommends the destruction of a damaged file.

Attention: Always run the fsck command on file systems after a system malfunction. Corrective actions
can result in some loss of data. The default action for each consistency correction is to wait for the
operator to type yes or no. If you do not have write permission for an affected file, the fsck command will
default to a no response.

See the following examples:
» To check all the default file systems, type the following:
fsck

This form of the fsck command asks you for permission before making any changes to a file system.
« To fix minor problems automatically with the default file systems, type the following:

fsck -p
» To check the /dev/hd1 file system , type the following:

fsck /dev/hdl

This checks the unmounted file system located on the /dev/hd1 device.
Note: The fsck command does not make corrections to a mounted file system.

See the @ command in the AIX Version 6.1 Commands Reference, Volume 2 for the complete syntax.
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Copying to or from diskettes (flcopy command)

Use the flcopy command to copy a diskette (opened as /dev/rfd0) to a file named floppy created in the
current directory.

The message Change floppy, hit return when done displays as needed. The flcopy command then
copies the floppy file to the diskette.

See the following examples:

» To copy /dev/rfd1 to the floppy file in the current directory, type the following:
flcopy -f /dev/rfdl -r

» To copy the first 100 tracks of the diskette, type the following:
flcopy -f /dev/rfdl -t 100

See the command in the AIX Version 6.1 Commands Reference, Volume 2 for the complete
syntax.

Copying files to tape or disk (cpio -o command)

Use the cpio -0 command to read file path names from standard input and copy these files to standard
output, along with path names and status information.

Path names cannot exceed 128 characters. Avoid giving the cpio command path names made up of many
uniquely linked files because it might not have enough memory to keep track of the path names and would
lose linking information.

See the following examples:
» To copy files in the current directory whose names end with .c onto diskette, type the following:
Is *.c | cpio -ov >/dev/rfdo

The -v flag displays the names of each file.
» To copy the current directory and all subdirectories onto diskette, type the following:
find . -print | cpio -ov >/dev/rfd0

This saves the directory tree that starts with the current directory (.) and includes all of its subdirectories
and files.

» To use a shorter command string, type the following:
find . -cpio /dev/rfd0 -print

The -print entry displays the name of each file as it is copied.

See the command in the AIX Version 6.1 Commands Reference, Volume 1 for the complete syntax.

Copying files from tape or disk (cpio -i command)
Use the epio -i command to read from standard input an archive file created by the ¢cpio -o command and
copy from it the files with names that match the Pattern parameter.

These files are copied into the current directory tree. You can list more than one Pattern parameter by
using the file name notation described in the@command. The default for the Pattern parameter is an
asterisk (*), which selects all files in the current directory. In an expression such as [a-z], the hyphen (-)
means through, according to the current collating sequence.
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Note: The patterns "+.c" and "+.0" must be enclosed in quotation marks to prevent the shell from
treating the asterisk (*) as a pattern-matching character. This is a special case in which the cpio
command itself decodes the pattern-matching characters.

See the following examples:
» To list the files that have been saved onto a diskette with the cpio command, type the following:
cpio -itv </dev/rfd0

This displays the table of contents of the data previously saved onto the /dev/rfdO file in the cpio
command format. The listing is similar to the long directory listing produced by the Is -l command.

» To list only the file path names, use only the -it flags.
» To copy the files previously saved with the cpio command from a diskette, type the following:
cpio -idmv </dev/rfd0

This copies the files previously saved onto the /dev/rfd0 file by the cpio command back into the file
system (specify the -i flag). The -d flag allows the cpio command to create the appropriate directories if
a directory tree is saved. The -m flag maintains the last modification time in effect when the files are
saved. The -v flag causes the cpio command to display the name of each file as it is copied.

» To copy selected files from diskette, type the following:
cpio -i "x.c" "x.,0" </dev/rfd0

This copies the files that end with .c or .o from diskette.

See the command in the AIX Version 6.1 Commands Reference, Volume 1 for the complete syntax.

Copying to or from tapes (tcopy command)
Use the tcopy command to copy magnetic tapes.

For example, to copy from one streaming tape to a 9-track tape, type the following:
tcopy /dev/rmt0 /dev/rmt8

See the ftcopy| command in the AlX Version 6.1 Commands Reference, Volume 5 for the complete syntax.

Checking the integrity of a tape (tapechk command)

Use the tapechk command to perform rudimentary consistency checking on an attached streaming tape
device.

Some hardware malfunctions of a streaming tape drive can be detected by simply reading a tape. The
tapechk command provides a way to perform tape reads at the file level.

For example, to check the first three files on a streaming tape device, type the following:
tapechk 3

See the command in the AlIX Version 6.1 Commands Reference, Volume 3 for the complete
syntax.

File backup

Use either the backup command or the smit command to create copies of your files on backup media,
such as a magnetic tape or diskette.

Attention: If you attempt to back up a mounted file system, a message displays. The backup command
continues, but inconsistencies in the file system can occur. This situation does not apply to the root (/) file
system.
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The copies you created with the backup command or the smit command are in one of the following
backup formats:

« Specific files backed up by name, using the -i flag.
» Entire file system backed up by i-node number, using the -Level and FileSystem parameters.

Note:

— The possibility of data corruption always exists when a file is modified during system backup.
Therefore, make sure that system activity is at a minimum during the system backup procedure.

— If a backup is made to 8-mm tape with the device block size set to 0 (zero), it is not possible to
directly restore data from the tape. If you have done backups with the 0 setting, you can restore data
from them by using special procedures described under the restore command.

Attention: Be sure the flags you specify match the backup media.

File backup using the backup command
Use the backup command to create copies of your files on backup media.

For example, to back up selected files in your $HOME directory by name, type the following:
find $HOME -print | backup -i -v

The -i flag prompts the system to read from standard input the names of files to be backed up. The find
command generates a list of files in the user’s directory. This list is piped to the backup command as
standard input. The -v flag displays a progress report as each file is copied. The files are backed up on
the default backup device for the local system.

See the following examples:
» To back up the root file system, type the following:
backup -0 -u /

The 0 level and the / tell the system to back up the / (root) file system. The file system is backed up to
the /dev/rfdO file. The -u flag tells the system to update the current backup level record in the
letc/dumpdates file.

» To back up all files in the / (root) file system that were modified since the last 0 level backup, type the
following:

backup -1 -u /
See the command in AIX Version 6.1 Commands Reference, Volume 4 for the complete syntax.

Backing up files using the smit command
Use the smit command to run the backup command, which creates copies of your files on backup media.
1. At the prompt, type the following:

smit backup

2. Type the path name of the directory on which the file system is normally mounted in the DIRECTORY
full pathname field:

/home/bill

3. In the BACKUP device or FILE fields, enter the output device name, as in the following example for a
raw magnetic tape device:

/dev/rmt0

4. Use the Tab key to toggle the optional REPORT each phase of the backup field if you want error
messages printed to the screen.

5. In a system management environment, use the default for the MAX number of blocks to write on
backup medium field because this field does not apply to tape backups.
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6. Press Enter to back up the named directory or file system.

7. Run the restore -t command. If this command generates an error message, you must repeat the entire
backup.

Compressing files (compress and pack commands)
Use the compress command and the pack command to compress files for storage.

Use the uncompress command and the unpack command to expand the restored files.

The process of compressing and expanding files takes time; however, after the files are packed, the data
uses less space on the backup medium.

To compress a file system, use one of the following methods:

* Use the -p flag with the command.

+ Use the [compress| or [pack| commands.

Advantages for compressing files include:
» Saving money and time by compressing files before sending them over a network.
» Saving storage and archiving system resources:

— Compress file systems before making backups to preserve tape space.

— Compress log files created by shell scripts that run at night; it is easy to have the script compress
the file before it exits.

— Compress files that are not currently being accessed. For example, the files belonging to a user who
is away for extended leave can be compressed and placed into a tar archive on disk or to a tape
and later be restored.

Note:

* The compress command might run out of working space in the file system while compressing.
The command creates the compressed files before it deletes any of the uncompressed files, so it
needs a space about 50% larger than the total size of the files.

» A file might fail to compress because it is already compressed. If the compress command
cannot reduce file sizes, the command fails.

For the procedure to compress a file and write the percentage compression to standard error, see
[‘Compressing files using the compress command.”|

See thecommand for details about the return values but, in general, the problems encountered

when compressing files can be summarized as follows:

» The command might run out of working space in the file system while compressing. Because the
compress command creates the compressed files before it deletes any of the uncompressed files, it
needs extra space-from 50% to 100% of the size of any given file.

» A file might fail to compress because it is already compressed. If the compress command cannot
reduce the file size, it fails.

For information about file compression using the pack command, see [‘Compressing files using the packl
fcommand” on page 156

Compressing files using the compress command
Use the compress command to reduce the size of files using adaptive Lempel-Zev coding.

Each original file specified by the File parameter is replaced by a compressed file with a .Z appended to
its name. The compressed file retains the same ownership, modes, and access and modification times of
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the original file. If no files are specified, the standard input is compressed to the standard output. If
compression does not reduce the size of a file, a message is written to standard error and the original file
is not replaced.

Use the uncompress command to restore compressed files to their original form.

The amount of compression depends on the size of the input, the number of bits per code specified by the
Bits variable, and the distribution of common substrings. Typically, source code or English text is reduced
by 50 to 60 percent. The compression of the compress command is generally more compact and takes
less time to compute than the compression achieved by the pack command, which uses adaptive Huffman
coding.

For example, to compress the foo file and write the percentage compression to standard error, type the
following:

compress -v foo

See the command in the AIX Version 6.1 Commands Reference, Volume 1 for the complete
syntax.

Compressing files using the pack command
Use the pack command to store the file or files specified by the File parameter in a compressed form
using Huffman coding.

The input file is replaced by a packed file with a name derived from the original file name (File.z), with the
same access modes, access and modification dates, and owner as the original file. The input file name
can contain no more than 253 bytes to allow space for the added .z suffix. If the pack command is
successful, the original file is removed.

Use the unpack command to restore packed files to their original form.

If the pack command cannot create a smaller file, it stops processing and reports that it is unable to save
space. (A failure to save space generally happens with small files or files with uniform character
distribution.) The amount of space saved depends on the size of the input file and the character frequency
distribution. Because a decoding tree forms the first part of each .z file, you do not save space with files
smaller than three blocks. Typically, text files are reduced 25 to 40 percent.

The exit value of the pack command is the number of files that it could not pack. Packing is not done
under any of the following conditions:

* The file is already packed.

* The input file name has more than 253 bytes.
* The file has links.

* The file is a directory.

* The file cannot be opened.

* No storage blocks are saved by packing.

» Afile named File.z already exists.

» The .z file cannot be created.

* An /O error occurred during processing.

For example, to compress the files chap1 and chap2, type the following:
pack chapl chap2

This compresses chap1 and chap2 and replaces them with files named chap1.z and chap2.z. The pack
command displays the percent decrease in size for each file.
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See the |pack| command in the AIX Version 6.1 Commands Reference, Volume 4 for the complete syntax.

Expanding compressed files (uncompress and unpack commands)
Use the uncompress and unpack commands to expand compressed files.

Expanding files using the uncompress command

Use the uncompress command to restore original files that were compressed by the compress
command. Each compressed file specified by the File variable is removed and replaced by an
expanded copy. The expanded file has the same name as the compressed version but without the
.Z extension. The expanded file retains the same ownership, modes, and access and modification
times as the original file. If no files are specified, standard input is expanded to standard output.

Although similar to the uncompress command, the zcat command always writes the expanded
output to standard output.

For example, to uncompress the foo file, type the following:

uncompress foo

See the command in AIX Version 6.1 Commands Reference, Volume 5 for the
complete syntax.

Expanding files using the unpack command

Use the unpack command to expand files created by the pack command. For each file specified,
the unpack command searches for a file called File.z. If this file is a packed file, the unpack
command replaces it with its expanded version. The unpack command renames the new file by
removing the .z suffix from File. The new file has the same access modes, access and
modification dates, and owner as the original packed file.

The unpack command operates only on files ending in .z. As a result, when you specify a file
name that does not end in .z, the unpack command adds the suffix and searches the directory for
a file name with that suffix.

The exit value is the number of files that the unpack command was unable to unpack. A file
cannot be unpacked if any of the following situations exists:

» The file name (exclusive of .z) has more than 253 bytes.

* The file cannot be opened.

* The file is not a packed file.

» Afile with the unpacked file name already exists.

» The unpacked file cannot be created.

Note: The unpack command writes a warning to standard error if the file it is unpacking has
links. The new unpacked file has a different i-node (index node) number than the packed
file from which it was created. However, any other files linked to the original i-node
number of the packed file still exist and are still packed.

For example, to unpack the packed files chap1.z and chap2.z, type the following:
unpack chapl.z chap2

This expands the packed files chap1.z and chap2.z, and replaces them with files named chap1
and chap2.

Note: You can provide the unpack command with file names with or without the .z suffix.

See the command in AIX Version 6.1 Commands Reference, Volume 5 for the complete
syntax.
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Restoring backed-up files

After the data has been correctly backed up, there are several different methods of restoring the data
based upon the type of backup command you used.

You need to know how your backup or archive was created to restore it correctly. Each backup procedure
gives information about restoring data. For example, if you use the backup command, you can specify a
backup either by file system or by name. That backup must be restored the way it was done, by file
system or by name. For information about the backup command, see

Several commands restore backed up data, such as:

restore Copies files created by the backup command. For more information about using this command, see
the section below.

rrestore Copies file systems backed up on a remote machine to the local machine. For more information, see

cpio Copies files into and out of archive storage. For more information, see.

tar Creates or manipulates tar archives. For more information, see

pax (POSIX-conformant archive utility) Reads and writes tar and cpio archives. For more information,
see

The following sections discuss the restore and smit commands.

Note:

* Files must be restored using the same method by which they were backed up. For example, if a
file system was backed up by name, it must be restored by name.

* When more than one diskette is required, the restore command reads the diskette that is
mounted, prompts you for a new one, and waits for your response. After inserting the new
diskette, press the Enter key to continue restoring files.

Restoring files using the restore command

Use the restore command to read files written by the backup command and restore them on your
local system.

See the following examples:

» To list the names of files previously backed up, type the following:

restore -T

Information is read from the /dev/rfd0 default backup device. If individual files are backed up,
only the file names are displayed. If an entire file system is backed up, the i-node number is
also shown.

» To restore files to the main file system, type the following:

restore -x -v

The -x flag extracts all the files from the backup media and restores them to their proper places
in the file system. The -v flag displays a progress report as each file is restored. If a file system
backup is being restored, the files are named with their i-node numbers. Otherwise, only the
names are displayed.

* To copy the /home/mike/manual/chap1 file, type the following:
restore -xv /home/mike/manual/chapl

This command extracts the /Thome/mike/manual/chap1 file from the backup medium and
restores it. The /home/mike/manual/chap1 file must be a name that the restore -T command
can display.

» To copy all the files in a directory named manual, type the following:
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restore -xdv manual

This command restores the manual directory and the files in it. If the directory does not exist, a
directory named manual is created in the current directory to hold the files being restored.

See the command in the AIX Version 6.1 Commands Reference, Volume 4 for the
complete syntax.

Restoring files using the smit command
Use the smit command to run the restore command, which reads files written by the backup
command and restores them on your local system.
1. At the prompt, type the following:
smit restore

2. Make your entry in the Target DIRECTORY field. This is the directory where you want the
restored files to reside.

3. Proceed to the BACKUP device or FILE field and enter the output device name, as in the
following example for a raw magnetic tape device:

/dev/rmt0
If the device is not available, a message similar to the following is displayed:
Cannot open /dev/rmtX, no such file or directory.

This message indicates that the system cannot reach the device driver because there is no file
for rmtX in the /dev directory. Only items in the available state are in the /dev directory.

4. For the NUMBER of blocks to read in a single input field, the default is recommended.
5. Press Enter to restore the specified file system or directory.

Creating a remote archive
Use this procedure to archive files to a remote tape device.

Running AIX systems cannot mount a remote tape device as if it were local to the system; however, data
can be sent to a remote machine tape device using the@ command. The following procedure writes to a
single tape only. Multiple-tape archives require specialized application software.

In the following procedure, assume the following:

blocksize
Represents the target tape device blocksize.

remotehost
Is the name of the target system (the system that has the tape drive).

sourcehost
Is the name of the source system (the system being archived).

/dev/rmt0
Is the name of the remote tape device

pathname
Represents the full pathname of a required directory or file.

When using the following instructions, assume that both the local and remote user is root.

1. Ensure you have access to the remote machine. The source machine must have access to the system
with the tape drive. (The target system can be accessed using any of the defined users on that
system, but the user name must have root authority to do many of the following steps.)
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2. Using your favorite editor, create a file in the / (root) directory of the target system called .rhosts that
allows the source system access to the target system. You need to add the authorized host name and
user ID to this file. To determine the name of the source machine for thefile, you can use the
following command:

host SourcelPaddress

For the purposes of this example, assume you add the following line to the .rhosts file:
sourcehost.mynet.com root
3. Save the file and then change its permissions using the following command:
chmod 600 .rhosts
4. Use the rsh command to test your access from the source machine. For example:
rsh remotehost

If everything is set up correctly, you should be granted shell access to the remote machine. You should
not see a login prompt asking for a user name. Type exit to log out of this test shell.

5. Decide on the appropriate tape device blocksize. The following are the recommended values:

9-track or 0.25-in. media blocksize: 512
8-mm or 4-mm media blocksize: 1024

If you are unsure and want to check the current block size of the tape device, use the @ command.
For example:

tctl -f /dev/rmtO status
If you want to change the tape blocksize, use thecommand. For example:
chdev -1 rmt0 -a block_size=1024

6. Create your archive using one of the following methods:

Backup by Name
To remotely create a backup archive by name, use the following command:

find pathname -print | backup -ivqf- | rsh remotehost \
"dd of=/dev/rmtO bs=blocksize conv=sync"

Backup by inode
To remotely create a backup archive by inode, first unmount your file system then use the
command. For example:

umount /myfs
backup -0 -uf- /myfs | rsh remotehost \
"dd of=/dev/rmtO bs=blocksize conv=sync"
Create and Copy an Archive to Remote Tape
To create and copy an archive to the remote tape device, use the following command:

find pathname -print | cpio -ovcB | rsh remotehost \
"dd ibs=5120 obs=blocksize of=/dev/rmt0"
Create a tar Archive
To remotely create a@archive, use the following command:
tar -cvdf- pathname | rsh remotehost \
"dd of=/dev/rmtO bs=blocksize conv=sync"
Create a Remote Dump
To remotely create a remote dump of the /myfs file system, use the following command:
rdump -u -0 -f remotehost:/dev/rmt0 /myfs

The -u flag tells the system to update the current backup level records in the [fetc/dumpdates|
file. The -0 is the setting of the Level flag. Backup level 0 specifies that all the files in the
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/myfs directory are to be backed up. For more information, see the command
description in AIX Version 6.1 Commands Reference, Volume 4.

7. Restore your remote archive using one of the following methods:

Restore a Backup by Name
To restore a remote backup archive by name, use the following command:

rsh remotehost "dd if=/dev/rmt0 bs=blocksize" | restore \
-xvqdf- pathname

Restore a Backup by inode
To restore a remote backup archive by inode, use the following command:

rsh remotehost "dd if=/dev/rmt® bs=blocksize" | restore \
-xvqf- pathname

Restore a Remote cpio Archive
To restore a remote archive created with the epio command, use the following command:
rsh remotehost "dd if=/dev/rmt® ibs=blocksize obs=5120" | \
cpio -icvdumB
Restore a tar Archive
To restore a remote tar archive, use the following command:

rsh remotehost "dd if=/dev/rmt0 bs=blocksize" | tar -xvpf- pathname

Restore a Remote Dump
To restore a remote dump of the /myfs file system, use the following command:

cd /myfs
rrestore -rvf remotehost:/dev/rmt0O

Restoring user files from a backup image

If you need to restore a backup image destroyed by accident, your most difficult problem is determining
which of the backup tapes contains this file. The restore -T command can be used to list the contents of
an archive. It is a good idea to restore the file in the /tmp directory so that you do not accidentally
overwrite the user’s other files.

Make sure the device is connected and available. To check availability, type:

[Isdev] -C | pg

If the backup strategy included incremental backups, then it is helpful to find out from the user when the
file was most recently modified. This helps to determine which incremental backup contains the file. If this
information cannot be obtained or is found to be incorrect, then start searching the incremental backups in
reverse order (7, 6, 5, ...). For incremental file system backups, the -i flag (interactive mode) of the
command is very useful in both locating and restoring the lost file. (Interactive mode is also useful for
restoring an individual user’s account from a backup of the /home file system.)

The procedures in the following table describe how to implement a level 0 (full) restoration of a directory or
file system.

Restoring from Backup Image Tasks

Task SMIT Fast Path Command or File
Restore Individual User Files smit restfile See [restore] command.
Restoring a User File System smit restfilesys mkfs /dev/hd1

1
2. mount /dev/hd1 ffilesys
3. cd ffilesys
4. [restore]-r

Restoring a User Volume Group smit restvg See [restvg|-q command.
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Restoring access to an unlinked or deleted system library
When the existing libc.a library is not available, most operating system commands are not recognized.

The most likely causes for this type of problem are the following:

* Thellink in /usr/lib[ no longer exists.

+ The fiile in /ust/ccs/libl has been deleted.

The following procedure describes how to restore access to the libc.a library. This procedure requires
system downtime. If possible, schedule your downtime when it least impacts your workload to protect
yourself from a possible loss of data or functionality.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

For more information
+ The |mount, [umount| and [reboot| commands description in AIX Version 6.1 Commands Reference.
 "Boot Problems” in|Problem Solving and Troubleshooting in AIX 5L, an IBM Redbooks publication

Restoring a deleted symbolic link

Use the following procedure to restore a symbolic link from the /ust/lib/libc.a library to the
lusr/ccs/lib/libc.a path.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

1. With root authority, set the LIBPATH environment variable to point to the /usr/ccs/lib directory by
typing the following commands:

# LIBPATH=/usr/ccs/1ib:/usr/1ib
# export LIBPATH

At this point, you should be able to execute system commands.

2. To restore the links from the /usr/lib/libc.a library and the /lib directory to the /usr/lib directory, type
the following commands:

In -s /usr/ccs/1ib/Tibc.a /usr/1ib/libc.a
In -s /usr/1ib /1ib

At this point, commands should run as before. If you still do not have access to a shell, skip the rest of
this procedure and continue with the next section, [‘Restoring a deleted system library file.’|

3. Type the following command to unset the LIBPATH environment variable.
unset LIBPATH

Restoring a deleted system library file

This procedure to restore a deleted system library file requires system downtime. The system is booted
and then the library is restored from a recent mksysb tape.

1. Before your reboot, ensure the PROMPT field in the bosinst.data file is set to yes.

2. Insert a recent mksysb tape into the tape drive. The mksysb must contain the same OS and
maintenance package or technology level as the installed system. If you restore a libc.a library from
a mksysb that conflicts with the level on the installed system, you will not be able to issue
commands.

3. Reboot the machine.
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10.
11.

12.
13.
14.
15.

16.

17.

18.

19.

20.

When the screen of icons appears, or when you hear a double beep, press the F1 key repeatedly
until the System Management Services menu is displayed.

Select Multiboot.
Select Install From.

Select the tape device that holds the mksysb and then select Install. It can take several minutes
before the next prompt appears.

Define your current system as the system console by pressing the F1 key and press Enter.
Select the number of your preferred language and press Enter.
Select Start Maintenance Mode for System Recovery by typing 3 and press Enter.

Select Access a Root Volume Group. A message displays explaining that you will not be able to
return to the Installation menus without rebooting if you change the root volume group at this point.

Type 0 and press Enter.

Type the number of the appropriate volume group from the list and press Enter.
Select Access this Volume Group by typing 2 and press Enter.

Mount the / (root) and /usr file systems by typing the following commands:

mount /dev/hd4 /mnt
mount /dev/hd2 /mnt/usr
cd /mnt

To restore the symbolic link for the libc.a library, if needed, type the following command:
In -s /usr/ccs/1ib/libc.a /mnt/usr/Tib/1ibc.a

After the command runs, do one of the following:
* If the command is successful, skip to step 20.
» If a message displays that the link already exists, continue with step 17.

Set the block size of the tape drive by issuing the following commands, where X is the number of the
appropriate tape drive.

tctl -f /dev/rmtX rewind

tctl -f /dev/rmtX.1 fsf 1

restbyname -xvqf /dev/rmtX.1 ./tapeblksz
cat tapeblksz

If the value from the cat tapeblksz command is not equal to 512, type the following commands,
replacing Y with the value from the cat tapeblksz command:

Tn -sf /mnt/usr/Tib/methods /etc/methods
/etc/methods/chgdevn -1 rmtX -a block_size=Y

You should receive a message that rmtX has been changed.

Ensure the tape is at the correct location for restoring the library by typing the following commands
(where Xis the number of the appropriate tape drive):

tctl -f /dev/rmtX rewind
tctl -f /dev/rmtX.1 fsf 3

Restore the missing library using one of the following commands (where X is the number of the
appropriate tape drive):
» To restore the libec.a library only, type the following command:
restbyname -xvqf /dev/rmtX.1 ./usr/ccs/1ib/Tibc.a
« To restore the /usr/ccs/lib directory, type the following command:
restbyname -xvqf /dev/rmtX.1 ./usr/ccs/1ib
» To restore the /usr/ccs/bin directory, type the following command:
restbyname -xvqf /dev/rmtX.1 ./usr/ccs/bin
Flush the data to disk by typing the following commands:
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cd /mnt/usr/shin
./sync;./sync;./sync

21. Unmount the /usr and / (root) file systems by typing the following commands:

cd /
umount /dev/hd2
umount /dev/hd4

If either umount command fails, cycle power on this machine and begin this procedure again.
22. Reboot the system by typing the following command:
reboot

After the system is rebooted, operating system commands should be available.

Archiving files (tar command)

The archive backup method is used for a copy of one or more files, or an entire database that is saved for
future reference, historical purposes, or for recovery if the original data is damaged or lost.

Usually, an archive is used when that specific data is removed from the system.

Use the tar command to write files to or retrieve files from an archive storage. The tar command looks for
archives on the default device (usually tape), unless you specify another device.

When writing to an archive, the tar command uses a temporary file (the /tmp/tar* file) and maintains in
memory a table of files with several links. You receive an error message if the tar command cannot create
the temporary file or if there is not enough memory available to hold the link tables.

See the following examples:
» To write the file1 and file2 files to a new archive on the default tape drive, type the following:
tar -c filel file2

* To extract all files in the /tmp directory from the archive file on the /dev/rmt2 tape device and use the
time of extraction as the modification time, type the following:

tar -xm -f/dev/rmt2 /tmp

« To display the names of the files in the out.tar disk archive file from the current directory, type the
following:

tar -vtf out.tar

See the @ command in the AIX Version 6.1 Commands Reference, Volume 5 for more information and
the complete syntax.

Command summary for backup files and storage media
Commands are available for backing up files and storing data.

backu Backs up files and file systems

compress Compresses and expands data

Copies files into and out of archive storage and directories

Formats diskettes

Copies to and from diskettes

Formats diskettes

Checks file system consistency and interactively repairs the file system
Compresses files

Copies previously backed-up file systems or files, which were created by the backup command
from a local device

Checks consistency of the streaming tape device
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Manipulates archives

Copies a magnetic tape
Compresses and expands data
Expands files

Recreating a corrupted boot image
The following procedure describes how to identify a corrupted boot image and re-create it.

If your machine is currently running and you know the boot image has been corrupted or deleted, recreate
the boot image by running the bosboot command with root authority.

Attention: Never reboot the system when you suspect the boot image is corrupted.
The following procedure assumes your system is not rebooting correctly because of a corrupted boot

image. If possible, protect your system from a possible loss of data or functionality by scheduling your
downtime when it least impacts your workload.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

Insert the product media into the appropriate drive.

Power on the machine following the instructions provided with your system.
From the System Management Services menu, select Multiboot.

From the next screen, select Install From.

Select the device that holds the product media and then select Install.
Select the AlIX version icon.

Follow the online instructions until you can select which mode you use for installation. At that point,
select Start Maintenance Mode for System Recovery.

Select Access a Root Volume Group.

Follow the online instructions until you can select Access this Volume Group and start a shell.
10. Use thecommand to re-create the boot image. For example:

bosbhoot -a -d /dev/hdisk0

No ook owbd =

© ©

If the command fails and you receive the following message:
0301-165 bosboot: WARNING! bosboot failed - do not attempt to boot device.

Try to resolve the problem using one of the following options, and then run the bosboot command
again until you have successfully created a boot image:

* Delete the default boot logical volume (hd5) and then create a new hd5.
Or
* Run diagnostics on the hard disk. Repair or replace, as necessary.

If the bosboot command continues to fail, contact your customer support representative.

Attention: If the bosboot command fails while creating a boot image, do not reboot your machine.
11. When the bosboot command is successful, use thecommand to reboot your system.

For more information

* [System startup

« The command description in AIX Version 6.1 Commands Reference, Volume 1
+ "Boot Problems” in|Problem Solving and Troubleshooting in AIX 5L, an IBM Redbooks publication
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Making an online backup of a JFS

Making an online backup of a mounted journaled file system (JFS) or enhanced journaled file system
(JFS2) creates a static image of the logical volume that contains the file system.

To make an online backup of a mounted JFS, the logical volume that the file system resides on and the
logical volume that its log resides on must be mirrored.

Note: Because the file writes are asynchronous, the split-off copy might not contain all data that was
written immediately before the split. Any modifications that begin after the split begins might not be
present in the backup copy. Therefore, it is recommended that file system activity be minimal while
the split is taking place.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AIX.

To split off a mirrored copy of the /home/xyz file system to a new mount point named /jfsstaticcopy, type
the following:

chfs -a splitcopy=/jfsstaticcopy /home/xyz

You can control which mirrored copy is used as the backup by using the copy attribute. The second
mirrored copy is the default if a copy is not specified by the user. For example:

chfs -a splitcopy=/jfsstaticcopy -a copy=1 /home/xyz

At this point, a read-only copy of the file system is available in /jfsstaticcopy. Any changes made to the
original file system after the copy is split off are not reflected in the backup copy.

To reintegrate the JFS split image as a mirrored copy at the /testcopy mount point, use the following
command:

rmfs /testcopy

The@command removes the file system copy from its split-off state and allows it to be reintegrated as
a mirrored copy.

Making and backing up an external snapshot of a JFS2

You can make a snapshot of a mounted JFS2 that establishes a consistent block-level image of the file
system at a point in time.

The snapshot image remains stable even as the file system that was used to create the snapshot, called
the snappedFS, continues to change. The snapshot retains the same security permissions as the
snappedFS had when the snapshot was made.

In the following scenario, you use the backsnap command to create an external snapshot and back up
the snapshot to removable media without unmounting or quiescing the file system. You can also use the
snapshot for other purposes, such as accessing the files or directories as they existed when the snapshot
was taken. You can do the various snapshot procedures using Web-based System Manager, SMIT, or the
[backsnap| and [snapshot| commands.

To create an external snapshot of the /home/abc/test file system and back it up, by name, to the
/dev/rmt0 tape device, run the following command:

backsnap -m /tmp/snapshot -s size=16M -if/dev/rmt0 /home/abc/test

The previous command creates a logical volume of 16 MB for the snapshot of the /home/abc/test JFS2
file system. The snapshot is mounted on the /tmp/snapshot directory and then a backup of the snapshot,
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by name, is made to the tape device. After the backup is complete, the snapshot is unmounted but
remains available. Use the -R flag with the backsnap command if you want the snapshot removed when
the backup is completed.

For more information
+ The |backsnap| [chfs] rmfs| and |[snapshot commands
+ |AIX Logical Volume Manager from A to Z: Introduction and Concepts}, an IBM Redbooks publication

« |AIX Logical Volume Manager from A to Z: Troubleshooting and Commands], an IBM Redbooks
publication

Making and backing up an internal snapshot of a JFS2

You can make a snapshot of a mounted JFS2 that establishes a consistent block-level image of the file
system at a point in time.

The snapshot image remains stable even as the file system that was used to create the snapshot, called
the snappedFS, continues to change. The snapshot retains the same security permissions as the
snappedFS had when the snapshot was made.

In the following scenario, you use the backsnhap command to create an internal snapshot and back up the
shapshot to removable media without unmounting or quiescing the file system. You can also use the
snapshot for other purposes, such as accessing the files or directories as they existed when the snapshot
was taken. You can do the various snapshot procedures using Web-based System Manager, SMIT, or the
[backsnap| and [snapshot| commands.

To create an internal snapshot of the /home/abc/test file system and back it up, by name, to the
/dev/rmt0 tape device , run the following command:

backsnap -n mysnapshot -if/dev/rmt0 /home/abc/test

The previous command creates an internal snapshot, named mysnapshot, of the /home/abc/test file
system. The snapshot is accessed from the /home/abc/test/.snapshot/mysnapshot directory and then a
backup is made to the tape device. Use the -R flag with the backsnap command if you want the snapshot
removed after the backup is completed.

For more information
* The |backsnap| [chfs] rmfs| and |[snapshot commands
+ |AIX Logical Volume Manager from A to Z: Introduction and Concepts}, an IBM Redbooks publication

« [AIX Logical Volume Manager from A to Z: Troubleshooting and Commands| an IBM Redbooks
publication

System environment

The system environment is primarily the set of variables that define or control certain aspects of process
execution.

They are set or reset each time a shell is started. From the system-management point of view, it is

important to ensure the user is set up with the correct values at log in. Most of these variables are set
during system initialization. Their definitions are read from the /etc/profile file or set by default.

Profiles
The shell uses two types of profile files when you log in to the operating system.
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The shell evaluates the commands contained in the files and then runs the commands to set up your
system environment. The files have similar functions except that the /etc/profile file controls profile
variables for all users on a system whereas the .profile file allows you to customize your own
environment.

The following profile and system environment information is provided:

letc/profile file
.profile file

[System environment variable setup)

[Changing the Message of the Day|

[‘Time data manipulation services.”|

letc/profile file

The first file that the operating system uses at login time is the /etc/profile file. This file controls
system-wide default variables such as:

» Export variables

* File creation mask (umask)

* Terminal types

* Mail messages to indicate when new mail has arrived.

The system administrator configures thefile for all users on the system. Only the system
administrator can change this file.

.profile File

The second file that the operating system uses at login time is the .profile file. The .profile file is
present in your home ($SHOME) directory and enables you to customize your individual working
environment. The .profile file also overrides commands and variables set in the /etc/profile file.
Because the .profile file is hidden, use the[sl-a command to list it. Use the .profile file to control
the following defaults:

» Shells to open

* Prompt appearance

* Environment variables (for example, search path variables)
* Keyboard sound

The following example shows a typical .profile file:

PATH=/usr/bin:/etc:/home/binl:/usr/1pp/tps4.0/user:/home/gsc/bin::
epath=/home/gsc/e3:

export PATH epath

csh

This example has defined two paths (PATH and epath), exported them, and opened a C shell
(csh).

You can also use the .profile file (or if it is not present, the .profile file) to determine login shell
variables. You can also customize other shell environments. For example, use the .chsrc and
.kshrc files to tailor a C shell and a Korn shell, respectively, when each type shell is started.

Time data manipulation services
The time functions access and reformat the current system date and time.

You do not need to specify any special flag to the compiler to use the time functions. Include the header
file for these functions in the program. To include a header file, use the following statement:

#include <time.h>
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The time services are the following:

Corrects the time to allow synchronization of the system
clock.
ctime, localtime, gmtime, mktime, difftime, asctime,| Converts date and time to string representation.
tzset|
etinterval, incinterval, absinterval, resinc, resabs,l Manipulates the expiration time of interval timers.
Iglarm, ualarm, getitimer, setitimer|

Lqettimer, settimer, restimer, stime, time| Gets or sets the current value for the specified systemwide
timer.
ettimerid Allocates a per-process interval timer.
ettimeofday, settimeofday, ftime| Gets and sets date and time.
nsleep, usleep, sleep| Suspends a current process from running.
reltimerid| Releases a previously allocated interval timer.

Dynamic Processor Deallocation
AIX can detect and automatically stop using a faulty processor.

Starting with machine type 7044 model 270, the hardware of all systems with two or more processors is
able to detect correctable errors, which are gathered by the firmware. These errors are not fatal and, as
long as they remain rare occurrences, can be safely ignored. However, when a pattern of failures seems
to be developing on a specific processor, this pattern might indicate that this component is likely to exhibit
a fatal failure in the near future. This prediction is made by the firmware based on the failure rates and
threshold analysis.

On these systems, AlX implements continuous hardware surveillance and regularly polls the firmware for
hardware errors. When the number of processor errors hits a threshold and the firmware recognizes that
there is a distinct probability that this system component will fail, the firmware returns an error report. In all
cases, the error is logged in the system error log. In addition, on multiprocessor systems, depending on
the type of failure, AIX attempts to stop using the untrustworthy processor and deallocate it. This feature is
called Dynamic Processor Deallocation.

At this point, the processor is also flagged by the firmware for persistent deallocation for subsequent
reboots, until maintenance personnel replaces the processor.

Processor deallocation impacts to applications

Processor deallocation is transparent for the vast majority of applications, including drivers and kernel
extensions. However, you can use the published interfaces to determine whether an application or kernel
extension is running on a multiprocessor machine, find out how many processors there are, and bind
threads to specific processors.

The bindprocessor interface for binding processes or threads to processors uses bind CPU numbers. The
bind CPU numbers are in the range [0..N-1] where N is the total number of CPUs. To avoid breaking
applications or kernel extensions that assume no "holes” in the CPU numbering, AIX always makes it
appear for applications as if it is the "last” (highest numbered) bind CPU to be deallocated. For instance,
on an 8-way SMP, the bind CPU numbers are [0..7]. If one processor is deallocated, the total number of
available CPUs becomes 7, and they are numbered [0..6]. Externally, it looks like CPU 7 has disappeared,
regardless of which physical processor failed.

Note: In the rest of this description, the term CPU is used for the logical entity and the term processor for
the physical entity.

Potentially, applications or kernel extensions that are binding processes or threads could be broken if AIX

silently terminated their bound threads or forcefully moved them to another CPU when one of the
processors needs to be deallocated. Dynamic Processor Deallocation provides programming interfaces so
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that such applications and kernel extensions can be notified that a processor deallocation is about to
happen. When these applications and kernel extensions receive notification, they are responsible for
moving their bound threads and associated resources (such as timer request blocks) away from the last
bind CPU ID and for adapting themselves to the new CPU configuration.

After notification, if some threads remain bound to the last bind CPU ID, the deallocation is aborted, the
aborted deallocation is logged in the error log, and AIX continues using the ailing processor. When the
processor ultimately fails, it causes a total system failure. Therefore, it is important that applications or
kernel extensions receive notification of an impending processor deallocation and act on this notice.

Even in the rare cases that the deallocation cannot go through, Dynamic Processor Deallocation still gives
advanced warning to system administrators. By recording the error in the error log, it gives them a chance
to schedule a maintenance operation on the system to replace the ailing component before a global
system failure occurs.

Processor deallocation process
AlX can stop a failing processor by deallocating it.

The typical flow of events for processor deallocation is as follows:
1. The firmware detects that a recoverable error threshold has been reached by one of the processors.

2. The firmware error report is logged in the system error log, and, when AIX is executing on a machine
that supports processor deallocation, AlX starts the deallocation process.

3. AIX notifies non-kernel processes and threads bound to the last bind CPU.

4. AIX waits up to ten minutes for all the bound threads to move away from the last bind CPU. If threads
remain bound, AIX aborts the deallocation.

5. |If all processes or threads are unbound from the ailing processor, the previously registered High
Availability Event Handlers (HAEHSs) are invoked. An HAEH might return an error that aborts the
deallocation.

6. Unless aborted, the deallocation process ultimately stops the failing processor.

If there is a failure at any point of the deallocation, the failure and its cause are logged. The system
administrator can look at the error log, take corrective action (when possible) and restart the deallocation.
For instance, if the deallocation was aborted because an application did not unbind its bound threads, the
system administrator can stop the application, restart the deallocation, and then restart the application.

Enabling Dynamic Processor Deallocation
If your machine supports Dynamic Processor Deallocation, you can use SMIT or system commands to turn
the feature on or off.

Beginning with AIX 5.2, Dynamic Processor Deallocation is enabled by default during installation, provided
the machine has the correct hardware and firmware to support it. In previous versions of AlX, the feature
is disabled by default, and if you try to enable it, a message alerts you when your machine cannot support
this feature.

For additional information, see [‘Dynamic Processor Deallocation” on page 169

SMIT fastpath procedure

1. With root authority, type smit system at the system prompt, then press Enter.

2. In the Systems Environment window, select Change / Show Characteristics of Operating System.
3. Use the SMIT dialogs to complete the task.

To obtain additional information for completing the task, you can select the F1 Help key in the SMIT
dialogs.
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Commands procedure

With root authority, you can use the following commands to work with the Dynamic Processor
Deallocation:

» Use the chdev command to change the characteristics of the device specified. For information about
using this command, see in the AIX Version 6.1 Commands Reference, Volume 1.

 If the processor deallocation fails for any reason, you can use the ha_star command to restart it after it
has been fixed. For information about using this command, see in the AIX Version 6.1
Commands Reference, Volume 2.

* Use the errpt command to generate a report of logged errors. For information about using this
command, see in the AIX Version 6.1 Commands Reference, Volume 2.

Methods of turning processor deallocation on and off
Dynamic Processor Deallocation can be enabled or disabled by changing the value of the cpuguard
attribute of the ODM object sys0.

The possible values for the attribute are enable and disable.

Beginning with AIX 5.2, the default is enabled (the attribute cpuguard has a value of enable). System
administrators who want to disable this feature must use either the Web-based System Manager system
menus, the SMIT System Environments menu, or the [chdev] command. (In previous AIX versions, the
default was disabled.)

Note: If processor deallocation is turned off (disabled), the errors are still logged. The error log will contain
an error such as CPU_FAILURE_PREDICTED, indicating that AIX was notified of a problem with a CPU.

Restarting an aborted processor deallocation
Sometimes the processor deallocation fails because an application did not move its bound threads away
from the last logical CPU.

Once this problem has been fixed, either by unbinding (when it is safe to do so) or by stopping the
application, the system administrator can restart the processor deallocation process using the‘ha_staﬂ
command.

The syntax for this command is:
ha_star -C

where -C is for a CPU predictive failure event.

Processor state considerations
There are several things you should consider about processor states.

Physical processors are represented in the ODM database by objects named procn where n is a decimal
number that represents the physical processor number. Like any other device represented in the ODM
database, processor objects have a state, such as Defined/Available, and attributes.

The state of a proc object is always Available as long as the corresponding processor is present,
regardless of whether it is usable. The state attribute of a proc object indicates if the processor is used
and, if not, the reason. This attribute can have three values:

enable The processor is used.
disable The processor has been dynamically deallocated.
faulty The processor was declared defective by the firmware at startup time.
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If an ailing processor is successfully deallocated, its state goes from enable to disable. Independently of
AlX, this processor is also flagged in the firmware as defective. Upon reboot, the deallocated processor
will not be available and will have its state set to faulty. The ODM proc object, however, is still marked
Available. You must physically remove the defective CPU from the system board or remove the CPU
board (if possible) for the proc object to change to Defined.

In the following example, processor proc4 is working correctly and is being used by the operating system,
as shown in the following output:

# lsattr -EH -1 procd
attribute value description user_settable

state enable Processor state False
type PowerPC_RS64-III Processor type False
#

When processor proc4 gets a predictive failure, it gets deallocated by the operating system, as shown in
the following:

# lsattr -EH -1 proc4
attribute value description user_settable

state disable Processor state False
type PowerPC_RS64-III Processor type False
#

At the next system restart, processor proc4 is reported by firmware as defective, as shown in the
following:

# lsattr -EH -1 proc4
attribute value description user_settable

state faulty Processor state False
type PowerPC_RS64-III Processor type False
#

But the status of processor proc4 remains Available, as shown in the following:

# 1sdev -CH -1 proc4d
name status Tlocation description

procd Available 00-04 Processor
#

Deallocation error log entries
Three different error log messages are associated with CPU deallocation.
The following are examples.

errpt short format - summary
The following is an example of entries displayed by the command (without options):

# errpt

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

804E987A 1008161399 I 0 procd CPU DEALLOCATED

8470267F 1008161299 T S procé CPU DEALLOCATION ABORTED
1B963892 1008160299 p H procd CPU FAILURE PREDICTED

#

» If processor deallocation is enabled, a CPU FAILURE PREDICTED message is always followed by
either a CPU DEALLOCATED message or a CPU DEALLOCATION ABORTED message.

» If processor deallocation is not enabled, only the CPU FAILURE PREDICTED message is logged.
Enabling processor deallocation any time after one or more CPU FAILURE PREDICTED messages
have been logged initiates the deallocation process and results in a success or failure error log
entry, as described above, for each processor reported failing.
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errpt long format - detailed description
The following is the form of output obtained with errpt -a:

e CPU_FAIL_PREDICTED
Error description: Predictive Processor Failure

This error indicates that the hardware detected that a processor has a high probability to fail in
a near future. It is always logged whether or not processor deallocation is enabled.

DETAIL DATA: Physical processor number, location
Example error log entry - long form
LABEL:

IDENTIFIER:

Date/Time:
Sequence Number: 53

Machine Id:

Node
Class
Type:

Resource Class:

Id:

H

CPU_FAIL_PREDICTED
1655419A

Thu Sep 30 13:42:11

auntbea

PEND
Resource Name:

Resource Type:
00-25

Locat

ion:

Description
CPU FAILURE PREDICTED

Probable Causes

CPU FAILURE

Failure Causes
CPU FAILURE

Recommended Actions

00002FOE4C0O0

proc25
processor

proc_rspc

ENSURE CPU GARD MODE IS ENABLED
RUN SYSTEM DIAGNOSTICS.

Detail Data
PROBLEM DATA

0144
0000
0000
2E31
0002
0000
0000
0000

1000
0000
0000
2D50
0000
0000
0000
0000

0000
0000
0000
312D
0000
0000
0000
0000

003A
0000
0000
4332
0000
0000
0000
0000

8E00
0000
0000
0000
0000
0000
0000
0000

» CPU_DEALLOC_SUCCESS
Error Description: A processor has been successfully deallocated after detection of a
predictive processor failure. This message is logged when processor deallocation is enabled,
and when the CPU has been successfully deallocated.

DETAIL DATA: Logical CPU number of deallocated processor.
Example: error log entry - long form:

LABEL:

IDENTIFIER:

9100 1842 1100 1999 0930 4019
0000 0000 0000 4942 4DOO 5531
0000 0000 0000 0000 0000 00O

0000 0000 0000 0000 0000 000

CPU_DEALLOC_SUCCESS

Date/Time:
Sequence Number: 63

Machine Id:

Node

Id:

Class:

Type:

0

804E987A

Thu Sep 30 13:44:13

auntbea

INFO

00002FOE4C0O0
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200 (0xC8)

Resource Name: proc24

Description
CPU DEALLOCATED

Recommended Actions
MAINTENANCE IS REQUIRED BECAUSE OF CPU FAILURE

Detail Data
LOGICAL DEALLOCATED CPU NUMBER

0

In this example, proc24 was successfully deallocated and was logical CPU 0 when the failure
occurred.

CPU_DEALLOC_FAIL

Error Description: A processor deallocation, due to a predictive processor failure, was not
successful. This message is logged when CPU deallocation is enabled, and when the CPU has
not been successfully deallocated.

DETAIL DATA: Reason code, logical CPU number, additional information depending of the type
of failure.

The reason code is a numeric hexadecimal value. The possible reason codes are:

One or more processes/threads remain bound to the last logical CPU. In this case, the detailed
data give the PIDs of the offending processes.

A registered driver or kernel extension returned an error when notified. In this case, the detailed
data field contains the name of the offending driver or kernel extension (ASCIl encoded).
Deallocating a processor causes the machine to have less than two available CPUs. This
operating system does not deallocate more than N-2 processors on an N-way machine to avoid
confusing applications or kernel extensions using the total number of available processors to
determine whether they are running on a Uni Processor (UP) system where it is safe to skip the
use of multiprocessor locks, or a Symmetric Multi Processor (SMP).

Processor deallocation is disabled (the ODM attribute cpuguard has a value of disable). You
normally do not see this error unless you start manually.

Examples: error log entries - long format
Example 1:

LABEL:

CPU_DEALLOC_ABORTED

IDENTIFIER: 8470267F
Date/Time: Thu Sep 30 13:41:10
Sequence Number: 50

Machine Id: 00002FOE4CO0

Node Id: auntbea

Class:
Type:

S
TEMP

Resource Name: proc26

Description
CPU DEALLOCATION ABORTED

Probable Causes
SOFTWARE PROGRAM

Failure Causes
SOFTWARE PROGRAM

Recommended Actions

MAINTENANCE IS REQUIRED BECAUSE OF CPU FAILURE
SEE USER DOCUMENTATION FOR CPU GARD
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Detail Data

DEALLOCATION ABORTED CAUSE
0000 0003

DEALLOCATION ABORTED DATA
6676 6861 6568 3200

In this example, the deallocation for proc26 failed. The reason code 3 means that a kernel
extension returned an error to the kernel notification routine. The DEALLOCATION ABORTED DATA
above spells fvhaeh2, which is the name the extension used when registering with the kernel.

Example 2:

LABEL: CPU_DEALLOC_ABORTED
IDENTIFIER: 8470267F
Date/Time: Thu Sep 30 14:00:22
Sequence Number: 71

Machine Id: 00002FOE4CO0

Node Id: auntbea

Class: S

Type: TEMP

Resource Name: procl9

Description
CPU DEALLOCATION ABORTED

Probable Causes
SOFTWARE PROGRAM

Failure Causes
SOFTWARE PROGRAM

Recommended Actions
MAINTENANCE IS REQUIRED BECAUSE OF CPU FAILURE;
SEE USER DOCUMENTATION FOR CPU GARD

Detail Data

DEALLOCATION ABORTED CAUSE
0000 0002

DEALLOCATION ABORTED DATA
0000 0000 0000 4F4A

In this example, the deallocation for proc19 failed. The reason code 2 indicates thread(s) were
bound to the last logical processor and did not unbind after receiving the SIGCPUFAIL signal. The
DEALLOCATION ABORTED DATA shows that these threads belonged to process 0x4F4A.

Options of the @ command (-o THREAD, -o BND) allow you to list all threads or processes along
with the number of the CPU they are bound to, when applicable.

Example 3:

LABEL:  CPU_DEALLOC_ABORTED
IDENTIFIER: 8470267F

Date/Time: Thu Sep 30 14:37:34
Sequence Number: 106

Machine Id: 00002FOE4C00

Node Id: auntbea

Class: S

Type:  TEMP

Resource Name: proc2

Description
CPU DEALLOCATION ABORTED

Probable Causes
SOFTWARE PROGRAM

Failure Causes
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SOFTWARE PROGRAM

Recommended Actions
MAINTENANCE IS REQUIRED BECAUSE OF CPU FAILURE
SEE USER DOCUMENTATION FOR CPU GARD

Detail Data

DEALLOCATION ABORTED CAUSE
0000 0004

DEALLOCATION ABORTED DATA
0000 0000 0000 0000

In this example, the deallocation of proc2 failed because there were two or fewer active
processors at the time of failure (reason code 4).

Filesets and hardware needed for 64-bit mode

The kernel runs in 64-bit mode, allowing fast access to large amounts of data and efficient handling of
64-bit data types.

Beginning with AIX 6.1, the 32-bit kernel has been deprecated. Installing the AlIX 6.1 base operating
system enables the 64-bit mode.

Note: Hardware must be 64-bit capable to run AIX 6.1. The following RS/6000® models use 604e
processors and are not 64-bit capable:

e 7025 F50 Series
e 7026 H50 Series
e 9076 H50 Series
e 7043 150 Series
e 7046 B50 Series

To verify the capability of your processor, run the following command:

/usr/sbin/prtconf -c

The prtconf command returns either 32 or 64, depending on the capability of your processor. If your
system does not have the prtconf command, you can use the bootinfo command with the -y flag.

The syscalls64 extension must be loaded in order to run a 64-bit executable file. This is done from the
Toad64bit entry in the inittab file. You must load the syscalls64 extension even when running a 64-bit
kernel on 64-bit hardware.

Hardware required for 64-bit mode
You must have 64-bit hardware to run 64-bit applications.

To determine whether your system has 32-bit or 64-bit hardware architecture:
1. Log in as a root user.
2. At the command line, enter bootinfo -y.

This produces the output of either 32 or 64, depending on whether the hardware architecture is 32-bit or
64-bit. In addition, if you enter 1sattr -E1 proc0 at any version of AlX, the type of processor for your
server displays.

Commands to change from 64-bit to 32-bit

To change the kernel back to 32-bit from 64-bit, enter the following commands.
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Tn -sf /usr/Tib/boot/unix_mp /unix

In -sf /usr/1ib/boot/unix_mp /usr/1ib/boot/unix
1slv -m hdb

bosboot -ad /dev/ipldevice

shutdown -Fr

32-bit and 64-bit performance comparisons

In most cases, running 32-bit applications on 64-bit hardware is not a problem, because 64-bit hardware
can run both 64-bit and 32-bit software. However, 32-bit hardware cannot run 64-bit software.

To find out if any performance issues exist for applications that are running on the system, refer to those
application’s user guides for their recommended running environment.

Changing the default browser
You can change the default browser.

The information in this how-to scenario was tested using specific versions of AIX. The results you obtain might vary
significantly depending on your version and level of AlX.

This procedure changes the default browser that is used by applications that use the defaultbrowser
command to open a browser window. The default browser is the browser that is launched when users use
the infocenter command. This scenario describes how to use SMIT to change the default browser. You
can also use Web-based System Manager to change the default browser.
1. Change to root user.
2. On a command line, type:
smit change_documentation_services
3. In the DEFAULT_BROWSER field, type the command that launches your new web browser. Include
any flags that are required when a URL is included in the command.

anybrowser -u http://www.ibm.com

To open your anybrowser with the www.ibm.com web address open inside, you would type anybrowser
-u in the field. Many browsers (for example, the Mozilla Web browser) do not require a flag. The
browser change takes effect the next time that you log in to the computer.

System environment variable setup

The system environment is primarily the set of variables that define or control certain aspects of process
execution.

They are set or reset each time a shell is started. From the system-management point of view, it is
important to ensure the user is set up with the correct values at login. Most of these variables are set
during system initialization. Their definitions are read from the /etc/profile file or set by default.

Testing the system battery

If your system is losing track of time, the cause might be a depleted or disconnected battery.

1. To determine the status of your system battery, type the foIIowing command:
diag -B -c

2. When the Diagnostics main menu appears, select the Problem Determination option. If the battery is
disconnected or depleted, a problem menu will be displayed with a service request number (SRN).
Record the SRN on ltem 4 of the Problem Summary Form and report the problem to your hardware
service organization.
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If your system battery is operational, your system time might have been reset incorrectly because either
the |date] or [setclock| command was run incorrectly or unsuccessfully. Refer to[‘System clock setup’| to
correct the problem.

System clock setup
The system clock records the time of system events, allows you to schedule system events (such as
running hardware diagnostics at 3:00 a.m.), and tells when you first created or last saved files.

Use the date command to set your system clock. Use the setclock command to set the time and date by
contacting a time server.

date command:
The date command displays or sets the date and time.

Enter the following command to determine what your system recognizes as the current date and time:
/usr/bin/date

Attention: Do not change the date when the system is running with more than one user.

The following formats can be used when setting the date with the Date parameter:
*  mmddHHMMYYyy] (default)
. mmddHHMMyy]

The variables to the Date parameter are defined as follows:

mm Specifies the number of the month.

dd Specifies the number of the day in the month.

HH Specifies the hour in the day (using a 24-hour clock).
MM Specifies the minute number.

YY Specifies the first two digits of a four-digit year.

yy Specifies the last two numbers of the year.

With root authority, you can use the date command to set the current date and time. For example:
date 021714252002

Sets the date to Feb. 17, 2002, and time to 14:25. For more information about the command, see its
description in AIX Version 6.1 Commands Reference, Volume 2.

setclock command:

The setclock command displays or sets the time and date by requesting the current time from a time
server on a network.

To display your system’s date and time, enter:

/usr/sbin/setclock

The setclock command takes the first response from the time server, converts the calendar clock reading
found there, and shows the local date and time. If no time server responds, or if the network is not

operational, the setclock command displays a message to that effect and leaves the date and time
settings unchanged.

Note: Any host running thedaemon can act as a time server.
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With root authority, you can use the setclock command to send an Internet TIME service request to a
time server host and sets the local date and time accordingly. For example:

setclock TimeHost

Where TimeHost is the host name or IP address of the time server.

See for more information.

Olson time zone support and setup
Beginning with AIX 6.1, support for time zone values consistent with the Olson database are provided.

The POSIX time zone specification supported in previous AlX releases, does not adequately handle
changes to time zone rules such as daylight saving time. The Olson database maintains a historical record
of time zone rules, so that if the rules change in a specific location, AIX interprets dates and time correctly
both in the present and in the past.

Time zone definitions conforming to the POSIX specification are still supported and recognized by AIX. AIX
checks the TZ environment variable to determine if the environment variable matches an Olson time zone
value. If the TZ environment variable does not match an Olson time zone value, AlX then follows the
POSIX specification rules.

To set the time zone using Olson defined values, use the following SMIT path: System Environments -~
Change / Show Date, Time and Time Zone.

Message of the day setup
The message of the day is displayed every time a user logs in to the system.

It is a convenient way to communicate information to all users, such as installed software version numbers
or current system news. To change the message of the day, use your favorite editor to edit the /etc/motd
file.

Dynamic Processor Deallocation
AIX can detect and automatically stop using a faulty processor.

Starting with machine type 7044 model 270, the hardware of all systems with two or more processors is
able to detect correctable errors, which are gathered by the firmware. These errors are not fatal and, as
long as they remain rare occurrences, can be safely ignored. However, when a pattern of failures seems
to be developing on a specific processor, this pattern might indicate that this component is likely to exhibit
a fatal failure in the near future. This prediction is made by the firmware based on the failure rates and
threshold analysis.

On these systems, AIX implements continuous hardware surveillance and regularly polls the firmware for
hardware errors. When the number of processor errors hits a threshold and the firmware recognizes that
there is a distinct probability that this system component will fail, the firmware returns an error report. In all
cases, the error is logged in the system error log. In addition, on multiprocessor systems, depending on
the type of failure, AIX attempts to stop using the untrustworthy processor and deallocate it. This feature is
called Dynamic Processor Deallocation.

At this point, the processor is also flagged by the firmware for persistent deallocation for subsequent
reboots, until maintenance personnel replaces the processor.
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Process management

The process is the entity that the operating system uses to control the use of system resources. Threads
can control processor-time consumption, but most system management tools still require you to refer to
the process in which a thread is running, rather than to the thread itself.

Tools are available to:

* Observe the creation, cancellation, identity, and resource consumption of processes
— The @ command is used to report process IDs, users, CPU-time consumption, and other attributes.
- The-u command reports the shell process ID of logged-on users.

— The [svmon]command is used to report process real-memory consumption. (See Performance
Toolbox Version 2 and 3 for AIX: Guide and Reference for information on the svmon command.)

— The acct command mechanism writes records at process termination summarizing the process’s
resource use. (See how to set up an accounting system in[‘System accounting” on page 232

» Control the priority level at which a process contends for the CPU.
- Thecommand causes a command to be run with a specified process priority.
- The command changes the priority of a given process.

» Terminate processes that are out of control.
- Thecommand sends a termination signal to one or more processes.

Process monitoring
You, as the system administrator, can manage processes.

The ps command is the primary tool for observing the processes in the system. Most of the flags of the ps
command fall into one of two categories:

* Flags that specify which types of processes to include in the output
» Flags that specify which attributes of those processes are to be displayed

The most widely useful variants of ps for system-management purposes are:

ps -ef Lists all nonkernel processes, with the userid, process ID, recent CPU usage, total CPU
usage, and the command that started the process (including its parameters).
ps -fu UserlD Lists all of the processes owned by UserlID, with the process ID, recent CPU usage, total

CPU usage, and the command that started the process (including its parameters).

To identify the current heaviest users of CPU time, you could enter:
ps -ef | egrep -v "STIME|$LOGNAME" | sort +3 -r | head -n 15

This command lists, in descending order, the 15 most CPU-intensive processes other than those owned by
you.

For more specialized uses, the following two tables are intended to simplify the task of choosing ps flags
by summarizing the effects of the flags.

Process-Specifying Flags

-A -a -d -e -G g -k -p -t -U-u a g t X

All Y - - - - - - - - - Y - -
processes
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Process-Specifying Flags

-A

-a

-G -g

Not
processes
group
leaders and
not
associated
with a
terminal

Y

Not process

group
leaders

Not kernel
processes

Members of
specified-
process
groups

Kernel
processes

Those
specified in
process
number list

Those
associated
with tty(s) in
the list

Y (n
ttys) tty)

<

Specified
user
processes

Processes
with
terminals

Not
associated
with a tty

Column-Selecting Flags

Default1

Default2

PID

Y

TTY

TIME

CMD

Y
Y
Y

<[<[=<[<]®
<[<[<[<]o
<[=<[=<[<Te

<[=<l=<]=<

USER

<[=<[=<]=<]=<

<[ =<[=<|=<]<][=<

uiD

PPID

<

(o

<

<[=<]=

<|=<]=
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Column-Selecting Flags

Default1 -f -l -u | Default2 e | s u v

STIME - Yy |- |- - - - - Y -

F - -

S/STAT - - - Y Y

NI/NICE - -

Y
Y
PIR - - Y |- - -
Y
Y

<[<]=<]=<

ADDR - -

<

SIZE - - - - - -

sz -y |- 2 e O

WCHAN - - Y |- - -

<[ =<

RSS - -

<

ssiz - e -

%CPU - - - - - -

<[ =<

%MEM - - - - - - -

PGIN - N - - - -

LIM - - - - -

TSIZ - N - - - - -

TRS - - - - - -

Environment (following the - - - - - Y - - - -
command)

If ps is given with no flags or with a process-specifying flag that begins with a minus sign, the columns
displayed are those shown for Default1. If the command is given with a process-specifying flag that does
not begin with minus, Default2 columns are displayed. The -u or -U flag is both a process-specifying and
column-selecting flag.

The following are brief descriptions of the contents of the columns:

PID Process ID

TTY Terminal or pseudo-terminal associated with the process

TIME Cumulative CPU time consumed, in minutes and seconds

CMD Command the process is running

USER Login name of the user to whom the process belongs

uiD Numeric user ID of the user to whom the process belongs

PPID ID of the parent process of this process

C Recently used CPU time

STIME Time the process started, if less than 24 hours. Otherwise the date the process is started

F Eight-character hexadecimal value describing the flags associated with the process (see the
detailed description of the ps command)

S/STAT Status of the process (see the detailed description of the ps command)

PRI Current priority value of the process

NI/NICE Nice value for the process

ADDR Segment number of the process stack

SIZE (-v flag) The virtual size of the data section of the process (in kilobytes)

Sz (- and I flags) The size in kilobytes of the core image of the process.

WCHAN Event on which the process is waiting

RSS Sum of the numbers of working-segment and code-segment pages in memory times 4
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SSIzZ Size of the kernel stack

%CPU Percentage of time since the process started that it was using the CPU

%MEM Nominally, the percentage of real memory being used by the process, this measure does not
correlate with any other memory statistics

PGIN Number of page ins caused by page faults. Since all I/O is classified as page faults, this is
basically a measure of I/O volume

LIM Always xx

TSIZ Size of the text section of the executable file

TRS Number of code-segment pages times 4

Environment Value of all the environment variables for the process

Process priority alteration

Basically, if you have identified a process that is using too much CPU time, you can reduce its effective
priority by increasing its nice value with the renice command.

For example:
renice +5 ProclD

The nice value of the ProcID's would increase process from the normal 20 of a foreground process to 25.
You must have root authority to reset the process ProclD’s nice value to 20. Type:

renice -5 ProclD

Process termination
Normally, you use the kill command to end a process.

The command sends a signal to the designated process. Depending on the type of signal and the
nature of the program that is running in the process, the process might end or might keep running. The
signals you send are:

SIGTERM (signal 15) is a request to the program to terminate. If the program has a signal handler for
SIGTERM that does not actually terminate the application, this kill may have no effect. This is the
default signal sent by Kkill.

SIGKILL (signal 9) is a directive to kill the process immediately. This signal cannot be caught or ignored.

It is typically better to issue SIGTERM rather than SIGKILL. If the program has a handler for SIGTERM, it
can clean up and terminate in an orderly fashion. Type:

kill -term ProcessID

(The -term could be omitted.) If the process does not respond to the SIGTERM, type:
ki1l -kill ProcessID

You might notice occasional defunct processes, also called zombies, in your process table. These
processes are no longer executing, have no system space allocated, but still retain their PID number. You
can recognize a zombie process in the process table because it displays <defunct> in the CMD column.
For example:

Uib PID PPID C STIME TTY TIME CMD

Jul 10 - 5 xclock
Jul 10 pts/0 0 /bin/ksh

lee 22392 20682 0:0
0:0

Jul 10 pts/1 0:00 /bin/ksh
0:0
0:0

lee 22536 21188
lee 22918 24334
lee 23526 22536 2
lee 24334 20682

0 <defunct>
0 aixterm

OoONO OO

Jul 10 ?
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Tee 24700 1 0 Jul 16 ? 0:00 aixterm
root 25394 26792 2 Jul 16 pts/2 0:00 ksh

Tee 26070 24700 0 Jul 16 pts/3 0:00 /bin/ksh
Tee 26792 20082 0 Jul 10 pts/2 0:00 /bin/ksh
root 27024 25394 2 17:10:44 pts/2 0:00 ps -ef

Zombie processes continue to exist in the process table until the parent process dies or the system is shut
down and restarted. In the example shown above, the parent process (PPID) is the ksh command. When
the Korn shell is exited, the defunct process is removed from the process table.

Sometimes a number of these defunct processes collect in your process table because an application has
forked several child processes and has not exited. If this becomes a problem, the simplest solution is to
modify the application so its sigaction subroutine ignores the SIGCHLD signal. For more information, see
the |si§action subroutine in AlIX Version 6.1 Technical Reference: Base Operating System and Extensions
Volume 2.

Binding or unbinding a process
You can bind a process to a processor or unbind a previously bound process.

You must have root user authority to bind or unbind a process you do not own.

On multiprocessor systems, you can bind a process to a processor or unbind a previously bound process
from:

* Web-based System Manager
« SMIT
* command line

Note: While binding a process to a processor might lead to improved performance for the bound
process (by decreasing hardware-cache misses), overuse of this facility could cause individual
processors to become overloaded while other processors are underused. The resulting
bottlenecks could reduce overall throughput and performance. During normal operations, it is
better to let the operating system assign processes to processors automatically, distributing
system load across all processors. Bind only those processes that you know can benefit from
being run on a single processor.

Binding or Unbinding a Process Tasks

Task SMIT Fast Path Command or File
Binding a Process smit bindproc -q
Unbinding a Process smit ubindproc -u

Fixes for stalled or unwanted processes
Stalled or unwanted processes can cause problems with your terminal. Some problems produce messages
on your screen that give information about possible causes.

To perform the following procedures, you must have either a second terminal, a modem, or a network
login. If you do not have any of these, fix the terminal problem by rebooting your machine.

Choose the appropriate procedure for fixing your terminal problem:
+ [‘Freeing a terminal taken over by processes’|
+ [‘Responding to screen messages” on page 185|

Freeing a terminal taken over by processes:

You can stop stalled or unwanted process.
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Identify and stop stalled or unwanted processes by doing the following:

1.

Determine the active processes running on the screen by typing the foIIowing command:
ps -ef | pg

The ps command shows the process status. The -e flag writes information about all processes (except
kernel processes), and the f flag generates a full listing of processes including what the command
name and parameters were when the process was created. The |Eg| command limits output to a single
page at a time, so information does not quickly scroll off the screen.

Suspicious processes include system or user processes that use up excessive amounts of a system
resource such as CPU or disk space. System processes such as sendmail, routed, and Ipd
frequently become runaways. Use the ps -u command to check CPU usage.

Determine who is running processes on this machine by using the@command:
who

The who command displays information about all users currently on this system, such as login name,
workstation name, date, and time of login.

Determine if you need to stop, suspend, or change the priority of a user process.

Note: You must have root authority to stop processes other than your own. If you terminate or change
the priority of a user process, contact the process owner and explain what you have done.

» Stop the process using thecommand. For example:
ki1l 1883
The kill command sends a signal to a running process. To stop a process, specify the process ID
(PID), which is 1883 in this example. Use the ps command to determine the PID number of
commands.

« Suspend the process and run it in the background by using the ampersand (&). For example:
/u/binl/progl &
The & signals that you want this process to run in the background. In a background process, the
shell does not wait for the command to complete before returning the shell prompt. When a process
requires more than a few seconds to complete, run the command in background by typing an & at
the end of the command line. Jobs running in the background appear in the normal ps command.

* Change the priority of the processes that have taken over by using the foIIowing command:
renice 20 1883
The renice command alters the scheduling priority of one or more running processes. The higher
the number, the lower the priority with 20 being the lowest priority.

In the previous example, renice reschedules process number 1883 to the lowest priority. It will run
when there is a small amount of unused processor time available.

Responding to screen messages:

Use this procedure to respond to and recover from screen messages.

1.

Make sure the DISPLAY environment variable is set correctly. Use either of the following methods to
check the DISPLAY environment:

* Use the command to display the environment variables.
setsenv
The setsenv command displays the protected state environment when you logged in.

Determine if the DISPLAY variable has been set. In the following example, the DISPLAY variable
does not appear, which indicates that the DISPLAY variable is not set to a specific value.
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SYSENVIRON:
NAME=casey
TTY=/dev/pts/5
LOGNAME=casey
LOGIN=casey

OR
* Change the value of the DISPLAY variable. For example, to set it to the machine named bastet and
terminal O, enter:

DISPLAY=bastet:0

export DISPLAY

If not specifically set, the DISPLAY environment variable defaults to unix:0 (the console). The value
of the variable is in the format name:number where name is the host name of a particular machine,
and number is the X server number on the named system.

2. Reset the terminal to its defaults using the foIIowing@command:
stty sane
The stty sane command restores the “sanity” of the terminal drivers. The command outputs an
appropriate terminal resetting code from the /etc/termcap file (or /usr/share/lib/terminfo if available).
3. If the Return key does not work correctly, reset it by typing:
~NJ stty sane N
The NJ represents the Ctrl-J key sequence.

RT_MPC and RT_GRQ

The use of multiple queues increases the processor affinity of threads, but there is a special situation
where you might want to counteract this effect.

When there is only one run queue, a thread that has been awakened (the waking thread) by another
running thread (the waker thread) would normally be able to use the CPU immediately on which the waker
thread was running. With multiple run queues, the waking thread may be on the run queue of another
CPU which cannot notice the waking thread until the next scheduling decision. This may result in up to a
10 ms delay.

This is similar to scenarios in earlier releases of this operating system which might have occurred using

the bindprocessor option. If all CPUs are constantly busy, and there are a number of interdependent

threads waking up, there are two options available.

» The first option, which uses one run queue, is to set the environment variable RT_GRQ=0N which
forces unbound selected threads to be dispatched off the global run queue.

» Alternatively, users can choose the real time kernel option (type the command bosdebug -R on and then
bosboot) and the RT_MPC=0ON environment variable for selected processes. It is essential to maintain
a performance log of your systems to closely monitor the impact of any tuning you attempt.

Workload management

Workload Manager (WLM) is designed to provide the system administrator with increased control over how
the scheduler virtual memory manager (VMM) and the disk 1/0O subsystem allocate resources to
processes. You can use WLM to prevent different classes of jobs from interfering with each other and to
allocate resources based on the requirements of different groups of users.

Attention:  Efficient use of WLM requires extensive knowledge of existing system processes and
performance. If the system administrator configures WLM with extreme or inaccurate values, performance
will be significantly degraded.

WLM is primarily intended for use with large systems. Large systems are often used for server
consolidation, in which workloads from many different server systems (such as printer, database, general
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user, and transaction processing systems) are combined into a single large system to reduce the cost of
system maintenance. These workloads often interfere with each other and have different goals and service
agreements.

WLM also provides isolation between user communities with very different system behaviors. This can
prevent effective starvation of workloads with certain behaviors (for example, interactive or low CPU usage
jobs) by workloads with other behaviors (for example, batch or high memory usage jobs).

Also, WLM ties into the accounting subsystem (see [‘'System accounting” on page 232) allowing users to
do resource usage accounting per WLM class in addition to the standard accounting per user or group.

Workload management concepts

With WLM, you can create different classes of service for jobs, as well as specify attributes for those
classes.

These attributes specify minimum and maximum amounts of CPU, physical memory, and disk I/O
throughput to be allocated to a class. WLM then assigns jobs automatically to classes using class
assignment rules provided by a system administrator. These assignment rules are based on the values of
a set of attributes for a process. Either the system administrator or a privileged user can also manually
assign jobs to classes, overriding the automatic assignment.

Terminology for workload management
Common terms associated with workload management are listed and described in this table.

class A class is a collection of processes and their associated threads. A class has a
single set of resource-limitation values and target shares. class is used to describe
both subclasses and superclasses.

superclass A superclass is a class that has subclasses associated with it. No processes can
belong to a superclass without also belonging to a subclass. A superclass has a set
of class-assignment rules that determines which processes are assigned to the
superclass. A superclass also has a set of resource-limitation values and resource
target shares that determines the amount of resources that can be used by
processes which belong to the superclass. These resources are divided among the
subclasses based on the resources limitation values and resource target shares of
the subclasses.

subclasses A subclass is a class associated with exactly one superclass. Every process in a
subclass is also a member of its superclass. Subclasses have access only to
resources that are available to the superclass. A subclass has a set of class
assignment rules that determines which of the processes assigned to the
superclass belong to the subclass. A subclass also has a set of resource-limitation
values and resource target shares that determines the resources that can be used
by processes in the subclass.

These resource-limitation values and resource target shares indicate how much of
the resources available to the superclass (the target for the superclass) can be
used by processes in the subclass.

WLM administration can be done using either the Web-based System Manager,
SMIT, or the WLM command-line interface.

classification mechanism A classification mechanism is a set of class assignment rules that determines which
processes are assigned to which classes (superclasses or subclasses within
superclasses).

class assignment rule A class assignment rule indicates which values within a set of process attributes
result in a process being assigned to a particular class (superclass or subclass
within a superclass).
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process attribute value

A process attribute value is the value that a process has for a process attribute. The
process attributes can include attributes such as user ID, group ID, and application
path name.

resource-limitation values

Resource-limitation values are a set of values that WLM maintains for a set of
resource utilization values. These limits are completely independent of the resource
limits specified with the setrlimit subroutine.

resource target share

Resource target shares are the shares of a resource that are available to a class
(subclass or superclass). These shares are used with other class shares (subclass
or superclass) at the same level and tier to determine the desired distribution of the
resources between classes at that level and tier.

resource-utilization value

A resource-utilization value is the amount of a resource that a process or set of
processes is currently using in a system. Whether it is one process or a set of
processes is determined by the scope of process resource collection.

scope-of-resource collection

The scope-of-resource collection is the level at which resource utilization is
collected and the level at which resource-limitation values are applied. This might
be at the level of each process in a class, the level of the sum across every
process in a class owned by each user, or the level of the sum across every
process in a class. The only scope currently supported is the latter.

process class properties

The process class properties are the set of properties that are given to a process
based on the classes (subclass and superclass) to which it is assigned.

class authorizations

The class authorizations are a set of rules that indicates which users and groups
are allowed to perform operations on a class or processes and threads in a class.
This includes the authorization to manually assign processes to a class or to create
subclasses of a superclass.

class tier

The class tier value is the position of the class within the hierarchy of resource
limitation desirability for all classes. The resource limits (including the resource
targets) for all classes in a tier are satisfied before any resource is provided to lower
tier classes. Tiers are provided at both the superclass and subclass levels.
Resources are provided to superclasses based on their tiers. Within a superclass,
resources are given to subclasses based on their tier values within the superclass.
Thus, superclass tier is the major differentiator in resource distribution; the subclass
tier provides an additional smaller differentiator within a superclass.

Classes for workload management
WLM allows system administrators to define classes and define for each class a set of attributes and

resource limits.

The processes are assigned to classes based on criteria provided by the system administrator. The
resource entitlements and limits are enforced at the class level. This method of defining classes of service
and regulating the resource utilization of each class of applications prevents applications with very different
resource use patterns from interfering with each other when they share a single server.

WLM supports a hierarchy of classes with two levels:

» The resources of the system are distributed among superclasses according to the resource entitlements
for each superclass. The system administrator defines resource entitlements.

* In turn, each superclass can have subclasses. The resources allocated to the superclass are distributed
among the subclasses according to the resource entitlements given to each subclass.

* The system administrator can delegate the administration of the subclasses of each superclass to a
superclass administrator or to a group of superclass administrators.

* In AIX 5.2 and later, WLM supports up to 69 superclasses (64 user-defined) and 64 subclasses per
superclass (61 user-defined).

* Depending on the needs of the organization, a system administrator can decide to use only
superclasses or to use superclasses and subclasses.
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Note: Throughout this discussion of WLM, the term class applies to both superclasses and subclasses. If
discussion applies only to a specific class type, that type is explicitly mentioned.

Process assignment to classes for workload management

The processes are assigned to a class, using class-assignment rules provided by the system
administrator. The classification criteria are based on the value of a set of attributes of the process such as
user ID, group ID, name of the application file, type of process, and application tag.

A defined set of rules is used to determine the superclass a process is assigned to. If this superclass has
subclasses defined, there is another set of rules for this superclass to determine which subclass is
assigned to which process. This automatic assignment process also takes into account the inheritance
attributes of both the superclass and the subclass. (For information on class attributes, see
[attributes” on page 206.

The automatic class assignment is done when a process calls the exec subroutine. The class assignment
is reevaluated when a process uses a subroutine that can alter a process attribute used for classification
purposes. Examples are the setuid, setgid, setpri, and plock subroutines.

In addition to this automatic class assignment, a user with the proper authority can manually assign
processes or groups of processes to a specific superclass or subclass.

Resource control
WLM allows management of resources in two ways: as a percentage of available resources or as total
resource usage.

Resources that can be controlled on a percentage basis include the following:

* Processor use of the threads of type SCHED_OTHER in a class. This is the sum of all of the processor
cycles consumed by every thread in the class. Fixed-priority threads are non-adjustable. Therefore, they
cannot be altered, and they can exceed the processor usage target.

* Physical memory utilization of the processes in a class. This is the sum of all the memory pages that
belong to the processes in the class.

» Disk I/0 bandwidth of the class. This is the bandwidth (in 512—byte blocks per second) of all the I/Os
started by threads in the class on each disk device accessed by the class.

Resources that can be controlled on a total usage basis fall into one of two categories: class totals or
process totals. The class totals category includes:

Number of processes in a class
This is the number of processes that are active in a class at one time.

Number of threads in a class
This is the number of threads that are active in a class at one time.

Number of logins in a class
This is the number of login sessions that are active in a class at one time.
The process totals category includes:

Total CPU time
This is the total accumulated CPU time for a single process.

Total disk 1/0
This is the total accumulated blocks of disk 1/O for a single process.

Total connect time
This is total amount of time that a login session can be active.

Resource entitlements:
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WLM allows system administrators to specify per-class resource entitlements independently for each
resource type.

These entitlements can be specified by indicating the following:

» The target for usage of different types of resources. This target is specified with shares. The shares are
specified as relative amounts of usage between different classes. For instance, if two classes have
respectively 1 and 3 shares of CPU and are the only classes active at this time, their percentage goal
used by WLM for its CPU regulation will be 25% and 75%, respectively. The target percentages are
calculated for classes in each tier based on the number of active shares in the tier and the amount of
resource available to the tier.

* Minimum and maximum limits. These limits are specified as percentages of the total resource available.
WLM supports two kinds of maximum limits:

— A soft maximum limit indicates the maximum amount of the resource that can be made available
when there is contention for the resource. This maximum can be exceeded if there is no contention;
that is, if no one else requires the resource.

— A hard maximum limit indicates the maximum amount of the resource that can be made available
regardless of whether there is contention on the resource. Fixed-priority threads, however, are not
subject to these same rules and therefore can exceed the limit.

» Total limits. The total limits are strictly enforced. If a process exceeds one of its total consumption limits,
it will be terminated. If a class is at one of its total limits, any operation that would result in the creation
of another instance of that resource will fail.

In most cases, soft maximum limits are sufficient to ensure that resource entitlements are met and
enforced. Using hard maximum limits may result in unused system resources since these are strictly
enforced, even when there is no contention for the resource. Careful consideration must be made when
using hard maximum limits since these can greatly affect system or application performance if set too low.
Total limits should also be used with caution, since these could result in process termination or failure to
function as intended.

In active mode, WLM attempts to keep active classes close to their targets. Since there are few
constraints on the values of the various limits, the sum of any of the limits across all classes could far
exceed 100%. In this case, if all of the classes are active, the limit cannot be reached by all classes. WLM
regulates the processor consumption by adjusting the scheduling priorities of the non-fixed priority threads
in the system according to how the class they belong to is performing, relative to its limits and target. This
approach guarantees a processor consumption averaged over a given period of time, rather than the
processor consumption over very short intervals (for example, 10 ms).

For example, if class A is the only active class, with a processor minimum of 0% and a processor target of
60 shares, then it gets 100% of the processor. If class B, with a processor minimum limit of 0% and a
processor target of 40 shares, becomes active, then the class A processor utilization progressively
decreases to 60% and the class B processor utilization increases from 0% to 40%. The system stabilizes
at 60% and 40% processor utilization, respectively, in a matter of seconds.

This example supposes that there is no memory contention between the classes. Under regular working
conditions, the limits you set for processor and memory are interdependent. For example, a class may be
unable to reach its target or even its minimum processor allocation if the maximum limit on its memory
usage is too low compared to its working set.

To help refine the class definition and class limits for a given set of applications, WLM provides the

wimstat reporting tool, which shows the amount of resource currently being used by each class. A
graphical display tool, wimmon, is also provided for system monitoring.
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Workload Manager virtual memory limits

Workload Manager (WLM) virtual memory limits provide administrators a means to prevent system
degradation or system failure due to excessive paging by providing a virtual memory limit on a class or a
process.

When a limit is exceeded, WLM takes action by doing one of the following:
 Kkilling all processes under the WLM class that exceeded its limit

» killing only the process that caused the WLM class usage to exceed its limit
 killing the process that exceeded its process limit

Virtual memory limits can be specified for any user-defined class, any default subclass under a
user-defined super class, and the default super class.

For accounting purposes, WLM will only consider the following as virtual memory when determining WLM
total class or process usage:

* heap

 loader initialized data, BSS, shared library, and privately loaded segments
* UBLOCK and mmap areas

* large and pinned user space pages

An administrator can specify a WLM virtual memory limit for a class or for each process in the class.
When a class limit is exceeded, WLM can either Kill all processes assigned to the class, or only kill the
process that caused the limit to be exceeded, depending on whether the vmenforce class attribute is set
to class or proc, respectively. The default behavior is to only kill the process that caused the limit to be
exceeded. A process limit is killed if the virtual memory use of the process surpasses the limit.

Modes of operation for Workload Manager
WLM can be used to regulate resource consumption as per-class percentages, per-class totals, or
per-process totals. Regulation for all resource types can be enabled by running WLM in active mode.

Optionally, you can start a mode of WLM that classifies new and existing processes and monitors the
resource usage of the various classes, without attempting to regulate this usage. This mode is called the
passive mode.

The passive mode can be used when configuring WLM on a new system to verify the classification and
assignment rules, and to establish a base line of resource utilization for the various classes when WLM
does not regulate the processor and memory allocation. This should give a basis for system administrators
to decide how to apply the resource shares and resource limits (if needed) to favor critical applications and
restrict less important work in order to meet their business goals.

If processor time is the only resource that you are interested in regulating, you can choose to run WLM in
active mode for processor and passive mode for all other resources. This mode is called cpu only mode. If
you want to regulate per-class percentages, but neither of the total resource types, the total resource
accounting and regulation can be disabled for per-class totals, per-process totals, or both. In all modes,
you have the option of disabling resource set binding.

Dynamic control of Workload Manager

When WLM is active, any parameter of the current configuration can be modified at any time, including the
attributes of a class, its resource shares and limits, the assignment rules, and adding new classes or
deleting existing classes.

This can be done in several ways, such as:

* Modifying the property files for the currently active configuration (directory pointed to by the symbolic
link /etc/wim/current) and refreshing WLM by using the wimentrl command to use the new
parameters.
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» Creating another configuration with a different set of parameters and updating WLM to load the
parameters of the new configuration, thus making it the current configuration.

* Modifying some of the parameters of the currently active configuration using the WLM command line
interface (the mkclass, chclass, and rmclass commands).

* Modifying some of the parameters of the currently active configuration from an application using the
WLM APIs.

Automatic switches to a new configuration at specified times of day can be accomplished using
configuration sets. Configuration sets allow the administrator to specify a set of configurations to be used,
and a time range for which each will be active.

Monitoring tools:

Use these WLM commands to display WLM statistics and monitor the operation of WLM.

» The wimstat command is text oriented and displays statistics as text (percentage of resource utilization
per class for all the resource types managed by WLM).

* The wimmon command gives a graphical view of per-class resource utilization and WLM regulation.

* The wimperf command is an optional tool available with the Performance Toolbox and provides more
capabilities, such as long-term record and replay.

Per class accounting
The AIX accounting system utility lets you collect and report the use of various system resources by user,
group, or WLM class.

When process accounting is turned on, the operating system records statistics about the process resource
usage in an accounting file when the process exits. Beginning with AIX 5.1, this accounting record includes
a_64-bit numeric key representing the name of the WLM class that the process belonged to. (See
[accounting” on page 232| for more information about the accounting system utility.)

The accounting subsystem uses a 64-bit key instead of the full 34-character class name to save space
(otherwise the change would practically double the size of the accounting record). When the accounting
command is run to extract the per-process data, the key is translated back into a class name using the
above-mentioned routine. This translation uses the class names currently in the WLM configuration files.
So, if a class has been deleted between the time the accounting record was written, when the process
terminated, and the time the accounting report is run, the class name corresponding to the key cannot be
found, and the class displays as Unknown.

To keep accurate records of the resource usage of classes deleted during an accounting period, do one of
the following:

* Instead of deleting the class, keep the class name in the classes file and remove the class from the
rules file so that no process can be assigned to it. Then you can delete the class after the accounting
report has been generated at the end of the accounting period.

* Or, delete the class from the configuration it belongs to, and keep the class name in the classes file in a
"dummy” configuration (one that is never activated) until after the accounting records for the period
have been generated.

Workload Manager

Workload Manager (WLM) gives system administrators more control over how the scheduler and the
virtual memory manager (VMM) allocate resources to processes. Using WLM, you can prevent different
classes of jobs from interfering with each other and you can allocate resources based on the requirements
of different groups of users.

WLM lets you create different classes of service for jobs, as well as specify attributes for those classes.
These attributes specify minimum and maximum amounts of CPU, physical memory, and disk 1/0O
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throughput to be allocated to a class. WLM then assigns jobs automatically to classes using class
assignment rules provided by a system administrator. These assignment rules are based on the values of
a set of attributes for a process. Either the system administrator or a privileged user can also manually
assign jobs to classes, overriding the automatic assignment.

WLM is part of the base operating system and is installed with the base operating system, but it is an
optional service. It must be configured to suit your system environment, started when you want to use it,
and stopped when you want to suspend or end WLM service.

This section contains procedures for configuring WLM with classes and rules that are appropriate for your
site and suggestions for troubleshooting unexpected resource consumption beha