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Chapter 1. Introduction

IBM High Availability Cluster Multi-Processing for AIX Enhanced Scalability
(HACMP/ES) was developed to exploit RS/6000 SP High Availability
Infrastructure (HAI) of IBM Parallel System Support Programs for AlX
(PSSP), when HACMP/ES was introduced. At this point, HACMP/ES could
run only on the IBM RS/6000 SP systems. One of the enhancements for
HACMP/ES V4.3 removes this limitation, so that HACMP/ES now runs on any
member of the RS/6000 family.

This chapter introduces new functions in HACMP/ES V4.3.

1.1 Terminologies

IBM High Availability Cluster Multi-Processing for AIX (HACMP) has a long
history. Throughout this history, there have come to be many variations of
HACMP. To avoid confusion, we first define some terminologies. These
definitions are intended only for the discussion in this book.

HACMP Used for all HACMP LPPs regardless of version.

HACMP/ES Used for HACMP LPPs that use IBM RS/6000 Cluster
Technology (RSCT) or High Availability Infrastructure
(HAI) technology. It is used for all versions.

HACMP for AIX Used for HACMP LPPs that do not use RSCT or HAI
technology. It is used for all versions, which are
sometimes also referred to as HACMP Classic.

HACMP Vx.x Used for both HACMP/ES Vx.x and HACMP for AIX
Vx.x. For example, HACMP V4.3 stands for both
HACMP/ES V4.3 and HACMP for AIX V4.3.

Hardware definitions are required, too. In discussions of HACMP, it is
necessary to distinguish on which hardware HACMP runs. This book uses the
following terminologies:

RS/6000 Family This includes all the hardware using a name brand
IBM RS/6000.
RS/6000 SP node This stands for an RS/6000 SP node. For

example, 332MHz SMP wide node, 332MHZ SMP
thin node, and so on.

RS/6000 This stands for any machine of the RS/6000
Family except RS/6000 SP. For example, model
140, F50, H50, and so on.

© Copyright IBM Corp. 1999 1



RS/6000 S70 can mean RS/6000 SP node or RS/6000. It depends on how it
is configured. If it is configured as an independent node of the SP system, it is
RS/6000 SP node. If not, it is RS/6000.

1.2 HACMP/ES V4.3

2

This section discusses the new or enhanced functions provided with Version
4.3 of the HACMP/ES product, as follows:

e Support for the RS/6000 Family

¢ 32-node support

« Topology Dynamic Automatic Reconfiguration Event (DARE)
* Packaging

» Concurrent access

* Improved snapshot facility

¢ ATM support

* SDR independency

* Heartbeat rate tunable on a network basis

« Multiple pre/post events for each cluster event

e Task Guide for creating a shared volume groups

* Global networks
Each topic is covered in detail in the following sections.

Support for the RS/6000 Family

One major limitation of HACMP/ES V4.2.2 is that it is only supported on the
RS/6000 SP node. HACMP/ES V4.3 can now be installed on both RS/6000
SP nodes and RS/6000s. This means it is now possible to have an
HACMP/ES V4.3 cluster made up of:

* RS/6000s only

¢ RS/6000 SP nodes only

* A mixture of RS/6000s and RS/6000 SP nodes

* RS/6000 SP nodes belonging to different RS/6000 SP systems

In case of an HACMP/ES V4.3 cluster composed of RS/6000 SP nodes only,
these nodes can belong to different PSSP partitions.

HACMP Enhanced Scalability Handbook



32-Node Support

HACMP/ES V4.2.2 supports a maximum cluster size of 16 RS/6000 SP nodes
without PTF, while HACMP/ES V4.3 supports clusters of up to 32 RS/6000
SP nodes.

Like all previous versions, HACMP for AIX V4.3 is still limited 8-node clusters.

Topology DARE

HACMP/ES V4.3 now supports DARE of the Cluster Topology. DARE allows
the system administrator to perform changes to the active cluster
configuration without having to stop and restart HACMP/ES, hence increasing
the availability of customer applications and reducing downtime.

HACMP/ES V4.2.2 supports DARE only of the Cluster Resources, not of the
Cluster Topology.

Packaging

In order to install the HACMP/ES V4.3 software, it is now required to install
the IBM RS/6000 Cluster Technology (RSCT) filesets first. These filesets
include the support on the Topology Services, Group Services and Event
Management components. Before V4.3, these components were part of
PSSP. Now, having extended the support of HACMP/ES to the RS/6000
Family, these components are part of a new package called RSCT, which no
longer depends on PSSP. The fileset names are rsct.basic and rsct.clients.

For more details on packaging, refer to 2.1.3.4, “RS/6000 Cluster Technology
Filesets” on page 13.

Concurrent Access

HACMP/ES V4.3 now supports concurrent access clusters, hence offering
the opportunity to use the IBM-provided lock manager, the cllockd daemon.
This means all the cluster nodes are able to read/write the data on the
external shared disks concurrently.

Improved Snapshot Facility

HACMP/ES V4.3 implements an improved snapshot facility that preserves
user-defined events. When applying a cluster snapshot, user-defined events
are restored in the /usr/sbin/cluster/events/rules.hacmprd file.

With HACMP/ES V4.2.2 it is a customer’s responsibility to save user-defined
events when taking a snapshot and recreate them when applying the
shapshot.

Introduction 3



Also HACMP/ES V4.3 allows you to define your own commands to those that
are issued by the standard snapshot. This allows you to add extra
information, such as application related data, to your snapshot.

ATM Support
HACMP/ES V4.3 now supports Asynchronous Transfer Mode (ATM)
networks.

SDR Independency

HACMP/ES V4.3 no longer has a dependency on the System Data
Repository (SDR). With HACMP/ES V4.2.2, the daemons used to query the
SDR to collect information about the cluster configuration, hence creating a
dependency on the Control Workstation (CWS) where the SDR resides. Now
the HACMP/ES V4.3 daemons gather the necessary information from the
Global ODM (GODM). This change became necessary since HACMP/ES
V4.3 can now also run on a cluster composed of only RS/6000s, while the
SDR is a peculiarity of the RS/6000 SP system.

For more details on GODM, refer to 3.1, “Global Object Data Manager” on
page 19.

Heartbeat Rate Tunable on a Network Basis

HACMP/ES V4.3 now allows the system administrator to configure a different
heartbeat rate for every network type, hence providing the same granularity
the HACMP for AlIX product has. HACMP/ES V4.2.2 only allows one
heartbeat rate that is valid for all networks.

For more details, refer to “HACMPnNim” on page 22.

1.3 IBM RS/6000 Cluster Technology

4

The RS/6000 SP High Availability Infrastructure (HAI) was introduced as part
of IBM Parallel System Support Programs for AlX (PSSP) Version 2.2. With
PSSP Version 3.1, the term RS/6000 SP High Availability Infrastructure has
been replaced by the newly-minted official term IBM RS/6000 Cluster
Technology (RSCT) which refers to the following three key distributed
subsystem components:

* Topology Services
e Group Services
* Event Management

If you install HACMP/ES on an RS/6000 SP node, you need AlX, PSSP, and
HACMPI/ES. If you install HACMP/ES on an RS/6000, you need AlIX and

HACMP Enhanced Scalability Handbook



HACMP/ES. RSCT is included in both PSSP V3.1 and HACMP/ES V4.3. For
more details on packaging, refer to Chapter 2., “Installation and Migration” on
page 7.

Cluster

The term cluster is used to refer to a collection of RS/6000 Family nodes on
which the RSCT components are executing. These machines may exclusively
be RS/6000 SP nodes, RS/6000s, or a combination of both.

This is a significant change of the cluster concept. A major goal of RSCT for
HACMP/ES V4.3 is that it is able to support HACMP/ES on the same sets of
arbitrary RS/6000 Family nodes as does HACMP for AlX today. This requires
that the RSCT components likewise support these arbitrary clusters.

Note that a cluster may not be exclusive. An RS/6000 Family may be
contained in multiple clusters. An example would be an RS/6000 SP node
that has HACMP/ES installed. Within the PSSP, the node is part of the PSSP
cluster, but it is also part of the HACMP cluster. Each cluster is independent
of the other, and the subsystems within each are independent.

Domain

The term domain is subtly more specific than cluster. A domain describes the
boundary of a set of RS/6000 Family within which the executing RSCT
components provide their services. In general, the boundaries of a cluster
match the boundaries of a domain. The differentiation is that a cluster does
not become a domain until Group Services has established its domain via
one of the Group Services daemons on a node within the cluster. At this
point, the clients of Group Services are allowed to form their groups and
begin offering their services.

As with a cluster, a domain may overlap with another domain, in other words,
it is possible for an RS/6000 Family nodes to participate in multiple domains,
each such overlapping domain remaining independent and ignorant of the
other. The expected domains are:

« PSSP domain

The boundaries of such a domain are the Control Workstation (CWS) and
the nodes within an SP partition. Thus each SP partition is a separate
domain.

¢ HACMP domain
The boundaries of such a domain differ based on the release:

* Before HACMP/ES V4.3, the domain was a proper subset of a PSSP
domain.
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« With HACMP/ES V4.3, the domain is any allowable cluster.

Realm

The term realmis used to refer to the different domains previously discussed,
but in general terms rather than when discussing a specific domain. Thus, the
term SP realm refers to any domain established on any generic RS/6000 SP
nodes to support the PSSP. The term HA realm refers to any domain
established on any generic cluster to support HACMP/ES.

Dual Daemons

The term dual daemons represents the fact that there are separate sets of
RSCT components supporting the separate domains described above. Thus,
on hardware that is part of both the SP realm and the HA realm, each node
will execute:

» A Topology Services daemon for each realm.
* A Group Services daemon for each realm.

« An Event Management daemon for each realm.
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Chapter 2. Installation and Migration

This section offers a brief description of the installation steps for HACMP/ES.
For detailed information, refer to HACMP for AlX, Version 4.3: Enhanced
Scalability Installation and Administration Guide, SC23-4284, as well as the
release notes.

2.1 Prerequisites

We first provide a brief overview of the hardware and software prerequisites
related to HACMP/ES V4.3. Requirements may change for future versions.

2.1.1 Hardware Prerequisites

The hardware requirements are basically the same as those for HACMP for
AlX, such as a non-IP network, more than one adapter per network, and so
on.

There is no difference between the hardware requirements for HACMP for
AIX and HACMP/ES. Both versions can run on the same RS/6000 Family
(see “Support for the RS/6000 Family” on page 2). Because of this,
HACMPI/ES is no longer SP partition-bounded. It is now possible to build the
same kind of HACMP clusters. It may, however, happen that some hardware
combinations are not yet supported by HACMP/ES V4.3. For the latest
information, ask your IBM representative.

2.1.2 Software Prerequisites
HACMP/ES V4.3 has the following prerequisites:
« Each cluster node must have AIX 4.3.2 installed.

e Each cluster node must have IBM RS/6000 Cluster Technology (RSCT)
V1.1 installed. The filesets are:

¢ rsct.basic.rte
¢ rsct.clients.rte

For a more detailed list about RSCT, see 2.1.3.4, “RS/6000 Cluster
Technology Filesets” on page 13.

« If using an RS/6000 SP node, Version 3.1 must be installed on the CWS
and the RS/6000 SP nodes.

* The following optional AIX bos components are mandatory for HACMP/ES
V4.3:
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e bos.rte

e bos.net.tcp.server
¢ bos.net.tcp.client
e bos.adt.lib

e bos.adt.libm

e bos.adt.syscalls

e bos.rte.SRC
 bos.rte.libc

« bos.rte.libcfg
 bos.rte.libcur

e bos.rte.libpthreads
e bos.rte.odm

e bos.rte.lvm

» perfagent.tools

< Each cluster node requires its own HACMP/ES software license.

The /usr file system must have a minimum of 15MB of free space (or the
volume group must have enough space to extend it by 15MB).

The / (root) file system must have a minimum of 1MB of free space (or the
volume group must have enough space to extend it).

The installation process must be performed by the root user.

2.1.3 Software Installation and Configuration

Before you start the installation and configuration of your HACMP/ES cluster,
the following conditions should be met:

¢ The planning should be finished.
e The necessary documentation (planning worksheets) should be available.

* The hardware should be connected.

2.1.3.1 Installation

The steps you need to install the HACMP/ES code are the same as for the
installation of HACMP for AIX V4.2.2. The only difference is that you have to
select the HACMP/ES LPP Package filesets and, based on these filesets,
different prerequisites. The HACMP/ES V4.3 packages are listed in 2.1.3.3,
“HACMP/ES V4.3 Packages” on page 12.

2.1.3.2 Configuration

The configuration is also the same as for HACMP for AIX V4.2.2. There are
some new options or SMIT screens, which we describe here. To understand
these descriptions, it is necessary to have a good understanding of HACMP.
knowledge. The differences we discuss here are related to the HACMP.
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Cluster Configuration

There is a new SMIT choice, Cluster Security, added to the Cluster
Configuration screen. This function has been available since HACMP Version
4.2.1. It was in the 4.2.1 and 4.2.2 versions as Cluster Security Mode in the
Change/Show Run Time Parameter screen. Figure 1 on page 9 shows the
new screen.

Quster Gonfiguration
Move cursor to desired itemand press Enter.

Q uster Topol ogy

Quster Security

Q uster Resources

Q uster Snapshot s

Quster Verification

Quster Qustom Mdification

Restore SystemDefault Configuration fromActive Gonfiguration

Fl=Hel p F2=Ref resh F3=Cancel F8=I nage
Fo=Shel | F10=Exi t Ent er =Do

- /

Figure 1. HACMP/ES V4.3 Cluster Configuration SMIT Screen

Cluster Topology
The parts we discuss here are shown in Figure 2 on page 10 in bold font.

The Cluster Topology SMIT screen has two new lines: Configure Global
Networks and Configure Network Modules, and one modified line: Configure
Topology Services and Group Services.

e Configure Global Networks

This is new. It is used for heartbeat across separate logical subnetworks.
For more information, see 4.2.2.5, “claddnetwork” on page 63, and for an
example see 6.1, “Global Network” on page 131

e Configure Network Modules

This is not part of HACMP/ES V4.2.x, but you may know it from HACMP
for AIX.

» Configure Topology Services and Group Services

This was already part of HACMP/ES V4.2.x. When it was HACMP/ES
V4.2.x, it was named Configure Network Modules. Some parts in this
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subscreen have changed and some functions are moved to Configure
Network Modules.

Note: Itis no longer required that the nodename has a matching IP-label or
alias.

-
Q uster Topol ogy
Move cursor to desired itemand press Enter.

Qonfigure A uster

Gonfi gure Nodes

Qonfigure Adapters

Gonfigure A obal Networks

Qonfi gure Network Mdul es

Gonfi gure Topol ogy Services and G oup Services
Show d uster Topol ogy

Synchroni ze d uster Topol ogy

Fl=Hel p F2=Ref resh F3=Cancel F8=I nage
Fo=Shel | F10=Exi t Ent er =Do

N v

Figure 2. HACMP/ES V4.3 Cluster Topology SMIT Screen

Cluster Resources

There are no major changes to the Cluster Resources screen in SMIT.
Change/Show Cluster Events is changed to Cluster Events, as shown in
Figure 3 on page 11. Two subscreens have changed:
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QA uster Resources
Move cursor to desired itemand press Enter.

Defi ne Resource G oups

Define Application Servers

Change/ Show Resources for a Resource G oup

Change/ Show Run Ti ne Par aneters

Quster Events

Change/ Show d ust er Lock Manager Resource Allocation
Show A uster Resour ces

Synchroni ze d uster Resources

Fl=Hel p F2=Ref resh F3=Cancel F8=I nage
Fo=Shel | F10=Exi t Ent er =Do

Figure 3. HACMP/ES V4.3 Cluster Resources SMIT Screen

« Change/Show Run Time Parameters

In this screen, the selection of the Cluster Security Mode is moved as
described in, “Cluster Configuration” on page 9.

¢ Cluster Events

A larger change was made to the Cluster Events screen. In addition to the
name change from Change/Show Cluster Events, there are now two
subscreens. Figure 4 on page 11 shows this new screen.

Quster Bvents
Move cursor to desired itemand press Enter.

Change/ Show d ust er Bvents
Define Qustomd uster Bvents

Fl=Hel p F2=Ref resh F3=Cancel F8=l mage
Fo=Shel | F10=Exi t Ent er =Do

- J

Figure 4. HACMP/ES V4.3 Cluster Events SMIT Screen

¢ Change/Show Cluster Events

In this screen you find basically the same functionality as in HACMP
V4.2.2. It is merely one SMIT screen level lower. The more important
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change is that you now can define more than one Pre or Post Event.
For these events you have to select (use) the names you defined in the
Define Custom Cluster Events screen.

¢ Define Custom Cluster Events

This function is used to define Pre or Post Events. You have to specify
a name for the event, the full path information, and a description. The
event name you choose here is used in the Change/Show Cluster
Events part. Figure 5 on page 12 shows what you will see if you select
Add a Custom Cluster Event in the Define Custom Cluster Events
screen.

The command for this is claddcustom. For more details about this
command, see 4.2.2.9, “claddcustom” on page 65.

Add a Qustomd uster Event

Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.

[Entry Fields]
* Quster Bvent Nane
* Quster Bvent Description
* Quster Bvent Script F | enane

—_———

]
]
]

Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=l mage
Fo=Shel | F10=Exi t Ent er =Do
. J
Figure 5. HACMP/ES V4.3 Add a Custom Cluster Event SMIT Screen

2.1.3.3 HACMP/ES V4.3 Packages
The HACMP/ES V4.3 product has twelve packages. The following four
packages belong to HACMP/ES only:

¢ cluster.es

¢ cluster.adt.es

e cluster.vsm.es
 cluster.msg.en_US.es

The following eight packages are the same for HACMP/ES V4.3 and HACMP
for AIX V4.3:

« cluster.cspoc
¢ cluster.haview
¢ cluster.clvm
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e cluster.taskguides
 cluster.msg.en_US.cspoc
« cluster.msg.en_US.haview
¢ cluster.man.en_US

¢ cluster.man.en_US.haview

2.1.3.4 RS/6000 Cluster Technology Filesets
The RSCT product consists of the following two packages. If one of the
filesets is selected, both packages and all filesets are installed.

« The rsct.basic package

The rsct.basic package includes the availability infrastructure provided by
PSSP. The infrastructure includes Topology Services, Group Services, and
Event Management.

This package has the following filesets:

* rsct.basic.rte
« rsct.basic.hacmp
« rsct.basic.sp

« The rsct.clients package

The rsct.client package includes client services for the availability
infrastructure provided by PSSP. (The infrastructure includes Topology
Services, Group Services, and Event Management).

This package has the following filesets:

* rsct.clients.rte
« rsct.clients.hacmp
« rsct.clients.sp

2.2 Migration

In HACMP for AlX, Version 4.3: Enhanced Scalability Installation and
Administration Guide, SC23-4284, you find two different migration paths. The
first path is from HACMP for AlX to HACMP/ES V4.3. The second path is
from an earlier HACMP/ES version to HACMP/ES V4.3.

The first two sections provide overviews of these two migration paths. The
third and fourth sections contain additional information you need in case of
configuration changes and fallback situations. The last section describes how
to do a node-by-node migration from HACMP for AlX to HACMP/ES V4.3.
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2.2.1 Migration from HACMP for AIX

HACMP for AIX and HACMP/ES currently do not support coexistence within
the same cluster and system at the same time. Therefore, to be able to
migrate from HACMP for AIX to HACMP/ES V4.3, you have to do the
following steps:

1. Take a snapshot of the existing HACMP configuration.

2. Bring HACMP down on all the cluster nodes.

3. Uninstall HACMP for AlX on all the cluster nodes.

4. Install HACMP/ES V4.3 on all the cluster nodes.

5. Restore the cluster configuration from the snapshot taken in step 1.
6. Synchronize the cluster configuration.

7. Start IBM HACMP/ES.

8. Test the installation.

The snapshot is also useful if you ever wish to return to HACMP for AlX.
Therefore, we recommend that you keep the snapshot taken in step 1 on

page 14 for migration until the option of falling back to HACMP for AIX is no
longer necessary.

2.2.2 Migration from HACMP/ES V4.2.x

HACMP/ES V4.3 can be installed within clusters of HACMP/ES V4.2.x, one
node at a time. Therefore, current HACMP/ES sites can perform a rolling
upgrade of their cluster to the newest one.

Note: None of the new functions are available until all nodes in this cluster
are migrated.

To migrate the existing HACMP/ES version to HACMP/ES V4.3, do the
following steps:

Take a shapshot of the cluster configuration.

Stop HACMP on the migrating node.

Install HACMP/ES V4.3.

Start HACMP/ES V4.3 on this node.

Test the application.

A T o

Repeat steps 2 through 5 for every node in the cluster.
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2.2.3 Configuration Changes during Migration

This section describes what you have to care about if you have to make
configuration changes during a migration of an existing HACMP/ES
installation.

Note: This can only be done when migrating an existing HACMP/ES
installation.

2.2.3.1 Dynamic Configuration Changes during Migration
Dynamic configuration changes are not supported in a mixed HACMP/ES
cluster. The cldare program checks whether you are in a mixed environment.

2.2.3.2 Static Configuration Changes during Migration
To perform a static configuration change in a mixed HACMP/ES cluster, do
the following steps:

1. Stop HACMP on all nodes in this cluster.

2. From a node with HACMP/ES V4.2.x make the necessary configuration
changes.

3. Synchronize the cluster configuration.
4. Run the clconvert utility on all nodes with HACMP/ES V4.3.
5. Start HACMP on all nodes in this cluster.

2.2.4 Fallback to Previous Version
This section describes what you have to do in case of a fallback situation.

2.2.4.1 Fallback to HACMP for AIX

If you wish to, or have to, return to HACMP for AIX after the migration to
HACMPI/ES, the following steps should be used:

1. Stop HACMP on all nodes in this cluster.
2. Uninstall HACMP/ES on all nodes in this cluster.

3. Use the snapshot of HACMP for AlX you used for migration. Remember
that any changes made after migration get lost.

4. Synchronize the cluster configuration.
5. Start the HACMP for AlIX cluster.

6. Test the installation.
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2.2.4.2 Fallback to an Earlier HACMP/ES Version

If you wish to, or have to, return to the HACMP/ES version from before you
started the migration, the required steps depend on the number of remaining
nodes that have the old HACMP/ES version installed. There are two
possibilities: all nodes are already migrated, or there is at least one node with
the old HACMP/ES code available.

One Node Still Using the Previous HACMP/ES Version
These steps are valid for all situations where you have at least one or more
nodes:

Stop HACMP on all nodes where HACMP/ES V4.3 is installed.
Uninstall HACMP/ES V4.3 on all these nodes.

Install the previous version of HACMP/ES.

Stop HACMP on the remaining nodes.

Do a cluster synchronization from the remaining nodes.

Start HACMP on all nodes.

A T

All Nodes using HACMP/ES V4.3
These steps are for the case when you have already migrated all nodes to
HACMP/ES V4.3:

1. Stop HACMP on all nodes.

2. Uninstall HACMP/ES V4.3 on all nodes.
3. Install the previous version of HACMP/ES.
4

. Apply the snapshot taken before starting the migration (see step 1in 2.2.2,
“Migration from HACMP/ES V4.2.x” on page 14).

5. Synchronize the cluster configuration.
6. Start HACMP on all nodes.

2.2.5 Node-by-Node Migration

16

Here we show you how to do a node-by-node migration from HACMP for AIX
to HACMP/ES V4.3. The procedure is dependent on some new functions of
HACMP/ES V4.3. For more information about the new features in HACMP/ES
V4.3, see 1.2, “HACMP/ES V4.3” on page 2. This procedure may become
obsolete in a future release of HACMP/ES.

This description is based on the fact that with HACMP/ES V4.3 it is how
possible to do DARE for the HACMP Topology information (also see
“Topology DARE” on page 3). The basic idea for this kind of migration is to
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have two HACMP clusters, one with the old HACMP for AIX code and one
with the new HACMP/ES V4.3 code installed.

2.2.5.1 General Considerations

As already mentioned, the examples in this chapter are based on DARE and
create two independent HACMP clusters. The main problem you run into is
that a network address can only exist once on the network. Therefore, you
have to plan carefully for this kind of migration. The goal of the examples in
the following two sections is to keep the downtimes very low. Depending on
your actual installation, another sequence may give you shorter downtimes.

2.2.5.2 Having a Standby System

The steps described here are related to a two-node cluster, by having a
standby node and using cascading or rotating. For rotating you can skip
stepl because you have no real primary node. In this case, primary node
means the first node you are going to migrate.

1. Start a takeover from the primary system to the standby system.
2. Uninstall HACMP for AlX on the primary system.

3. Install HACMP/ES V4.3.
4

. Configure Topology on HACMP/ES V4.3 for one node cluster on the
primary system (without synchronization).

Note: Do not forget to choose a new HACMP cluster ID.
5. Configure Resources for this one-node cluster (without synchronization).
6. Stop HACMP on the standby system.
7. Synchronize Topology.
8. Synchronize Resources.
9. Start HACMP on the primary node.
10.Uninstall HACMP for AlX on the standby system.
11.Install HACMP/ES V4.3 on the standby system.

12.Configure the standby system to your HACMP/ES V4.3 cluster (Topology
and Resources).

13.Synchronize Topology and Resources.

2.2.5.3 Using Mutual Takeover

The steps described here are related to a two-node cluster, by having a
mutual takeover relationship. Before you start you have to decide which of
these two nodes is more important for your environment. This is due to the
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fact that the downtime for the second system is longer than the downtime for
the first system.

1. Start a takeover from the more important primary system to its standby
system.

2. Uninstall HACMP for AlIX on this system.
3. Install HACMP/ES V4.3.

4. Configure Topology on HACMP/ES V4.3 for one node cluster on the
primary system (without synchronization).

Note: Do not forget to choose a new HACMP cluster ID.
5. Configure Resources for this one-node cluster (without synchronization).
6. Go to the backup system.

7. Remove the resource group in the old HACMP cluster for the node you
stopped.

8. Synchronize Resources on the old HACMP cluster.
9. Go back to the HACMP/ES V4.3 node.
10.Synchronize Topology on this node.
11.Synchronize Resources on this node.

12.Start HACMP on this node.

13.Add the Topology information for the second node to the HACMP/ES V4.3
cluster (without synchronization).

14.Add the Resource information for the second node to the HACMP/ES V4.3
cluster (without synchronization).

15.Go to the remaining HACMP for AlX node.
16.Stop HACMP on this node (without takeover).
17.Uninstall HACMP for AlIX on this system.
18.Install HACMP/ES V4.3.

19.Go back to the HACMP/ES V4.3 node.
20.Synchronize Topology.

21.Synchronize Resources.

22.Start HACMP on the second node.
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Chapter 3. Component Design

This chapter discusses the components of IBM HACMP Enhanced Scalability
(HACMP/ES) and IBM RS/6000 Cluster Technology (RSCT).

3.1 Global Object Data Manager

This section explains the HACMP/ES V4.3 Global Object Data Manager
(GODM) attributes and their changes.

The GODM consists of the HACMP classes in the Object Data Manager
(ODM), and is maintained by HACMP across the nodes in a cluster.

3.1.1 System Data Repository and GODM

HACMP/ES V4.2.x, which includes private Topology Services and Group
Services, uses two types of System Data Repository (SDR) information: the
SP Switch (SPS) information, and the node ID information.

In order to provide RS/6000 support (refer to “Support for the RS/6000
Family” on page 2), HACMP/ES V4.3 and the RSCT components running on
the HACMP domain have been changed and do not use SDR information.
That is, the RSCT components running on HACMP domain use only GODM.

Basically, GODM has enough information about topology, like nodes and IP
address relationships. While the previous version of HACMP/ES GODM used
SDR node ID information, HACMP/ES V4.3 GODM has been changed not to
depend on the SDR node ID information.

The RSCT components running on the PSSP domain use SDR as before.

3.1.2 Structure of the GODM Class

HACMPI/ES stores information into GODM class files in the /etc/es/objrepos
directory, and symbolic links to these ODM class files are stored in the
/etc/objrepos directory. These GODM class files are ODM class files that are
maintained across the nodes in a cluster. HACMP usually has copies of these
GODM class files in the /usr/sbin/cluster/etc/objrepos/active directory (for the
active HACMP configuration), and in the /usr/sbin/cluster/etc/objrepos/stage
directory (for temporary purposes). Use the odnget command to get the
GODM class attributes. If you want to refer to the active GODM class
attributes, you must change the ODMDIR environment variable from default
/etc/objrepos to /usr/sbin/cluster/etc/objrepos/active. You can use the env
command to make a temporary change to the ODMDIR environment variable.

© Copyright IBM Corp. 1999 19



20

3.1.2.1 Topology-Related GODM Classes
Topology Services running on the HACMP domain and uses the following
GODM classes, which contain topology-related information:

* HACMPcluster
« HACMPnode

« HACMPnetwork
HACMPadapter
HACMPnim
HACMPtopsvcs

These GODM classes were changed in HACMP/ES V4.2.2.

The information contained in these GODM classes is explained in the
following examples.

HACMPcluster

/# odnget HAQWPCl ust er

HAQMc| ust er:
id=2
nane = "cl usterb"
nodenane = "risc71"
sec_|l evel = "Sandard"
last_node ids = ""
hi ghest_node_id = 0
| ast_network_ids = "1"
hi ghest _network_id = 0
handle = 3
cluster_version = 1

\ /

The HACMPcluster GODM class contains information about the cluster 1D
(id), cluster name (name), local node name (nodename), security level
(sec_level: use normal rsh or Kerberos), local node handle (handle), cluster
version (cluster_version: HACMP version), and so forth. The handle and
cluster_version information represent new attributes. Refer to “handle
(node_handle)” on page 25 and “cluster_version (version)” on page 26 for
further details. The id and name attributes are set by the SMIT Add a Cluster
Definition menu. sec_revel is set by the SMIT Change/Show Cluster Security
menu. Other attributes are set by HACMP automatically.
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HACMPnode

# odnget -q nanme=ri sc71 HAOWPnode

HAOWPhode:
nane = "risc71"
obj ect = "VERBCBE L0 NG
val ue = "high"

node_id = 3

node_handle = 3

version = 1
HAOWPhode:

nane = "risc71"
obj ect = "NAME SERVER'
value = "fal se"

node id = 3
node_handle = 3
version =1

The HACMPnode GODM class contains information about all node names
(name), all node IDs (node_id), all node handles (node_handle), and so forth.
The node_handle and version information represent new attributes. Refer to
“handle (node_handle)” on page 25 and “cluster_version (version)” on

page 26 for further details. The name attribute is set by the SMIT Add Cluster
Nodes menu, and object and value are set by the SMIT Configure Run Time
Parameters menu.

HACMPnetwork

# odnget -qg name=et her net 2 HAOWPhet wor k

HAQWPhet wor k:
nane = "et hernet 2"
attr = "public"
network_id =0
gl obal nane = ""

The HACMPnetwork GODM class contains information about all network
names (name), network attributes (attr), the global network name
(globalname), and so forth. The globalname represents a new attribute. Refer
to “globalname” on page 27 for further details. The name and attr attribute are
set by the SMIT Add an Adapter menu, and the globalname attribute is set by
the SMIT Change/Show a Global Network menu. For more about the global
network configuration, refer to 6.1, “Global Network” on page 131.
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HACMPadapter

# odnget -q ip_l abel =ri sc71_boot HAQWPadapt er
HAQWPadapt er :

type = "ether"

network = "ethernet 2"

nodenange = "risc71"

ip_label ="risc71 boot"

function = "boot "

identifier ="80.7.6.20"

haddr = ""

i nterfacenane = "en0"

The HACMPadapter GODM class contains information about all adapter
names and attributes such as network type (type), network name (network),
node name (nodename), ip label name (ip_label), adapter function (function:
boot, service, or standby), identifier (identifier: usually IP address without the
serial network case), adapter hardware address (haddr), and network
interface name (interfacename). The network interface represents a new
attribute. Refer to “interfacename” on page 27 for further details. These
attributes are set by the SMIT Add an Adapter menu.

HACMPnRnim
# odnget -q nanme=et her HACMPni m
HAQWPNI m
nane = "ether"
desc = "B hernet Protocol "
addrtype = 0
path = "/usr/sbin/cl uster/nins/ni mether"
para = ""
grace = 30
hbr at e = 500000
cycle = 4

The HACMPnim GODM class contains information about all network types
(name), heartbeat rates (hbrate), and so forth. HACMP/ES V4.2 does not
have the HACMPnim GODM class and cannot set heartbeat rates for each
network type. In contrast, HACMP/ES V4.3 does have the HACMPnim GODM
class, in order to set up the heartbeat rate by network types. These attributes
are set by the SMIT Change/Show a Cluster Network Module menu.
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HACMPtopsvcs

# odnget HAQMP opsvcs

HAQOWPt opsvces:
hblnterval =1
fibrillateGount = 4
runF xedPri =1
fixedPriLevel = 38
tsLogLength = 5000
gsLogLengt h = 5000
i nstanceNum = 18

The HACMPtopsvcs GODM contains information about the default heartbeat
rate (hbinterval, fibrillateCount), log length limitation (tsLogLength,
gsLoglLength), instance numbers (instanceNum), and so forth. The
instanceNum represents a new attribute. Refer to “instanceNum” on page 27
for further details. Some instance numbers are set by the SMIT Change/Show
Topology and Group Services Configuration menu.

3.1.2.2 Resource-Related Global ODM Classes
The following HACMP GODM classes contain the resource-related
information:

« HACMPgroup
*« HACMPserver
* HACMPresource

These GODM classes have not been changed since HACMP/ES V4.2.2.

The information contained in these GODM classes is explained in the
following examples.

HACMPgroup

# odnget -q group=risc7lrg HAOMPgr oup

HAOMPgr oup:
group = "risc7lrg"
type = "cascadi ng"
nodes = "risc71 sp21nll"

The HACMPgroup GODM class contains the resource group hame (group),
resource group relationship type (type: it can be cascading, rotating, or
concurrent), and participating nodes (nodes). These attributes are set by the
SMIT Add a Resource Group menu.
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HACMPserver

# odnget HAQWPser ver

HAOWPser ver :
nane = " AppServer1"
start = "/usr/shin/cluster/local /start_AppServerl"
stop = "/usr/shin/cluster/l ocal / st op_AppServer 1"

The HACMPserver GODM class contains the application server name
(name), and start (start) and stop (stop) script names for the application.
These attributes are set by the SMIT Add Application Server menu.

HACMPresource

# odnget -q ' group=risc7irg and nane=SERV CE_LABH' HAQMPr esour ce

HAQWPY esour ce:
group = "risc7lrg"
nane = "SERV CE LABH"
val ue = "risc71_svc"

The HACMPresource GODM class contains resource information regarding
all resource groups. This example shows only the service IP label resource in
the risc71rg resource group. However, HACMPresource has many other
resource attributes, such as filesystems, filesystems to export, volume group,
application server, and so forth. These attributes are set by the SMIT
Configure a Resource Group menu.

3.1.2.3 Remaining Global ODM Classes
The remaining HACMP GODM classes are as follows:

HACMPcommand This GODM class contains HACMP command
information.

HACMPcustom This GODM class contains user-defined customized
methods, such as the customized verification method,
the customized snapshot method, and a pre- or
post-event script.

These attributes are set by the SMIT Add a Custom
Verification Method, Add a Custom Snapshot Method,
and Add a Custom Cluster Event, respectively.
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HACMPdaemons This GODM class contains HACMP daemon
information.

HACMPevent This GODM class contains HACMP event (recovery
script) information.
With HACMP V4.3, you can specify multiple pre- or
post-event scripts. Before defining these scripts, you
need to register them to the HACMPcustom GODM
class, and specify their symbolic names instead of their
full path names. The attributes are set by the SMIT
Change/Show Cluster Events menu. For more details
about multiple pre- or post-event scripts, refer to
“Cluster Resources” on page 10.

HACMPfence This GODM class contains fence information in the
concurrent environment.

HACMPsp2 This GODM class contains information on how to use
HPS Eprimary node takeover control.

3.1.3 GODM Changes

This section explains the following new or changed HACMP GODM
attributes:

« handle (node_handle)
« cluster_version (version)
¢ globalname
* interfacename
* instanceNum
handle (node_handle)
Topology Services of HACMP/ES V4.2 is an enhancement of PSSP Topology

Services, so it uses SP node numbers as the Cluster Node Number (CNN),
which uniquely identifies that node within the cluster.

Topology Services of HACMP/ES V4.3 does not use SP node numbers.
Instead, it uses a node number assigned during cluster configuration.
Because of this independence from the SDR information, HACMP/ES V4.3
can be configured as a cluster that includes RS/6000 SP nodes in different
partitions and/or RS/6000s.

The new node number, handle value, is kept in a new field in the
HACMPcluster GODM class handle attribute for local node handle (see
“HACMPcluster” on page 20), and in the HACMPnode GODM class
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node_handle attribute for all node handles (see “HACMPnode” on page 21).
You can get the node number by using the new cl handl e or odnget command.
In the following example, the node number, handle value, is 3.

# [usr/sbin/cluster/utilities/clhand e
3 risc7l

# odnget HAQMPcl uster | grep handl e
handl e = 3

# odnget -q nane=ri sc71 HAOWnode | grep node_handl e | uniq

node_handle = 3

Note that the handle value is assigned automatically in alphanumeric order
during topology synchronization. If you add a node to an existing running
cluster, then it gets the lowest free handle value. You cannot assign a specific
handle value. For more information, refer to 4.2.2.3, “clhandle” on page 61.

HACMP/ES V4.3 uses a node priority concept. With node priority, if a cluster
is divided into two cluster partitions by some failure such as network down,
grpsvcs determines the smallest partition and notifies its clients that it is
going down, which kills the nodes in the smaller partition. If the cluster
consists of only two nodes, the combination of these partitions causes the
death of the node that has a large handle value. For example, if you want to
configure a cascading hot standby configuration, it is a good idea to make the
server node have higher priority, in other words, low handle value.

At the SP Switch (SPS) or High Performance Switch (HiPS) IP address
takeover configuration, the previous version of HACMP/ES uses the SDR at
start-up time. The HACMP start-up script, rc.cluster, tries to read the SPS
configuration from the SDR in the Control Workstation (CWS). If the script
cannot read the information because of a CWS failure, or an SP Ethernet
failure for example, then the previous version of HACMP cannot start up.

In contrast, HACMP/ES V4.3 and the RSCT running in the HACMP domain
do not depend on the SDR. Therefore, HACMP/ES V4.3 can start, even if
there is a problem in the SDR. However, if SPS is in trouble (because of a
CWS failure, for example), then HACMP cannot use the SPS network.

cluster_version (version)

The cluster version number is the version of HACMP/ES that is running on a
node. The local node cluster version number is kept in the HACMPcluster
GODM class cluster_version attribute (see “HACMPcluster” on page 20), and
the value of each node is kept in the HACMPnode GODM class version
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attribute (see “HACMPnode” on page 21). The value is set to the current
HACMP/ES version value.

globalname

HACMP/ES V4.3 can combine several networks into one global logical
network. The global network name is kept in the HACMPnetwork GODM
class globalname attribute (see “HACMPnetwork” on page 21). By using the
global network, you can make a heartbeat ring across routers. This function
supports SP Ethernet environments that use boot installation servers as
routers.

Note that you cannot configure a global network that consists of a mix of
different type networks such as Ethernet and token ring, and IP address
takeover across routers is not allowed. The global network is only used by
Topology Services to decide the heartbeat route.

For more information on global networks refer to 4.2.2.5, “claddnetwork” on
page 63 and 6.1, “Global Network” on page 131.

interfacename

The interface name is the network interface name for each boot, service
(which has no boot adapter), and standby adapter. The value is kept in the
HACMPadapter GODM class interfacename attribute (see “HACMPadapter”
on page 22). It is used to make the machine.Ist file. You cannot specify the
interface value directly; it is stored by HACMP during topology
synchronization automatically.

instanceNum

The instance number is the number of times topology synchronization has
occurred. It is kept in the HACMPtopsvcs GODM class (see “HACMPtopsvcs”
on page 23). Itis increased by +1 when topology synchronization occurs. The
Topology Services running on the HACMP domain has the instance number
that refers to the GODM topology-related synchronized version. When a node
joins a cluster, the instance number of GODM must match the Topology
Services instance value on the other running cluster nodes.

You can get these values by using the odnget or Issrc -1s topsves command.

# odnget HAOMPRt opsvcs | grep i nstanceNum
i nstanceNum = 23

# lssrc -1s topsves | grep | nstance
Qonfiguration Instance = 23
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In this example, topology synchronization has been done 23 times, and the
running Topology Services shows the current GODM topology information.

3.1.4 Topology Services and GODM

28

The Topology Services running on the HACMP domain uses the topology
information in the GODM at start time. At Topology Services start time, the
System Resource Controller (SRC) subsystem calls the
/usr/sbin/rsct/bin/topsvcs script, which creates the machine.lst file and starts
the Topology Services daemon. In order to get the necessary information
from GODM, the script uses such HACMP commands as cl | sif and the AIX
odnget command.

Following is an example of a machine.lst file. It contains information about the
instance number, the node handle, the network interface name, IP addresses,
and so on. The file name is
/var/ha/run/topsvcs.CLUSTERNAME/machines.CLUSTERID.Ist. In this
example, the CLUSTERNAME is clusterb and CLUSTERID is 2.

# cat /var/hal/run/topsvcs. cl ust er b/ nachi nes. 2. | st
*| nst anceNunber =23
*confi gl d=1936237799
*I TS real nsHAQWP
*I TS Enabl el PAT
TS Frequency=1
TS Sensitivity=4
TS F xedPriority=38
TS LogLengt h=5000
Network Nane et hernet2_0
Network Type et her
*ITS Sensitivity=4
*Node Type Address
1enl 80.7.6.10
3 en0 80.7.6.20
*I Servi ce Address=80.7.6.1
*|I Servi ce Address=80.7.6.7
Network Nane ethernet2_ 1
Network Type et her
*1TS Sensitivity=4
*
*Node Type Address
len2 80.9.9.1
3enl 80.9.9.2

1
1
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3.2 Daemons

The group names of the RSCT daemons belonging to the PSSP domain all
start with the letters ha. The following command combination lists all of these
daemons:

#lssrc -a| grep ha

hat s hats 11874 active
hags hags 8942 active
hagsgl sm hags 13380 active
haem haem 11192 active
haenai xos haem 8274 active

Similarly, the names of the RSCT daemons belonging to the HACMP domain
all end with svcs. The following command combination lists all of these
daemons:

# lssrc -a | grep svcs

topsvcs t opsvcs 5428 active
gr psvcs grpsvcs 5832 active
grpgl sm grpsvces 4584 active
ensves ensvcs 14318 active
enai Xos ensvcs 5972 active

The group name of the HACMP/ES daemons is cluster. The following
command combination lists these HACMP/ES daemons:

# lssrc -a | grep cluster

cl strngr cl uster 15450 active
cl snuxpd cl uster 14014 active
clinfo cl uster 6392 active

There are three daemons newly implemented for HACMP/ES V4.3:
* emsvcs
* emaixos

* haemaixos

The following sections discuss these.
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3.2.1 Event Management

Until HACMP/ES V4.2.2, HACMP/ES shared Event Management with PSSP.
More precisely, the HACMP and PSSP domains shared Event Management.
HACMP/ES V4.3 must run not only on RS/6000 SP nodes but also on
RS/6000s. Therefore, HACMP/ES V4.3 needs its own Event Management.
emsvcs is an Event Management daemon that works only for HACMP/ES
V4.3 and does not communicate to any RSCT daemons belonging to the
PSSP domain, for example, hags.

3.2.2 aixos Resource Monitor

The purpose of the AIX resource monitor is to take values for selected AIX
statistics out of SPMI shared memory and feed that data to the Event
Management daemon through the RMAPI. The resource monitor is needed
as part of the work to make the Event Management daemon as independent
of Performance ToolBox (PTX) as possible. The aixos resource monitor
differs from most resource monitors in that data structures specific to the
resource monitor are included in the Event Management Configuration
Database (EMCDB). In High Availability Infrastructure (HAI), the resource
monitor was an internal resource monitor of the Event Management daemon.
The Event Management daemon uses the configuration data structures
directly in its address space for the entire life of the daemon. The format of
the data structures is intimately tied to the algorithms used by the Event
Management daemon. The configuration database in HAlI Event Management
defines the aixos resource monitor as an internal resource monitor. To aid in
migration and coexistence, it will continue to be defined in the SDR and the
configuration database as an internal resource monitor. The RMAPI and
Event Management daemon for RSCT will internally convert the type internal
to server for this resource monitor. To prevent the hardcoding of a path to the
resource monitor, the resource monitor will be a server type resource monitor
that is not started by the Event Management daemon. The aixos resource
monitor will be controlled by the SRC, and will use the reliable daemon’s
library. emaixos is an AlX resource monitor that works for only HACMP/ES
V4.3, and haemaixos is an AlX resource monitor that works for only PSSP.

3.2.3 Event Management Configuration DataBase (EMCDB)

30

In PSSP environment, Event Management configuration data is loaded into
the System Data Repository (SDR) by the haen oadcf g command. This
command is executed on the Control Workstation by the haenctrl script when
the Event Management subsystem is added. Then the haenctrl script
executes the haentf g command to create an Event Management
Configuration Database (EMCDB), a binary version of the data that is in the
SDR. This EMCDB is placed into a staging area on the CWS. When the EM
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daemons start, the EMCDB is copied from the staging area to a local
directory, if necessary.

For HACMP/ES V4.3, an EMCDB is already created in the rsct.hacmp
installation fileset. The following resource monitors are defined in this
EMCDB:

¢ IBM.PSSP.harmpd
¢ aixos

« Membership

During the configuration of HACMP/ES V4.3, the EMCDB is copied from
/usr/sbin/rsct/install/config/em.HACMP.cdb to
/etc/hal/cfg/lem.domain_name.cdb, where domain_name is the domain name
of the HACMP cluster. When the EM daemon starts in the HACMP domain, it
looks only for a local copy of the EMCDB and does not attempt to copy an
EMCDB from the staging area, even if the version of the local EMCDB does
not match the version string in the EM daemon peer group state.

On an RS/6000 node, you can see only one EMCDB that is for the HACMP
domain:

/# cd /etc/hal/cfg h
#1s -al
total 64
drwwr-xr-x 2 root system 512 Jul 09 13:44 .
drwkr-xr-x 3 root system 512 Jul 02 14:59 ..
-r--r--r-- 1 root haemr m 18268 Jul 02 15: 25 em HAQWP. cdb
-rwr--r-- 1 root haemr m 22 Jul 20 15:35 emclusterb. cdb vers
#cat emcl usterb. cdb vers
887653462, 846074368, 0
. J

On an RS/6000 SP node, you can see two EMCDBs. One is for the HACMP
domain and the other is for the PSSP domain:
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# cd /etc/hal/cfg

#1s -al

total 272

drwwr-xr-x 2 root system 512 Jul 09 13:57 .

drwkr-xr-x 3 root system 512 Jul 07 14:36 ..

-r--r--r-- 1 root haemr m 18268 Jul 20 17: 47 em HAQWP. cdb
-rwr--r-- 1 root haent m 22 Jul 20 15:26 emclusterb. cdb vers
-rwr--r-- 1 root haemrm 100428 Jul 07 14:51 emsp2len0. cdb
-rwr--r-- 1 root haemr m 22 Jul 20 17: 30 emsp2len0. cdb vers

# cat emclusterb.cdb vers
887653462, 846074368, 0

# cat emsp2len0. cdb vers
899417748, 130272768, 0

3.3 Cluster Manager

This section describes the Cluster Manager. It includes Cluster Manager
control flow, initial formation, and so on.

3.3.1 Control Flow

32

The Cluster Manager runs a finite state machine to sequence its processing.
The states and transitions are shown in Figure 6 on page 34. It starts out in
the INIT state and the machine is run given a state and a finite state machine
event (FSM-event). The FSM-event is a Cluster Manager internal transition
trigger and has no relationship to HACMP events or user-defined events. The
FSM-events are shown in the transition arrows in Figure 6 on page 34. Each
state and FSM-event pair results in a new state. After the specified function is
executed, the current state is updated to the next state as shown in Table 2
on page 36.

3.3.1.1 State Diagram

When HACMP/ES starts, the Cluster Manager changes its state to the
STABLE state from the INIT state via the JOINING state, and enters the main
loop waiting for events to run recovery actions.

When recovery events that need to run recovery actions happen, the Cluster
Manager usually changes its state to the VOTING state via the UNSTABLE
state. And the Cluster Manager starts the vote of approve or reject to the
strongest queued recovery event by using VOTE_MSG FSM-event.

Note that the FSM-events and recovery events are not directly related. The
recovery events like TE_JOIN_NODE, TE_FAIL_NODE,
TE_SWAP_ADAPTER are related to the recovery programs. You can see
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them in the /usr/sbin/cluster/events/rules.hacmprd file. Refer to 6.2.3, “The
rules.hacmprd File” on page 141 for more detail.

The Cluster Managers do the recovery program, usually using
RP_RUNNING, BARRIER, and the CBARRIER states. RP_RUNNING is the
event script execute phase, the BARRIER state is the synchronization phase
of the recovery program execution in the cluster, and the CBARRIER state is
the synchronization phase after the recovery program ends in the cluster.
Refer to 6.2.2, “The Recovery Program” on page 139 for more detail.
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BAD_STAT
JOIN_MSG

VOTE_MSG @

TIMEOUT JOIN_DONE

JOIN_FAIL

NO_EVENTS

CBARRIER_DONE

CBARRIER_MSG

VOTE_MSG
BAD_STAT_DONE

RP_FAILED

END_STEP

BARRIER_MSG
BARRIER_DONE

BARRIER

BAD_STA

Figure 6. Cluster Manager State Diagram

3.3.1.2 State Transition Table

The Cluster Manager contains functions to run a finite state machine (FSM)
based on the state transition table shown in Table 2 on page 36. From the
CURRENT STATE and FSM-EVENT pair, the Cluster Manager executes the
specified function. Then the state is updated to the NEXT STATE field in the
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table. The * matches any state or FSM-event. The = represents the same
(current) state.

Table 1. Cluster Manager State Transition Table (1 of 2)

CURRENT STATE | FSM-EVENT NEXT STATE
DONE * =

* QUIT DONE

INIT BAD_STAT DONE

INIT JOIN_MSG JOINING
JOINING JOIN_FAIL DONE
JOININIG JOIN_DONE STABLE
STABLE NEW_EVENT UNSTABLE
STABLE VOTE_MSG UNSTABLE
STABLE BARRIER_MSG =

STABLE CBARRIER_MSG =

STABLE TIMEOUT VOTING
UNSTABLE TIMEOUT VOTING
UNSTABLE VOTE_MSG VOTING
UNSTABLE NEW_EVENT =
UNSTABLE BARRIER_MSG =
UNSTABLE CBARRIER_MSG =

VOTING TIMEOUT =

VOTING BARRIER_MSG =

VOTING CBARRIER_MSG =

VOTING VOTE_MSG =

VOTING VOTE_FAIL UNSTABLE
VOTING VOTE_DONE RP_RUNNING
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3.3.2
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Table 2. Cluster Manager State Transition Table (2 of 2)

CURRENT STATE | FSM-EVENT NEXT STATE
RP_RUNNING NEW_EVENT =
RP_RUNNING BARRIER_MSG BARRIER
RP_RUNNING BAD_STAT RP_FAILED
RP_RUNNING CBARRIER_MSG CBARRIER
RP_RUNNING END_RP CBARRIER
BARRIER NEW_EVENT =

BARRIER BARRIER_MSG =

BARRIER BARRIER_DONE RP_RUNNING
RP_FAILED NEW_EVENT =

RP_FAILED CBARRIER_MSG =

RP_FAILED BARRIER_MSG =

RP_FAILED BAD_STAT DONE | RP_RUNNING
CBARRIER NEW_EVENT =

CBARRIER CBARRIER_MSG =

CBARRIER CBARRIER_DONE | STABLE
CBARRIER NEXT_EVENT UNSTABLE

Initial Cluster Formation

This section describes the steps taken by the HACMP/ES Cluster Manager
when the user starts it. It shows Cluster Manager state changes, and how the
HACMP/ES Cluster Manager interacts with Group Services.

In this scenario, the user starts up the Cluster Manager on Node A first, then
starts up the Cluster Manager on Node B.
1. INIT state (Node A)

The HACMP/ES Cluster Manager is started on Node A.

When the HACMP/ES Cluster Manager starts on a node, it starts in the
INIT state. See “Cluster Manager State Diagram” in Figure 6 on page 34.
If there is an error in reading the configuration or allocating memory for
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data structures, the Cluster Manager enters the DONE state and
terminates.

The HACMP/ES Cluster Manager registers with Group Services and
creates the CLSTRMGR_xxx provider group. The provider group name
will be the string CLSTRMGR__ concatenated with the HACMP Cluster ID
assigned by the administrator when the cluster was configured. This will
allow multiple clusters within a single Group Services domain and
namespace. If no HACMP/ES configuration is found on a node, the
HACMP/ES Cluster Manager exits with an error message. If the GODM
configuration indicates HACMP/ES has network adapters to monitor, it
subscribes to those Group Services adapter groups. Node A is ready to
join the provider group and sends a join request to Group Services.

. JOINING state (Node A)

Once the join request is sent to Group Services, the Cluster Manager
enters the JOINING state. It joins its Group Services provider group using
a multiphase join protocol. Refer to 4.2.3.11, “hagsvote” on page 85 for
more information on protocols. During the join protocol, Node A sends the
state of its adapters to the running cluster (there is none in this case) and
the running cluster sends the state of its adapters to the joining node
(Node A in this case). If there are many nodes trying to join a cluster at the
same time, any node within the established cluster will not allow the join
until their event queue is empty for a time-out period (30 sec. +(10 *
nodehandle milliseconds)).

. STABLE state (Node A)

When Group Services notifies the Cluster Manager of its membership in
the group, the Cluster Manager enters the STABLE state.

. UNSTABLE state (Node A)

The Cluster Manager puts its join event on the event queue. Once an
event goes on the event queue, the Cluster Manager enters the
UNSTABLE state.

. VOTING state (Node A)

The Cluster Manager waits for a time interval for the queue to stabilize,
and then enters the VOTING state. A two-phase event voting protocol is
initiated to reach consensus on the next event to process.

. RP_RUNNING state (node_up.rp phasel) (Node A)

The node_up event for Node A is voted to be the next event to process
and Node A enters the RP_RUNNING state and executes its node_up
recovery program (node_up.rp). The node_up recovery program usually
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runs the node_up event script on the other nodes first (there are none in
this case).

The phase number used in this discussion and the node_up recovery
program (node_up.rp) structure are shown in Table 3 on page 38. Refer to
6.2.2, “The Recovery Program” on page 139 for more details.

This RP_RUNNING state is related to phase 1 in this table, and the next
step BARRIER state is related to phase 2, and so on.

Table 3. Phase Number and node_up Recovery Program Structure

Phase Node Set Recovery Command Expected Status
1 other node_up event script 0
2 barrier
3 event node_up event script 0
4 barrier
5 all node_up_complete event script X

7. BARRIER state (node_up.rp phase2) (Node A)

The node_up recovery program encounters the barri er command, which
causes the Cluster Manager to enter the BARRIER state and a two-phase
barrier protocol is initiated. In this case, there is only one node, so the
barrier protocol does not wait for the other nodes.

8. RP_RUNNING state (node_up.rp phase3) (Node A)

When the barrier protocol is complete, the Cluster Manager enters the
second RP_RUNNING state. The node_up recovery program runs the
node_up event script on the local node. This script causes the local node
to claim all of the resources (except application server) for which it is
configured.

9. BARRIER state (node_up.rp phase4) (Node A)

The node_up recovery program encounters the barri er command again
and the Cluster Manager enters the BARRIER state.

10.RP_RUNNING state (node_up.rp phase5) (Node A)

When Group Services indicates the barrier protocol is complete, the
Cluster Manager enters the RP_RUNNING state and runs the
node_up_complete event script. This script causes the local node to claim
application server resources for which it is configured.

11.CBARRIER state (Node A)
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When the end-of-file is encountered in the recovery program, the Cluster
Manager enters the CBARRIER state and runs a two-phase cbarrier
protocol.

12.STABLE state (Node A)

When the cbarrier protocol is complete the Cluster Manager enters the
STABLE state if the event queue is empty; otherwise it enters the
UNSTABLE state.

At this point, Node A has started. The next steps are the joining procedure of
the other node (Node B):

13.INIT state (Node B)
The Cluster Manager is started on Node B in the INIT state.
14.JOINING state (Node B)

It registers with Group Services and joins the CLSTRMGR_xxx provider
group. Once the join request is sent to Group Services, the Cluster
Manager enters the JOINING state.

If the GODM configuration indicates HACMP has network adapters to
monitor, it subscribes those to Group Services adapter groups. If there is
an error in reading the configuration or allocating memory for data
structures, the Cluster Manager enters the DONE state and terminates.

15.STABLE state (Node B)

When Group Services notifies the Cluster Manager of its membership in
the group, the Cluster Manager enters the STABLE state.

16.UNSTABLE state (Node B)

When the Cluster Managers on Nodes A and B complete the join protocol
for Node B, Node B adds a join event for itself to its event queue and
enters the UNSTABLE state.

17.VOTING state (Node B)

After the event queue stabilizes, the Cluster Manager on Node B enters
the VOTING state and initiates a two-phase voting protocol between
nodes A and B.

18.UNSTABLE, VOTING state (Node A)

Node A enters the VOTING state via the UNSTABLE state when it is
notified that a Voting protocol has been initiated.

19.RP_RUNNING state (node_up.rp phasel) (Node A,B)
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The node_up event for Node B is voted the next event to process and the
Cluster Managers on both nodes enter the RP_RUNNING state and
execute the node_up recovery program (node_up.rp). The node_up
recovery program runs the node_up event script on all nodes in the
membership before Node B joined (Node A in this case). The shell scripts
run by the recovery program may release resources currently held by
Node A, if both are in the resource chain for one or more resources and
Node B has a higher priority for any of the resources.

20.BARRIER state (node_up.rp phase?) (Node A,B)

The node_up recovery program encounters a barri er command, which
causes the Cluster Manager to enter the BARRIER state and initiates a
two-phase barrier protocol with all nodes, which in turn causes all nodes to
wait until everyone reaches the barri er command in the recovery
program.

21.RP_RUNNING state (node_up.rp phase3) (Node A,B)

When the barrier protocol is complete, the Cluster Manager enters the
second RP_RUNNING state. The Cluster Manager on Node B executes
the node_up recovery program, which runs the node_up event script. This
node_up event script causes Node B to claim all of the resources (except
application server) for which it is configured.

22.BARRIER state (node_up.rp phase4) (Node A,B)

A barrier command is encountered, resulting in another two-phase barrier
protocol and state transitions as previously described.

23.RP_RUNNING state (node_up.rp phase5) (Node A,B)

The state transitions are as previously described, leaving all nodes in the
RP_RUNNING state. The node_up recovery program executes the
node_up_complete event script on all nodes. This script causes the local
nodes to claim the application server resources for which it is configured.
In this case Node B claims its application server resources.

24.CBARRIER state (Node A,B)

The end-of-file is reached in the node_up recovery program. The Cluster
Manager enters the CBARRIER state and runs a two-phase cbarrier
protocol.

25.STABLE state (Node A,B)

When the cbarrier protocol is complete, the Cluster Manager enters the
STABLE state if the event queue is empty, otherwise it enters the
UNSTABLE state.
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At this point, all resources configured for either or both Node A and Node B
are available to cluster clients.

If the Cluster Manager on Node N started, it would follow steps 13 to 25.

The Cluster Manager leaves messages in the /tmp/clstrmgr.debug file. You
can trace the state of the Cluster Manager by this file. For more details about
this file, refer to 4.1.2.4, “The /tmp/clstrmgr.debug File” on page 53 and 5.6,
“Cluster Manager” on page 116.

3.3.3 Node Departure

The Cluster Manager uses Group Services to keep track of the status of
nodes within the cluster. If a node fails or the Cluster Manager on the node is
stopped purposefully, Group Services detects this and a multi-phased
protocol is initiated. Then the peer nodes take the necessary actions to get
critical applications up and running and to ensure that data remains available.

3.3.3.1 User-Controlled Stops
You can stop the HACMP/ES Cluster Manager in two different ways:

Graceful The Cluster Manager sends a message to the
other nodes indicating this is a graceful down. It
shuts down after the last phase
node_down_complete event script has run and the
node has released its resources. The surviving
nodes do not take over these resources.

Graceful with Takeover The Cluster Manager shuts down after the last
phase node_down_complete event script has run
and the node has released its resources. The
surviving nodes take over these resources.

3.3.3.2 Node Failure

When a node fails, the Cluster Managers on the surviving nodes recognize
that the node_down has occurred when Group Services initiates a
membership protocol and they execute the node_down recovery program.

3.3.4 Node Rejoining the Cluster

When a node rejoins the cluster, the Cluster Managers running on the

existing nodes recognize a node_up event when Group Services initiates a
membership protocol. All nodes, including the rejoining node execute their
node_up recovery programs, which program runs the node_up script on all
nodes except the rejoining node, to acknowledge that the returning node is
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up and to release any resources belonging to it. The returning node then runs
its node_up script so it can resume providing cluster resources. Whether or
not resources are actually released in this situation depends on how the
resources are configured for takeover.

3.4 User-Defined Events

42

This section is intended to give you a brief overview of user-defined events.

An HACMP cluster is event driven. In HACMP/ES you have two kinds of
events: predefined events and user-defined events. The predefined events
are triggered by Group Services. These events are part of the installation
code and their function is the same as in HACMP for AlX. User defined
events are only available in HACMP/ES. These events are triggered by the
Event Management subsystem.

When an event occurs, the following steps are processed:

1. Group Services or Event Management notifies the cluster manager.
* Group Services handles the predefined events
« Event Management handles the user-defined events

2. The Cluster Manager uses the information in the rules.hacmprd file to map
the recovery actions to the event.

3. The Cluster Manager executes the scripts specified in the recovery
program file.

4. The Cluster Manager receives the return codes and compares them with
the values in the recovery program file.

5. When the last script mentioned in the recovery program file has finished
on all cluster nodes, the cluster manager is able to handle the next event.

When you start the first node (HACMP start) in your cluster, this node is be
the subscriber node to Event Management. All the other nodes will not
subscribe to Event Management again. The only exception is that if the first
node dies the second one becomes the subscriber node to Event
Management.

If an event happens on a node (in this case not the subscriber node), the
following steps happen. The flow is also shown in Figure 7 on page 43.

1. The Resource Monitor detects the event (problem) and sends an event to
the Event Manager.
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. The Event Manager receives the event and sends it to the Event Manager

of the node where the subscription for this event is.

. The Event Manager on the subscriber node receives it and sends it to the

HACMP/ES Cluster Manager.

. The HACMP/ES Cluster Manager receives it and communicates it to the

other Cluster Managers.

. Each Cluster Manager reads the Recovery Program file for this event and

executes the necessary scripts.

Node X

Ewent
M=nzorme nt

HAZMP ES

Event node Event Management
subscriber nede
Event Event
Mznzgzrne rit Mznzgerme nt
HAGMP ES | HACHF ES |
Gluster Manzger | Glustar Manager |
Resoumea Rieszoery
Monior Progrsam
(oo e | ) (o

S luster Mansger

Figure 7. User-Defined Event Detection

Component Design

For more details about the rules.hacmprd file, recovery programs, and script
files, refer to 6.2, “User-Defined Events” on page 138.
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Chapter 4. Log Files and Commands

This chapter describes useful log files and commands to better understand
IBM HACMP Enhanced Scalability (HACMP/ES) V4.3 and IBM RS/6000
Cluster Technology (RSCT).

4.1 Log Files

This section describes the different log files used by HACMP/ES V4.3,
making a distinction between the log files that are common with HACMP for
AIX and those that are specific to HACMP/ES.

The first approach to diagnosing a problem affecting a cluster is to examine
the log files. It is important to understand that every component (AlX,
Topology Services, Group Services, Event Management, and HACMP/ES)
has its own log files.

Every time a problem occurs on an HACMP/ES V4.3 cluster, it is the
responsibility of the system administrator to save all the relevant log files and
eventual core files from all cluster nodes and provide them to the IBM support
personnel. In order to save disk space, many log files are removed by
HACMP/ES on a regular basis, so it is very important to save them
immediately after the problem has occurred.

Note: When a problem occurs in HACMP/ES V4.3, often many commands in
the same event shell script will fail, generating multiple error messages. The
system administrator must always debug a problem by scanning the log file
from the top to the bottom. Most of the time the errors found at the end of the
file are just a consequence of the first, original problem at the top of the log
file.

Chapter 5, “Problem Determination” on page 89 shows some real HACMP/ES
problems and how to debug them looking at the log files presented in this
section.

4.1.1 Log Files in Common with HACMP for AIX

HACMP/ES V4.3 and HACMP for AIX V4.3 have in common the following log
files:

e /tmp/hacmp.out
« /var/adm/cluster.log

« /usr/sbin/cluster/history/cluster.mmdd
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e /tmp/cspoc.log
e /tmp/emuhacmp.out

e System Error Log

In the following sections we examine these files and describe the kind of
information that is written inside each one.

4.1.1.1 The /tmp/hacmp.out Log File

As with all previous versions of HACMP for AlX, /tmp/hacmp.out is the
primary log file to look at when you suspect a problem related to one of its
event shell scripts. By default, all shell scripts have the Debug Level set to
High, which means activating the set -x command at the beginning of the
Korn shell script. We strongly recommend that you leave the Debug Level set
to High, as shown in Figure 8 on page 46:

Change/ Show Run Tine Paraneters
Type or select values in entry fields.
Press Enter AFTER naking al |l desired changes.
[Entry Fields]
Node Nane sp21n13
Debug Level hi gh
Host uses NS or Nane Server fal se
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=I nage
Fo=Shel | F10=Exi t Ent er =Do
= J

Figure 8. HACMP/ES Runtime Parameters

In addition to the /tmp/hacmp.out file, which refers to the current day,
HACMP/ES V4.3 also maintains a copy of /tmp/hacmp.out of the last seven
days: /tmp/hacmp.out.1 contains debug information from the previous day,
/tmp/hacmp.out.2 from two days ago, /tmp/hacmp.out.3 from three days ago
and so on. The shell script /usr/sbin/cluster/utilities/clcycle, executed
automatically from crontab every night, is responsible for renaming these
files.
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4.1.1.2 The /var/adm/cluster.log File

The /var/adm/cluster.log file provides a high-level view of the event shell
scripts executed by the cluster manager. HACMP/ES V4.3 writes two lines in
this file for every event it executes. The first line is logged when an event
starts its execution, and it contains the string EVENT START plus additional
information, while the second line is logged when the event has finished. If
the event shell script has completed without any errors, the Cluster Manager
logs EVENT GOMPLETED. If the shell script does not exit with a return code of
zero, then HACMP/ES logs EVENT FA LEDinstead.

During the installation of HACMP/ES V4.3, the file /etc/syslogd.conf is
updated with new entries in order for the syslogd daemon to write additional
debug and information messages in cluster.log, as shown in Figure 9 on page
47

~
/# tail /etc/syslog. conf

# nail.debug [ usr/ spool / ngueue/ sysl og

# *.debug / dev/ consol e

# *.ocrit *

daenon. not i ce [/ var/ adm SP ogs/ SPdaenon. | og

# HAOW/ ES for AX Oitical Messages fromHAOW ES for A X
local O.crit /dev/consol e

# HAOW/ ES for AIX Informational Messages fromHAOMY ES for A X
local 0.info /usr/admicl uster. | og

# HAOW ES for Al X Messages fromQ uster Scripts

user.notice /usr/adnicl uster.|og

Figure 9. The /etc/syslog.conf File

The file /var/adm/cluster.log can become quite large after HACMP/ES has
been running for some time. It is the responsibility of the system administrator
to clean it out periodically.

Figure 10 on page 48 is an example of the cluster.log file.
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# pg /var/adnicl uster.| og

Jul 9 13:34:44 sp21nl3 HAQW for AlX BEVENT START: node_down sp21nl3 gracef ul
Jul 9 13:34: 44 sp21nl3 HAQWP for Al X EVENT START: node _down | ocal rgl3

Jul 9 13:34: 44 sp21nl3 HAQW for AlX EVENT START: rel ease_vg fs

Jul 9 13:34:45 sp21nl3 HAQWP for AlX EVENT COMPLETED rel ease vg_fs

Jul 9 13:34: 45 sp21nl3 HAQWP for Al X BEVENT COMPLETED node_down_| ocal rgl3

Jul 9 13:34: 45 sp21nl3 HAQWP for Al X BEVENT COMPLETED node_down sp21nl3 gracef

ul

Jul 9 13:34: 45 sp21nl3 HAQWP for Al X EVENT START: node_down conpl ete sp21nl3 g
racef ul

Jul 9 13:34: 46 sp21n13 HAOWP for ALX EVENT START: node_down_| ocal _conpl ete

Jul 9 13:34:46 sp21nl3 HAQWP for AlX BEVENT COMPLETED node_down_| ocal _conpl et e
Jul 9 13:34: 46 sp21nl13 HAQWP for AlX EVENT GOMPLETED node_down_conpl et e sp2ln
13 graceful

Figure 10. The /var/adm/cluster.log File

4.1.1.3 The /usr/shin/cluster/history/cluster.mmdd File

The system creates a cluster history file for every day of the month that event
shell scripts have been executed. Each file is identified by its file name
extension, where mm indicates the month and dd indicates the day. The
contents of this file are basically identical to the contents of the
/var/adm/cluster.log file.

This file can become useful in case there is a need to look at what occurred to
the cluster a long time back. However, HACMP/ES V4.3 does not periodically
remove the old cluster.mmd(d files; that is a system administrator
responsibility in order to preserve disk space.

4.1.1.4 The /tmp/cspoc.log File

The Cluster Single Point of Control facility (C-SPOC) logs its output and error
messages in the file /tmp/cspoc.log, which is file is only created on the cluster
node where the C-SPOC command is invoked.

4.1.1.5 The /tmp/emuhacmp.out File

HACMP/ES V4.2.2 has introduced a new functionality called Event
Emulation, which allows the system administrator to emulate specific cluster
events. To emulate a cluster event means that the cluster manager runs the
event shell script by just emulating the commands, without actually executing
them. The log file /tmp/emuhacmp.out is a text file residing on the node from
which the HACMP/ES Event Emulator was invoked. The file contains
information from log files generated on all nodes in the cluster. When the
emulation is complete, the information in these files is transferred to the
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/tmp/emuhacmp.out file on the node from which the emulation was invoked,
and all other files are deleted.

The example that follows shows the SMIT menu to simulate the event
fai| _standby for the standby adapter called n13_st dby on cluster node
sp21n13.

4 ™
Enl ate Fail Sandby Bvent
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]
* Node Narre [ sp21n13] +
* | P Label [n13_st dby] +
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=I nage
Fo=Shel | F10=Exi t Ent er =Do
N /

When the event emulation is finished, the /tmp/emuhacmp.out file contains
log information of all cluster nodes, in our case sp21nl13 and sp21nl5, as
shown in the next screen:
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R s

******************SI’MT G E\AJ_A'I'I O\I Fm m Sp21n13***************

R R

Jul 16 10:48:58 BEVENT START: fail_standby sp21nl13 nl3 st dby

+ set -u

+ + dspnsg scripts.cat 335 Adapter nl3 stdby is no | onger available for use as a
standby,\n due to either a standby adapter failure or |P address takeover.\n nl
3 stdby

MBG=Adapt er n13 stdby is no | onger available for use as a standby,

due to either a standby adapter failure or | P address takeover.

+ /bin/echo Adapter nl13 stdby is no |onger available for use as a standby, due t
o either a standby adapter failure or |IP address takeover.

+ 1> / dev/ consol e

+exit O

Jul 16 10:48:59 EVENT QOMPLETED fail _standby sp21nl3 nl3 st dby

e R
***************E\D G E\,{LA'I‘I O\l Fm ’\DI szlnls‘k******************
e

EE RS R R e RS R R RS R R R R R R R R

Fkok ok kk ok kkkxkkkxxx GTART (F BEMULATI ON FCR NCDE Sp21n15***************

EE RS e e S R R R R R R R R R R R R

Jul 16 10: 48: 59 EVENT START: fail_standby sp2inl3 nl3 stdby

+ set -u

+ + dspnsg scripts.cat 335 Adapter nl3 stdby is no | onger available for use as a
standby,\n due to either a standby adapter failure or |P address takeover.\n nl
3 stdby

MBG=Adapt er n13 stdby is no | onger available for use as a standby,

due to either a standby adapter failure or | P address takeover.

+ /bin/echo Adapter nl3 stdby is no longer available for use as a standby, due t
o0 either a standby adapter failure or |IP address takeover.

+ 1> / dev/ consol e

+exit O

Jul 16 10: 48: 59 EVENT QOMPLETED fail _standby sp21n13 nl13_stdby

EEE R R R R R R RS RS R R R R R R R R R

Fxkkxxkxxkxxxxx END (F EMULATI ON FCR NODE Sp21n15*******************

EE R R R R R R S RS R RS R R R R R R

- /

4.1.1.6 System Error Log

The HACMP/ES V4.3 messages in the System Error Log follow the same
format as that used by other AIX subsystems. In case of problems, the
topsvcs, grpsvcs, and emsvcs daemons write entries in the System Error Log.

4.1.2 Log Files Specific to HACMP/ES V4.3

HACMP/ES V4.3 has these additional log files that are typically used by
Topology Services, Group Services, and Cluster Manager:

50 HACMP Enhanced Scalability Handbook



« /var/hal/log/topsvcs
« /var/hal/log/grpsvcs
« /var/hal/log/grpglsm
e /tmp/clstrmgr.debug

One important thing to remember is that under certain conditions the topsvcs,
grpsvcs, or grpglsm may core dump. The core file is placed in the directory
under /var/ha/run/topsvcs.clustername for topsvcs, under
Ivar/ha/run/grpsvcs.clustername for grpsvces and under
/var/hal/run/grpglsm.clustername for grpglsm, where clustername is the
cluster name used during HACMP/ES V4.3 configuration. The core files are
extremely important when debugging problems and must be provided to the
IBM support personnel in addition to the log files.

In the following sections we examine these files and describe the kind of
information that is written inside each one.

4.1.2.1 The /var/hallog/topsvcs File

First of all, the real file name is not /var/ha/log/topsvcs but rather
/var/ha/log/topsvcs.day.hhmmss.cluster_name, where day is the day of the
month and hhmmss is the hour, minute, and second the file was created.
cluster_name is the HACMP/ES V4.3 cluster name used during the
configuration. This log file contains time-stamped messages that track the
execution of the internal activities of the topsvcs daemon.

This log file is intended to be used mainly by IBM support personnel for
troubleshooting. However, some information can be interpreted quite easily,
as shown in the following example.
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07/10 18:18:00 hatsd[0]: M New Goup |ID = (128.100. 10. 30: 0x85a69314) and is Lh
stabl e.

M Leader is (128. 100. 10. 30: 0x85a69314) .

M Gown Prince is (128. 100. 10. 30: 0x85a69314) .

M/ upstreamnei ghbor is  (2128. 100. 10. 30: 0x85a69314) .

M/ downst ream nei ghbor is (128. 100. 10. 30: 0x85a69314) .
07/10 18:18:00 hatsd[1]: M New Goup I D = (128. 200. 30. 3: 0x85a69315) and is Uhs
tabl e.

M Leader is (128. 200. 30. 3: 0x85a69315) .

M Gown Prince is (128. 200. 30. 3: 0x85a69315) .

M/ upstreamnei ghbor is  (128.200. 30. 3: 0x85a69315) .

M/ downst ream nei ghbor is (128.200. 30. 3: 0x85a69315) .
07/10 18:18:00 hatsd[2]: M New Goup |ID = (192.168. 4. 13: 0x45a69316) and is Uhs
tabl e.

M Leader is (192. 168. 4. 13: 0x45a69316) .

M Gown Prince is (192. 168. 4. 13: 0x45a69316) .

M upstreamnei ghbor is  (192.168. 4. 13: 0x45a69316) .

M downst ream nei ghbor is (192. 168. 4. 13: 0x45a69316) .

v

This information shows how Topology Services builds a ring for each physical
network in order to exchange heartbeats. All the HACMP/ES cluster nodes
connected to the physical network belong to the ring. Each node sends
heartbeats to its downstream neighbor and receives heartbeat from its
downstream neighbor. The Leader is the cluster node in the ring having the
highest IP address and is usually called the Group Leader. The Crown Prince
is the node that takes over the responsibility of the Group Leader when the
Group Leader leaves the ring and has the next highest IP address. For
additional information about the concept of Group Leader, refer to 4.2.3.2,
“Group Leader” on page 66.

4.1.2.2 The grpsvcs Log Files

The grpsvcs daemon creates two log files:
Ivar/hal/log/grpsvcs_X_Y.clustername. The other is called and
Ivar/hal/log/grpsvcs.default.X Y, where X is the HACMP/ES node number, Y
is the instance number and clustername is the cluster name as defined during
the HACMP/ES configuration.

Note: It is important not to confuse the HACMP/ES node number and the SP
node number. The HACMP/ES node number is a number associated with the
cluster node name. The cl handl e -a command shows the correspondence
between each cluster node name and its node number. Refer to 4.2.2.3,
“clhandle” on page 61 for more information on the cl handl e command. The SP
node number is a number assigned to each RS/6000 SP node. The spl stdata
-n command shows the correspondence between each RS/6000 SP node
name and its node number.
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These two files contain time-stamped messages to track the execution of
internal activities of the grpsvcs daemon. They are intended to be used
mainly by IBM support personnel for troubleshooting.

4.1.2.3 The grpglsm Log Files

The grpglsm daemon creates two log files:
/var/hal/log/grpglsm_X_Y.clustername, and /var/ha/log/grpglsm.default.X_Y,
where X is the HACMP/ES node number, Y is the instance number and
clustername is the cluster name as defined during the HACMP/ES
configuration. These two files contain time-stamped messages to track the
execution of internal activities of the grpglsm daemon. They are intended to
be used mainly by IBM support personnel.

4.1.2.4 The /tmp/clstrmgr.debug File

The /tmp/clstrmgr.debug log file contains time-stamped messages generated
by the clstrmgr daemon. When HACMP/ES V4.3 is started on a cluster node,
this is the first file where the Cluster Manager daemon writes information
about its activity. So in case no information is written in the /tmp/hacmp.out
log file after starting the cluster, this file is a good place to look to understand
what is occurring with HACMP/ES.

Every time you start HACMP/ES V4.3, the Cluster Manager daemon creates
a new /tmp/clstrmgr.debug file. In case one already exists, it is saved and
renamed to /tmp/clstrmgr.debug.1.

This log file is intended to be used mainly by IBM support personnel for
troubleshooting. However, some information can be used to know the state of
Cluster Manager. Section 5.6, “Cluster Manager” on page 116 gives you more
information.

4.2 Commands

In this section we look at the various commands and utilities that are
available to administrators which enable them to examine in further detail the
current or changing state of the daemons and clusters involved. Not only do
they provide a greater understanding of how the daemons interact, but in
conjunction with the log files, they provide a means to perform problem
determination.

4.2.1 Commands for AIX

First we look at how existing standard AIX commands can be used to extract
information about the various subsystems running on the system.
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4.2.1.1 The Issrc Command
The | ssrc command can only be issued to daemons or subsystems that are
listed as being controlled by the System Resource Controller (SRC).

The | ssrc command sends a request to the SRC to get status on a
subsystem, a group of subsystems, or all subsystems. It sends a subsystem
request packet to the daemon to be forwarded to the subsystem for a
subserver status or a long subsystem status.

Let us take a look at some sample outputs for the various RSCT components
when using the | ssrc command.

Topology Services Daemon
First we examine the Topology Services daemon (topsvcs).

4 ™
# | ssrc -ls topsvcs
Subsyst em G oup P D Satus
t opsvcs t opsvcs 18342 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernet1 0 [ 0 2 2 S$128.100.10.1 128.100. 10. 3
ethernet1l 0 [ 0] 0x85a6258a 0x85a6276d
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1] 2 2 S128.200.20.2 128. 200. 30. 3

ethernetl 1 [ 1] 0x85a6253c 0x85a6271b
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S 192.168.4.15 192. 168. 4. 15
spet her_0 [ 2] 0x45a6253d 0x45a6271b
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.15 192.168. 14. 15
basecss_0 [ 3] 0x45a6253e 0x45a6271b

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4] 2 2 S140.40.4.15 140. 40. 4. 15
aliascss_0 [ 4 0x45a6258f 0x45a62793
HB Interval =1 secs. Sensitivity = 4 missed beats

2 locally connected dients with Pl Ds:
haend( 3794) hagsd( 6184)

Qonfiguration Instance = 7

Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats

So what does this output tell us?

We can see which subsystem is being interrogated, its current process
identifier (PID) and status, normally shown for all | ssrc output.

Next, we have the daemon-specific information:

Network Name  This is the network label we assigned during the initial
configuration of our HACMP/ES cluster. Each network
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Indx

Defd

Mbrs

St

Adapter ID

Group ID

label has a suffix attached to differentiate between the
current heartbeat networks.

This is the system-assigned index array, which can be
cross-referenced with the current topsvcs log file in the
directory /var/ha/log. Refer to 4.1.2.1, “The
/var/ha/log/topsvcs File” on page 51.

This is the total number of adapters defined to Topology
Services on this network that we would expect to be
heartbeating under normal operation.

This is the actual number of adapters currently
heartbeating on this network.

This is the state of this network, for which valid values are:

S The group is stable. Currently no protocols are
running and no nodes are either joining or being
declared dead.

U The group is unstable. This should be a temporary
state where a new node or adapter is being included
into the group or a node or adapter has been declared
dead and a new group is being declared.

D The local adapter is disabled. This means that topsvcs
knows that it has a locally defined adapter that should
be included in the group, however, it cannot currently
use the local adapter to heartbeat. An example of this
might be when the node is fenced from the switch.

This is the adapter identifier, which, on IP networks, is the
adapter IP address.

This is the group identifier, which is the same value as the
Group Leader’s adapter identifier.

HB Interval, Sensitivity

For each network type we can set the tunable parameters
that will affect the rate at which a change in the group is
detected. In the previous version of HACMP/ES 4.2.2,
when the software only ran on SP systems, the tunables
were controlled through the System Data Repository
(SDR), and were system wide. Now with HACMP/ES 4.3,
we are able to set the parameters for each network type
through HACMP/ES to bring the software in line with
HACMP for AIX, where each Network Interface Module
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(NIM) has an option to set the failure detection rate or

fibrillate count.

Group Services Daemon

Now let us examine the | ssrc output when run against Group Services

(grpsvcs).

-

# lssrc -ls grpsvcs
Subsyst em G oup P D Satus
gr psvcs grpsvcs 6184 active
3 locally-connected clients. Their P Ds:

3794 16692 6062

HA G oup Services donai n information:

Donai n establ i shed by node 2.

Nunber of groups known local ly: 3

Nunber of  Nunber of |ocal

G oup narme providers  providers/ subscribers
csshenber shi p 2 1 0
ha_em peer s 2 1 0
ASTRUR 1 2 1 0

Figure 11. The Issrc Command Against the gipsves Daemon

Again, we first see which subsystem is being examined, that is, grpsvcs.

Next we see that there are three locally connected clients. To understand
what this means, we need to clarify what a client, a subscriber, and a provider

are:
Client A generic term applied to both subscribers and providers.
Provider Any process that is a member of a defined group within the

grpsvcs domain.

Subscriber A process in the domain that requests to monitor a group. It is
notified of group activities but is not a listed member.

Therefore, we have three processes that are either group members or
monitoring the status of a group. The PIDs for the clients are listed, so we can

find out which processes they are.

# ps -ef| egrep "3794| 16692| 6062"| grep -v grep

root 3794 6970 0 10:29:22 - 0:00 haend HAQWP 2 cl uster_a SEONCBUPP
QRT

root 6062 6970 0 10:29:28 - 0:12 /usr/sbin/cluster/clstrngr

root 16692 6970 0 10:29:19 - 0:00 hagsgl snd grpgl sm
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The information displayed next in the | ssrc output tells us which node
established the domain. In this example, node 2 established the domain.
Formerly, with HACMP/ES V4.2.2, the node number listed matched the actual
node number in the SDR. However, since we are now able to include systems
outside of the RS/6000 SP and span multiple RS/6000 SP systems, the node
number no longer matches the SDR node number. Instead, HACMP/ES
allocates incremental node numbers starting at one. These are held in the
HACMPnNode class of the Global Object Data Manager (GODM) and can be
interrogated by the cl handl e command. See “HACMPnode” on page 21 and
4.2.2.3, “clhandle” on page 61 for more details.

At the end of the | ssrc output we see that three groups have been
established. We also have the following fields:

Group name This is the name assigned by Group Services for clients to
use when they wish to join or monitor a group.

Number of providers

Shows the total number of active providers in the domain
for this group.

Number of local providers/subscribers

Lists the number of local providers or subscribers on this
node. In our example we see that each group has one
local provider, which matches the processes we listed. For
example, the local providing process for cssMembership
group is PID 16692 hagsglsmd grpglsm. We cannot
directly determine this association at this stage. However,
we will look at how this can be achieved with the hagscl
and hagsgr commands. Refer to 4.2.3.6, “hagscl” on page
69 and 4.2.3.7, “hagsgr” on page 73 for more detail.

Switch Daemon
Another | ssrc output that may be useful is when it is run against the switch
daemon (grpglsm), as follows:

4 N
# lssrc -1s grpgl sm
Subsyst em G oup P D Satus
grpgl sm grpsvces 14332 active
Satus infornation for subsystemagrpgl sm
(onnected to Goup Services.
Subscribed: Yes Joined: Yes (MNunber of aliases: 4)
Sni tch device /dev/cssO not currently open on this node.
Swi tch devi ce opened 23 tines, closed 23 tines.
= J
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The basic function that the grpglsm daemon provides is to report locally
whether the node is functioning over the css interface. The grpglsm daemon
subscribes to the Adapter Membership Group cssRawMembership, which is
provided internally by topsvcs, and if it finds that it is locally connected, it
joins the cssMembership group, which we see in the I ssrc -1s grpsvcs
output.

The information listed in the | ssrc output when run against grpglsm is telling
us the current status of the subscription and join, specifically, in the fields
Subscribed and Joined.

The last important piece of information is the number of aliases. This refers to
the total number of IP aliases that grpglsm is attempting to heartbeat over. In
our case, we have the following defined on our node:

# netstat -in -1 css

Nane Mu  Network Addr ess Ipkts lerrs okts Cerrs ol |
cssO 65520 |ink#5 346824 0 322082 0 0
cssO 65520 192.168.14 192.168. 14. 13 346824 0 322082 0 0
cssO 65520 140. 40. 4 140. 40. 4. 13 346824 0 322082 0 0

The same setup applies to the only other node in the cluster, making a total of
four aliases that are currently attempting to heartbeat.

Event Management Daemon
Similar output can also be obtained from the Event Management daemon
(emsvcs) when we run the | ssrc command against it.

Here we see the top of the output from the event management daemon
(emsvcs):

~
( Subsyst em G oup P D Satus
ensves ensves 4038 active
Trace flags set: None
onfiguration Data Base version: 887653462, 846074368, O( SCR
Daenon started on 07/20/98 at 17: 14: 28. 889124864
running 0 days, 23 hours, 44 ninutes and 23 seconds
Daenon connected to group services: TRE
Daenon has j oi ned peer group: TRE
Daenon conmuni cati ons enabl ed: TRE
Peer count: 1
N /
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We see that the output from emsvcs is similar to the output of the grpglsm
daemon when | ssrc was run against it. The emsvcs daemon has connected
to Group Services and has joined its own group, ha_em_peers.

AlIX Operating System Resource Monitor Daemon
Finally, we see the output from the AIX operating system resource monitor
daemon (emaixos):

# lssrc -1s emai xos

Subsyst em G oup P D Satus
enai Xos ensves 4922 active

Trace Level : None

Donai n Type: HAQWP

Donai n Nane: cluster_a

RWA [nitialized: TRE
Data Initialized: TRE
Data Init. Attenpts: 1
Data Init. Delay: 5
Inst. Interval: 600

Inst. Count: 143
SC D 3
Server FD 7
Qass ount: 7
Variabl e Gount : 41

The sample output shows us that the emaixos daemon has correctly
identified that it is running in an HACMP domain and lists the Domain Name
as the original cluster name we specified when configuring HACMP, that is,
cluster_a.

4.2.2 Commands for HACMP/ES

In this section we look at the commands more specific to HACMP/ES. They
reside in the directories /usr/es/sbin/cluster and /usr/es/sbin/cluster/utilities.
For compatibility with HACMP for AlX, symbolic links have been established
to the previous locations under /usr/shin/cluster and /usr/shin/cluster/utilities.

For the most part, the commands that we examine are called from higher
levels, like the System Management Interface Tool (SMIT), and are not
normally executed on their own. However, for the purposes of problem
determination, it is useful to know what the commands being called under the
covers are actually doing.

The specific commands and utilities we examine, which are either new to
HACMP/ES or considered relevant, are:
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* clstat

« clinfo
 clhandle

* clmixver
 claddnetwork
¢ cldomain

« clgetesdbginfo
 cllsgnw

¢ claddcustom

4.2.2.1 clstat
The cl stat utility used for monitoring the status of HACMP clusters is

functionally the same as the previous versions included in HACMP/ES V4.2.2
and HACMP for AIX V4.2.2.

The 32-node support remains the same. Compatibility with previous versions
of HACMP is also maintained.

Further information regarding the cl stat utility can be found in HACMP for
AlX, Version 4.3: Administration Guide, SC23-4279.

4.2.2.2 clinfo
The Client Information Daemon (clinfo) is also functionally coded the same as
the previous versions from HACMP/ES and HACMP for AlX.

Clinfo provides information about the current state of the cluster or multiple
clusters to client applications, for example the cl stat command. Clinfo uses a
shared memory segment to track the topology of specified clusters. It
consists of a daemon that updates the shared memory by communicating
with the Cluster Smux Peer Daemon (clsmuxpd), and an Application
Programming Interface (API) that client applications communicate with to
obtain information about the cluster.

There are two types of broadcast events received by Clinfo:
« Topology Maps
¢ Topology Events
Topology Maps contain information that completely describes a node, while

Topology Events track the transition of the cluster through various states.
States that are tracked include:
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The cluster has become stable.

The cluster has become unstable.

A network has failed.
* An interface on a node has failed.
¢ A node has joined the cluster.
* A node has failed or left the cluster.
* A new primary node has been selected.
The main body of Clinfo is a select() loop that processes incoming events.

During inactive cycles Clinfo calls a context checking function. This function
does one of the following:

« Communicates with at least one node in an "up" cluster to ensure the
cluster has not been lost.

e Attempts to communicate with "down" clusters to determine if they have
become active or reachable.

Currently the daemon allocates a memory segment based on an 8-node
cluster by default. If more storage is required, Clinfo increases the shared
memory segment dynamically. The current upper limits of the segment are:

« Maximum number of clusters is 16.
« Maximum number of nodes within a cluster is 128.

* Maximum number of interfaces per node is 128.

These limits are likely to be increased to accommodate greater than
128-node clusters.

Further information regarding Clinfo can be found in HACMP for AlX, Version
4.3: Administration Guide, SC23-4279.

4.2.2.3 clhandle

The cl handl e command is used to obtain the Cluster Node Handle of the node
it is executed on, or return the Cluster Node Handle associated with a given
Cluster Node Name or vice versa. It can also be used to display the Cluster
Node Handle and Cluster Node Name of all nodes in the cluster
configuration. The Cluster Node Handle is now the field that HACMP/ES V4.3
uses to identify the node. In previous versions HACMP used the node_id field
in the ODM.
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This information is extracted from the HACMPnode and HACMPcluster object
classes of the Global Object Data Manager (GODM), and is required in order
for the user to define instance vectors for user-defined events. Cluster node

numbers will be in the range of 1 to 2048. Refer to “HACMPnode” on page 21
and “HACMPcluster” on page 20, for more detail.

The cl handl e command will be an undocumented command. By which we
mean it will not appear in the InfoExplorer or manual pages and will be
provided on an as-is basis only.

The cl handl e accepts the following flags:

-a Displays every node handle and node name defined in
the cluster.
-C Displays the node handle and node name in colon-

separated output for this node.
-n [nodename] Display the node handle for the specified nodename.
-h [nodehandle] Display the node name for the specified nodehandle.

[no flags] Display the node handle and node name for this node.

The possible return codes are:
Success

10 Failure

4.2.2.4 clmixver

The cl mxver command is a new command that is used to determine if the
local node that the command is executing on is at the same or later level than
the cluster manager that ran the last topology synchronization.

The cl m xver command will also be an undocumented command provided on
an as-is basis only.

The cl mi xver command does not have any flags that can be passed to it, and
has the following return codes:

1 This node is executing a version greater than the version of
clstrmgr that performed the last topology synchronization.

0 This node is executing the same version as the clstrmgr that
performed the last topology synchronization.

-1 An error has occurred. An example could be that the cluster
version is greater than the version running on this node.
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The information concerning the cluster version and the node version is held in
the HACMPcluster and the HACMPnode GODM class. Refer to
“HACMPcluster” on page 20 and “HACMPnode” on page 21, for more detail.

4.2.2.5 claddnetwork

The cl addnet wor k command is a new command in HACMP/ES V4.3. After
configuring the cluster with all of the adapters, the individual subnets of a
network can be combined to create a global network for heartbeat using the
cl addnet wor k command. Therefore, for a global network, when the last
adapter within a subnet goes down, a network down event will not occur.
Likewise, should the first adapter on a subnet of the global network come up,
a network up event will not run.

The concept of a global network was designed most specifically for the SP
Ethernet. It was created for specific situations where, with some larger
configurations, a node in each frame acts as the boot install server (BIS) for
that frame (an example of this can be seen in Figure 12 on page 64). It was
decided, however, not to limit the global network functionality to the SP
Ethernet, as it may be useful on other networks.

The problem we are trying to avoid is a partitioned cluster. If we attempt to
bring all the nodes up at the same time, we may encounter a partitioned
system due to their subnetting. This subsequently means that one of the
partitions, the one with the least number of nodes, will die and have to rejoin
the cluster. The larger the system becomes, the more cumbersome and time
consuming this becomes. If, however, we define the entire SP Ethernet as a
global network, then all nodes will be able to heartbeat to each other, even
over the subnetworks. Ultimately avoiding the partitioned system.

Refer to 6.1, “Global Network” on page 131 for details on the procedure
involved when defining a global network.
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Control Workstation

IP addrs: 192.168.15.xx

netmask: 255.255.255.0 SP ethernet |
|
Boot/Install Boot/Install
Server Server

IP addrs: 192.168.10.xx
netmask: 255.255.255.0
SP Ethernet (subnet)

IP addrs: 192.168.20.xx
netmask: 255.255.255.0
SP Ethernet (subnet)

N N

Frame 1 Frame 2

Figure 12. An Example of a Global Network

The cl addnet wor k command accepts the following flags:

-u local_network[:global_network] Add or remove a global network.

The return codes are:
0 Success

10 Failure

4.2.2.6 cldomain

The cl domai n command is another new command for HACMP/ES V4.3 that is
also undocumented. The command is used to interrogate the GODM,
specifically the HACMPcluster GODM class, to obtain the Cluster Name,
which defines the domain for the HACMP infrastructure. If the command is
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successful, the Cluster Name is displayed, otherwise a non-zero failure code
is displayed.

4.2.2.7 clgetesdbginfo
The cl get esdbgi nf o script is for future use and is not used.

4.2.2.8 cllsghw

The cl I sgnwcommand is a new command with HACMP/ES V4.3 used to
obtain information about local and global networks. The command
interrogates the HACMPnetwork object class to determine the names of the
local and global network names.

The command accepts the following flags:

-a Displays all defined local and global network names.

-C Displays the defined local and global network names
in colon-separated output for this node.

-n [networkname] Displays the defined local and global network names
for the specified networkname.

-g [globalnetwork]  Displays the defined local and global network names
for the specified global network.

4.2.2.9 claddcustom

The cl addcust omcommand existed previously under HACMP for AIX V4.2.2
and HACMP/ES V4.2.2 but was undocumented. This command is used for
adding a custom verification method.

The command accepts the following flags:
-n Verification method name

[-I description]  Verification method description

[-v value] Verification script file name

4.2.3 Commands for RSCT

In this final command section we examine the commands and scripts that are
specific to RSCT. Some of the scripts, in particular the daemon control
scripts, formally resided with the HACMP/ES commands and utilities.
However, since the actual code that is now executing for daemons such as
topsvcs and High Availability Topology Services (hats) is now exactly the
same, but just executing in a separate domain, they are located with the rest
of the RSCT-specific commands.
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Before we examine the commands and scripts in more detail we need to
explain some of the nomenclature we are going to use. We have two terms
that need to be defined, Name Server (NS) and Group Leader (GL).

4.2.3.1 Name Server

Group Services must be able to track all the groups that its clients want to
form. To do this, a group name server is established within a domain. In this
case, each domain’s boundary is defined by the HACMP/ES cluster. There
will be one name server for each domain, responsible for keeping track of all
groups created in that domain.

The node with the lowest node handle is elected as the name server for the
domain. To ensure that only one node becomes the name server, Group
Services waits for Topology Services to inform it which nodes are currently
running. Based on this information, each grpsvcs daemon finds the node with
the lowest node handle. It then compares the value with its own node handle
value and either sends a message to the name server, or awaits messages if
it is the name server.

Once the Group Services domain has been established, requests from client
processes to create, join, or subscribe to groups can be processed.

4.2.3.2 Group Leader

For each group that is registered with Group Services, one of the grpsvcs
daemons is designated as the group leader. Each group leader is responsible
for the following operations within its own group:

¢ Managing the group information, such as membership lists and group
state information.

* Managing the group meta data, such as node addresses and group
protocol information.

The group leader is elected by the first node joining or forming the group.
Subsequent joins form the hierarchy for taking over as the group leader
should it fail. We can see the hierarchy with the hagsng command, which is
examined in more detail in 4.2.3.8, “hagsmg” on page 78. Group Services
maintains replicated data across nodes on which the providers to the group
reside, so that another node is able to take over should the group leader fail.

Now that we have clarified this terminology, we can examine the commands
available. The specific commands and scripts we are going to look at in more
detail are:

* topsvcsctrl
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e grpsvesctrl

* emsvcsctrl

« hagscl

« hagsgr

* hagsmg

« hagsns

* hagspbs

* hagsvote

« hagscounts
e hagsp

* hagsreap

First, we look at the daemon control scripts. An important point to note is that
some of will be familiar with the original control scripts that originated with
IBM Parallel System Support Programs for AIX (PSSP). These were often
used on systems to correct minor problems within the groups and may still be
utilized in this fashion. However, this is not the case for the HACMP/ES V4.3
versions of these scripts. They are called when a change is propagated
through HACMP, and should not be invoked manually; otherwise we may see
some disruptive effect. A typical example of this is: if the topsvcs daemon is
stopped without cluster manager invocation, we no longer receive any
heartbeats and HACMP causes the node to halt.

4.2.3.3 topsvecsctrl

The topsvesctrl script is used to manage the topsvcs daemon as an SRC
subsystem. It is based on the hatsctrl script formerly used in the High
Availability Infrastructure (HAI) or Pheonix Infrastructure that was originally
introduced with PSSP V2.2. The hatsctrl script still exists in RSCT today, but
only manages the Topology Services daemon in the PSSP domain, and its
name is hats.

The topsvesctrl script is called with one or more of the following flags:

-a Add Topology/Group Services

-d Delete Topology Services

-k Stop Topology Services

-C Clean Topology Services

-r Refresh the Topology Services configuration
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-S Start Topology Services
-t Turn on tracing for Topology Services
-0 Turn off tracing for Topology Services

-h|?  This help message

4.2.3.4 grpsvcsctrl

As with the topsvesctrl script, the grpsvesctrl script was originally created in
the PSSP code to manage the Group Services daemon (hags) in the PSSP
domain, called hagsctrl . Again, this script still exists in RSCT but is now used
to manage the Group Services daemon running in the PSSP domain. Hence
the grpsvesctrl script was created to manage the Group Services daemon
(grpsvcs) running in the HACMP domain.

The grpsvesctrl script is called with at least one of the following flags:

-a Add the Group Services subsystem to this partition

-S Start the Group Services subsystem in this partition

-k Stop the Group Services subsystem in this partition

-d Delete the Group Services subsystem from this partition

-C Remove the Group Services subsystem from all partitions (but do
not remove SDR objects)

-u Remove the Group Services subsystem from all partitions

-t Start the Group Services subsystem trace in this partition

-0 Stop the Group Services subsystem trace in this partition

-r Refresh the Group Services subsystem in this partition (currently,
Group Services refresh does nothing)

-b Tell the Group Services subsystem this partition has begun to be
migrated

-g Tell the Group Services subsystem this partition has completed

being migrated

-h Display this usage statement

4.2.3.5 emsvcsctrl

The ensvcsctrl script was, again, originally created in the PSSP code to
control and manage the Event Management daemon (haem) running in the
PSSP domain, called haenttrl . Like the other control scripts, both the
HACMP domain and PSSP domain versions exist in RSCT. The ensvcsctrl|
script manages the Event Management daemon (emsvcs) running in the
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HACMP domain and the AIX Operating System Resource Monitor (emaixos)
as SRC subsystems.

The ensvesctrl script is called with one of the following flags:

-a Add the Event Management subsystem to the HACMP domain

-A Add the Event Management subsystem and AIX OS Resource
Monitor to the HACMP domain

-s Start the Event Management subsystem in the HACMP domain

-k Stop the Event Management subsystem in the HACMP domain

-d Delete the Event Management subsystem from the HACMP
domain

-C Remove the Event Management subsystem from the HACMP
domain

-t Start the Event Management subsystem trace in the HACMP
domain

-0 Stop the Event Management subsystem trace in the HACMP
domain

-r Refresh the Event Management subsystem in the HACMP domain
(currently, Event Management refresh does nothing)

-h Display this usage statement

4.2.3.6 hagscl

The hagscl command is another command that existed previously within
PSSP. However, it was, and still is, undocumented and is provided without
support.

The purpose of this command is to extract further information concerning the
client processes attached to Group Services. If we refer back to the sample
output from I ssrc in Figure 11 on page 56, we see that there are three locally
connected clients and one local provider per group. However, we cannot link
the exact processes directly to the existing groups or obtain any further
information concerning these processes. The hagscl command provides us
with this type of information, for example:
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# hagscl -Is grpsvcs

Qient ntrol |ayer summary:
Nunber of clients connected: 3
Qunul ati ve nunber of clients connected: 3
Total nunber of client requests: 3
Nunber of client hash table conflicts: O

Qient: socket Fd[10] pid[16538] Total nunber of dients: 3
Qient initialized: pid: 16538
ui d/ gi d/ versi on: [0/200/ 4]
client directory: [SuppNane: length: 26 val ue:
/var/ha/run/haemcl uster_a

Nurber of |ocal providers/subscribers: 1/0

Responsi veness information for Aient: socket Fd[ 10] pi d[ 16538]

Type[ type[HA G5 P NG RESPONS VENESS]] interval [ 120] response tine |imt[120]
Checks done/ bypassed[ 56/ 0] | ast Response[ (K ]

Resul t s(good/ bad/ | at e) [ 56/ 0/ 0]

Menbership |ist:
sl ot info
0 [{provider}Menber token[0] Aient: socket Fd[10] pi d[ 16538] Providerld 1/1

Qient: socket K[ 11] pid[ 16144] Total nunmber of dients: 3
Qient initialized: pid 16144
ui d/ gid/version: [0/0/4]
client directory: [SuppNane: |ength: 29 val ue:
/var/ha/run/grpgl smcluster_a

Nurber of |ocal providers/subscribers: 1/1

Responsi veness information for Aient: socket Fd[ 11] pi d[ 16144]

Type[ type[HA G5 P NG RESPONS VENESS]] interval [ 3630] response tine |imt[10]
Checks done/ bypassed[ 1/ 0] | ast Response[ (K] ]

Resul t s(good/ bad/ | ate) [ 1/ 0/ 0]

Menbership |ist:

sl ot info

0 [{subscri ber}Mnber token[0] Qient: socketFd[11] pid[16144]]

1 [{provi der} Menber token[1] Qient: socket Fd[11] pid[16144] Provider!|d[0/1

Qient: socket Fd[12] pid[17008] Total nunber of dients: 3
Qient initiaized: pid 17008
ui d/ gi d/ version: [0/0/3]
client directory: [SuppNane: |ength: 1 val ue:
/

Nunber of local providers/subscribers: 1/2

Menber ship list:

sl ot info

2 [{provider}Menber token[2] Qient: socketFd[12] pid[17008] Provider!d[ 0/1
11

3 [{subscriber}Mnber token[3] dient: socket Fd[12] pi d[ 17008] ]

4 [{subscri ber}Mnber token[4] Qient: socketFd[12] pid[17008]]

.
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In the output we have a number of fields that are of interest. First, we have
the overall summary, similar to that seen in the I ssrc output.

Next, we have the information by each group within Group Services. This
starts with the socket file descriptor (socketFd) and process identifier (PID)
along with the total number of clients for the group. We can also see at this
point which client has initialized. By initialized we mean the client process has
successfully executed the ha_gs_init() subroutine, which is part of the Group
Services Application Programming Interface (GSAPI). All processes that wish
to register with Group Services must call the ha_gs_init() subroutine to set up
a connection with GSAPI and subsequently Group Services. For further
information on the GSAPI subroutines and how to utilize them, refer to
RS/6000 SP High Availability Infrastructure, SG24-4838 or IBM RS/6000
Cluster Technology for AIX: Group Services Programming Guide and
Reference, SA22-7355.

We also see the User Identifier (UID), Group ldentifier (GID) and version
number of the process running, along with the default directory for the
process. It is worth noting here that the UID will always be 0, since only
processes with root authority can make use of the ha_gs_init() subroutine.

Next, we have a summary for the group showing the total number of
subscribers and providers. This entry is followed by the client
responsiveness, which tells us how often GSAPI checks the client for a
response. This is defined when the process registers with GSAPI with the
ha_gs_init() subroutine. Let us take a closer look:

Responsi veness information for dient: socket Fd[ 10] pi d[ 16538]

Type[ type[ HA GS P NG RESPONS VENESS]] interval [120] response tine |imt[120]
Checks done/ bypassed[ 56/ 0] | ast Response[ (K ]

Resul t s(good/ bad/ | at €) [ 56/ 0/ 0]

Note that the process 16538, which happens to be the Event Monitoring
daemon for HACMP, has an interval of 120 seconds between checks, with 56
checks passed so far.

The final part of our output is the membership list. This displays the current
number of groups this client process is providing and subscribing to. For
example:
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2 [{provider}Mnber token[2] Qient: socket Fd[12] pi d[ 17008] Provider!d[ 0/ 1
]

3 [{subscri ber}Menber token[3] Qient: socketFd[12] pid[17008]]
4 [{subscri ber}Mnber token[4] Qient: socketFd[12] pid[17008]]

The output is telling us that PID 17008 is a provider to one group but is also
subscribing to two groups. On its own we cannot gather much information.
However, once we involve the hagsgr command (refer to 4.2.3.7, “hagsgr” on
page 73), we are able to distinguish which groups the client process is
actually subscribed to by using the socketFd and the node number.

The question that may arise is, why would a process be a provider and a
subscriber, and, as in the previous example, more than once?

To answer this question we need to take a look from a higher level. In Figure
13 on page 72, we see an overall schematic of how the different daemons
interact with each other.

emsvcs
CLSTRMGR_1 clstrmgr grpglsm cssMembership
grpsvcs
enMembership topsvcs cssRawMembership
en0 ‘ css0

Figure 13. Interaction of Daemons

The groups listed, enMembership and cssRawMembership, are groups we
have not seen until now. They are known as Adapter Membership Groups,
provided internally by topsvcs. They are subscribed to by the appropriate
daemons, grpglsm for cssRawMembership and cluster manager (clstrmgr) for
enMembership and cssRawMembership. If the local adapters are in the
Adapter Membership Groups, they will join or create their own group,
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cssMembership for grpglsm and CLSTRMGR_1 for clstrmgr. It is these

groups that we see listed in the output from the | ssrc command, that is, the

groups that have a listed process providing to them.

The hagscl command accepts the following flags:
[-h host] [-I] -g group_name Gets group status
[-h host] [-I] -s subsystem_name Gets subsystem status

[-h host] [-I] -p subsystem_pid Gets status by PID

4.2.3.7 hagsgr
The hagsgr command is also an undocumented command that originally
existed for PSSP Group Services. It can be used to display information

concerning the groups within Group Services, their status, and their providers

and subscribers. The command only lists the groups in which the node
specified is a provider, a subscriber, or both.

An example output from hagsgr may look similar to:

# hagsgr -s grpsvcs
Nunber of: groups: 6
Goup slot # [0] Goup nane[ Host Menber shi p] group state[Not Inserted |]
Provi ders[]
Local subscri bers[]

Goup slot # [1] Goup nane[ ha empeers] group state[lnserted |Ide |]
Providers[[1/1][V 2]]
Local subscri bers[]

Goup slot # [2] Goup nane[ cssRawnenber ship] group state[ldl e |]
Providers[ [V 1][3/1][V2][32]]
Local subscribers[[11/1][12/1]]

Goup slot # [3] Goup nane[ cssMenbership] group state[Inserted |Idle |]
Providers[[0/1] [0/ 2] ]
Local subscri bers[]

Goup slot # [4 Goup nane[ enMenber ship] group state[ld e |]
Providers[[2 [0/ [V1[0/2][2/2][V2]]
Local subscri bers[[12/1]]

Goup slot # [5 Goup nane] ALSTRMR 1] group state[Inserted |Idle |]
Providers[[0/1] [V 2]]
Local subscri bers[]

What do each of the fields tell us?
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The group slot is not important - it is an internal index array number not used
externally. This is followed by the group name, which is the external name
that processes wishing to provide or subscribe to must use.

We also have the most important field, the group state, which can have the
following values:

Not inserted This indicates that this group is not active on this node
and therefore should not have any providers or
subscribers.

Insert Pending  This means the node is currently trying to insert into the
group. It has sent the Group Services name server (NS) a
lookup and is awaiting a response, or alternatively the
node has received a response and is waiting to be
inserted into the shadow of the group, known as the meta
group (see “What is a meta group?” on page 78 for more
details). We can use the hagsng or hagspbs commands to
determine which of these we are actually waiting upon.
However, this is a temporary state that under normal
circumstances should not remain.

Inserted This tells us that the group is currently active on the node
specified and may have providers, subscribers, or both. If
the status is inserted, we may also see a further substatus
of the following:

Idle Indicates that a group is not currently running any
protocols.

Running Protocol

Indicates the group is running a protocol. If we use
the command with the long (-I) flag, we can see
which protocol is running. As an example, here we
can see that a sample group we have created, the
SourceGroup, is running a protocol:

# [ usr/ sbi n/rsct/bin/hagsgr -a theSourceGoup -s grpsvcs
Véd Jul 22 15:31:34 EDT 1998
Nunber of: groups: 7
G oup nane[t heSourceG oup] group state[lnserted | Running Protocol |]
Provi ders[]
Local subscri bers[]

If we take the corresponding output from hagsgr
command with long (-1) flag, and examine the
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protocol information, this shows us the following
output:
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Véd Jul 22 15:31: 34 EDT 1998
Nunber of: groups: 7
Information for SGoup: Goup nang[ t heSour ceG oup]

Protocol Manager sunmary i nfornation:

Qurrent count: O

total count: executed approved/ rejected 2/l 1]

failure count: executed/ approved/rejected(explicit/inplicit)[0/0/0(0/0)]
join count: executed approved rejected 1/ 0/ 1]

expel count: execut ed/ approved/rej ect ed[ 0/ 0/ 0]

attribute change count: executed/ approved/ rej ect ed[ 0/ 0/ 0]
| eave count: execut ed/ approved/ rej ect ed[ 0/ 0/ 0]

state change count: execut ed/ approved/ rej ected[ 0/ 0/ Q]

PBM count : execut ed/ approved/ r ej ect ed[ 0/ 0/ 0]

source reflection count: executed/ approved/ rejected] 0/ 0/ Q]
subscri ption count: executed/ approved/ rej ected[ 0/ 0/ Q]
announcenent count: execut ed/ approved/ rej ected[ 1/ 1/ Q]

Qurrently executing protocol : Sloi nProtocol : requested by: [{provider}Mnber tok
en[0] Aient: socketFd[13] pid[9686] Providerld[ 100/ 1]]

SWProtocol : stat e[ Subni tt ed+Execut i ng+Execut i ngPost Br oadcast +Execut i ngNeeds\ot es
+Cont i nui ng)

Pr ot ocol Token[ 7/ 13]

[ proposer: [{provi der} Menber token[O] Qient: socket Fd[13] pi d[ 9686] Provi derld[ 10
0/1]]

][ group: G oup nane[ t heSour ceG oup] ]

Nunber phases[2] this phase[1]

sunmary code[ 0] tine |imt[60]

[Batching al | oned]
Changi ng count [1] local changing count [1] changers renoved count [O]
Have [32] changi ng nenber slots, |ist:
SProvi der (Provi der | d[ 100/ 1] condi ti onal Li st Posi ti on[ Q]
SvSuppMenber: [owned by: Qient: socket Fd[13] pi d[9686]] token[0] status[Notln ]
nane[ Svenber Nane: (mn/ nax) | ength: (1/16) 10 val ue: Sour ceJoi n]
supp ptr: O0x300be7c8 group ptr: O0x300bf288 groupli stPosition: -1 nodeli st Positi
on: -1 Need Vote/ Voted Yet[1/0Q]
\oting Protocol : 0x300c05e8
[votingParticipant])[end SProvider]

Kﬁnnouncement queue: [No entri es]

Figure 14. The hagscl Command Output
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We can see that the current executing protocol is
SJoi nProt ocol , which is obviously a group join
request in progress.

Needs Priming  The node is attempting to become active within the group
and is waiting to find out the current status regarding the
membership and group state values. Again, during normal
operations this is a temporary state.

Waiting for BroadcastSent
The node is currently sending a broadcast.
Resending Requests

The group’s Group Leader (GL) has failed, and Group
Services is currently in recovery status moving to a hew
GL.

The last piece of information supplied to us for each group, is the subscriber
and provider information. This is the point at which we can link up the
information seen from the hagscl output in Figure 14 on page 76.

The providers are listed as:

[ provider_instance_number / provider_node_number ]

The provider_instance_number is specified by the client process when it joins
the group, and the provider_node_number is the HACMP node number that
the client process is running on.

The providers are listed in the order that they joined the group. Therefore, the
oldest is first and the youngest last.

The local subscribers are listed as:

[ socket_file_descriptor / subscriber_node_number ]

The socket file descriptor is the Group Services daemon socket file descriptor
that connects to the client process that subscribed to the group. This will
match the socketFd listed in the output from hagscl for the same node.
Thereby, providing a means to determine which process is subscribing to
which group. The subscriber node number is, again, the HACMP node
number on which the subscribing process is running.

We can also see from the output that we are Inserted into the three groups
that were originally displayed in the I ssrc -1s grpsvcs output in Figure 11 on
page 56: the ha_em_peers, cssMembership and CLSTRMGR_1 groups.
Each of these groups has one provider process for each node in the cluster.
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For the two groups that we are not Inserted into, we have a number of
providers for each node. As previously mentioned, these providers come
internally from Topology Services and are defined by the number of networks
we configure to HACMP. As an example, let us look specifically at the
enMembership group information:

Goup slot # [4 Goup nane[ enMenber shi p] group state[ld e |]
Providers[[2/1][0/1][1/1][0/2][2/2][1/2]]
Local subscribers[[12/1]]

This shows that we have three provider instances on each node in the cluster.
We can match this information with the local Ethernet-specific information
provided from the | ssrc output on Topology Services:

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernet1 0 [ 0 2 2 S128.100.10.1 128. 100. 10. 3
ethernetl 0 [ 0] 0x85a6258a 0x85a6276d
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1] 2 2 S128.200.20.2 128. 200. 30. 3

ethernetl 1 [ 1] 0x85a6253c 0x85a6271b
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her _0 [ 2] 2 2 S192.168.4.15 192.168. 4. 15
spet her_0 [ 2] 0x45a6253d 0x45a6271b

HB Interval =1 secs. Sensitivity = 4 missed beats

We have three networks listed, hence three heartbeating networks and our
three providers from Topology Services to Group Services.
The hagsgr command accepts the following flags:

[-h host] [-]] [-a argument] -g group_name Gets group status

[-h host] [-I] [-a argument] -s subsystem_name Gets subsystem status

[-h host] [-I] [-a argument] -p subsystem_pid  Gets status by PID

4.2.3.8 hagsmg
The hagsng command is another command that existed undocumented in
PSSP. It is used to list all the meta groups and the nodes that belong to them.

What is a meta group?

A group and a meta group are ultimately one and the same. However, they
may appear very different depending on how they are viewed. There are two
ways to view a group: from the client level or from the Group Services level.

HACMP Enhanced Scalability Handbook



In Figure 15 on page 79 we see how the different layers of IBM RS/6000
Cluster Technology (RSCT) interact with each other.

Client A Client B Client C Client layer

meta - meta - meta
group group group

Group Services
layer

Topology services
layer

Figure 15. The Layers of RSCT

When we refer to clients in Figure 15 on page 79, we mean any process that
is a provider or subscriber to a group in Group Services, for example the
cluster manager for HACMP/ES.

When we view the group from the client layer, with commands such as I ssrc,
we only see the information relevant to that layer. Again, this is why we do not
see information concerning the default groups provided by Topology
Services.

For each client group spread across the nodes, we have an equivalent meta
group in the Group Services layer. The meta group has two components, the
list of nodes that belong to the group, managed by the meta group layer, and
a reliable broadcast message stream, which includes notifications, join
requests and so on, managed by the Pheonix Broadcast System (PBS). This
information is replicated across all members of the group, so that should the
group leader fail, another member will be able to take over with minimum
disruption. The group state is not managed by the meta group, it is managed
in the client layer.

It is worth noting that only groups where the node, queried with the hagsng
command, has been inserted, are displayed.

A sample output from using the hagsng command is shown here:
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hagsng -s grpsvcs

1 csshenbership: 1 2

1 ha_empeers: 1 2

1 ASTRMR 1 12

NI ZtheNaneServer XY: 1.8 2.15
N

#
1
2.
3.
0.
0.N | theGROHEgroup:

The first column provides the internal group identifier for each meta group
and the second column provides the group name. The group name is used
externally by processes wishing to join the group, and along with the group
identifier can be matched to output in the log file in /var/ha/log.

We can see from the output that there are two groups that have not appeared
elsewhere. These are:

ZtheNameServerXY This group is used by the Group Services name server
to manage the domain and should have an entry for all
nodes. Some entries may have the node number
followed by the word Nil. This is normal since this
information is only relevant to the Name Server.

theGROVELgroup This is an internally used group that does not list any
nodes.

After each group identifier and group name we see the list of nodes inserted
into the group. The list was generated as the nodes joined the group with the
oldest first, down to the youngest. The list also defines the hierarchy for
takeover, by which we mean that the first node in the list is the group leader,
and should this node fail, the next node listed in the group will assume the
role of group leader.

The hagsng command accepts the following flags:
[-h host] -g group_name Gets group status
[-h host] -s subsystem_name Gets subsystem status

[-h host] -p subsystem_pid Gets status by PID

4.2.3.9 hagsns

Once again, the hagsns command existed as an undocumented command of
the PSSP high availability infrastructure, now part of RSCT. The command is
most likely one of our first stages in problem determination as it displays
output pertaining to the Group Services name server status. It is especially
useful in ascertaining which nodes have connected correctly to the
nameserver, thereby establishing the domain.
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Let us take a look at a sample output from an HACMP/ES cluster node:

-
# hagsns -s grpsvcs
VW are: 1.8 pid: 4290 domai ndld = 1.8 noNS = 0 i nRecovery = 0 GodelLevel = RSCT 1
.0
NS : BENsS at e( 7) : kBecomeNS prot ocol | nProgress = NS:: ENsPr ot ocol (0) : kNoPr ot ocol ou
t st andi ngBroadcast = NS : ENsBroadcast (0) : kNoBcast
Process started on Jul 14 12:10:37, (22:57:12) ago. HB connection took (0:0:0).
Initial NS certainty on Jul 14 12:11:38, (22:56:12) ago, taking (0:1:0).
Qur current epoch of certainty started on Jul 14 12:11:38, (22:56:12) ago.
1 WP nodes: 1
1.1 csshMenbership: @ 1 seg\um O thel PS 1 | ookupQ
2.1 ha_empeers: Q. 1 seg\um O thel PS: 1 | ookupQ
3.1 ASTRMR 1: & 1 seg\um O thelPS 1 | ookupQ

Figure 16. The hagsns Command Output

Because the | ssrc command is a daemon summary, it may not always
provide us with the information we require when Group Services is not
functioning as expected. This is an occasion when the hagsns command can
be used to extract more detailed information. The previous screen shot
shows us a typical output.

In the first line we see which node and instance number of Group Services is
running locally, in this case 1.8, followed by the PID of the Group Services
daemon. We can also see that the domainID has the same value as the
server responsible for maintaining the domain. This is corroborated by the
next fields, noNS and i nRecovery, which have a value of 0, meaning we have a
Name Server and we are not in recovery.

The second set of fields provides us with information regarding the current
state of the Name Server and any broadcasts or protocols being executed.

Currently no protocols or broadcasts are being sent by the name server. In
the next example we see what the temporary state of the group looks like
when a node fails to respond, in this case the name server:
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# hagsns -s grpsvcs

Véd Jul 22 16:17:52 BEDT 1998

V¢ are: 1.15 pid: 14582 donmai ndld = 2.25 noNS = 1 inRecovery = 1 (odeLevel = RC
T10

NS : ENsS at e( 11) : kRecover Ascend prot ocol | nProgress = NS : ENsPr ot ocol (0) : kNoPr ot o
col out standi ngBroadcast = NS : ENsBr oadcast ( 0) : kNoBcast

Process started on Jul 22 16:11:17, (0:6:34) ago. HB connection took (0:0:0).
Initial NS certainty on Jul 22 16:11:24, (0:6:27) ago, taking (0:0:6).

Qur current epoch of uncertainty started on Jul 22 16:17:44, (0:0:7) ago.

1 WP nodes: 1

Qoronation Tiner has NOT popped!

Donai n not recovered for (0:0:7). Wditing to hear from(check hats & hags on) t
hese 1 nodes: 2

We see that we are now inRecovery since the value equals 1, and our current
state has changed to (11):KRecoverAscend. This should be a temporary
state, possibly caused, as it was in this case, by stopping HACMP/ES on our
second node.

Finally, referring back to our original output from hagsns command in Figure
16 on page 81, we see the various data for the overall group status. For each
statement we have an initial time stamp and a total length of time with the
format (HH:MM:SS).

We also have a stable group at this time with only one node, our current
node, which is the name server. The node is a provider in each of the groups
listed. The fields have the following meanings:

<group identifier> Is the internally allocated identifier given to each
Group Services group.

<group name> Is the external name allocated to each group, used by
clients when they wish to join or subscribe to the

group.

GL Is the HACMP node number of the current group
leader, which manages the primary functions of the
group.

seqNum Is a sequence number for messages within each
group. Each group maintains its own sequence of
message broadcasts. The value shown here was the
next message in the sequence when the current group
leader took ownership of the group. Since our value is
0, itis likely we have had the same group leader since
Group Services was started.
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thelPS Is the list of nodes that have expressed an interest in a
group. Normally this is a result of a client process
requesting to join or subscribe to a group. A node
expresses an interest in a group by sending a lookup
request to the domain’s hame server, and is placed on
the t hel PSlist when the name server sends out the
response to the lookup.

lookupQ Is another list of nodes, displaying which nodes have
sent a lookup request, but have not yet had a
response from the domain’s hame server sent out.
There should only be a lookup queue list when there is
no group leader for the group, for example, when the
group is first being formed or when the group leader
has failed and recovery is in progress.

On a node that is not the name server, we receive similar output, except that
no group information is displayed since it is not responsible for collecting this
information. A typical example may look like:

# hagsns -s grpsvcs

VW are: 3.2 pid: 9108 domai ndid = 1.2 noNS = 0 i nRecovery = 0 GodelLevel = RSCT 0
NS : ENsS ate(6): kGertai n protocol I nProgress = NS; : ENsProt ocol (0) : kNoPr ot ocol out
Process started on Jul 13 13:20: 14, (1d 22:52:57) ago. HB connection took (0:0.
Initial NS certainty on Jul 13 13:20:17, (1d 22:52:55) ago, taking (0:0:1).

Qur current epoch of certainty started on Jul 13 13:20:17, (1d 22:52:55) ago.

2 WP nodes: 1 3

The hagsns command accepts the following flags:
[-h host] -g group_name Gets group status
[-h host] -s subsystem_nameGets subsystem status

[-h host] -p subsystem_pid Gets status by PID

4.2.3.10 hagspbs

Another former component of PSSP high availability infrastructure, the
hagspbs command is used to display the status of the broadcast services
subcomponent, formally known as the Phoenix Broadcast Services (PBS), an
internal part of Group Services. A sample output from the hagspbs command
may look similar to:
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# hagspbs -s grpsvcs
1.1 cssMenbership: HWM 8 LW 7
pendi ngAckGount =0 kNot Expect i ngAcks  pendi ngRecover Gount =0
1. HAAENT: |ast Typel=N |
2: HWA6: | ast Typel=N |
2.1 ha_empeers: HM 11 LW 10
pendi ngAckGount =0 kNbt Expect i ngAcks  pendi ngRecover Gount =0
1. HAAENT: |ast Typel=N |
2: HMAS: | ast Typel=N |
3.1 ASTRMR 1: HM55 LW 53
pendi ngAckGount =0 kNot Expect i ngAcks  pendi ngRecover Gount =0
1. HAAENT: |ast Typel=N |
2: HWA45: | ast Typel=N |
0.N | ZtheNaneServer XY: HW7 L7
pendi ngAckQount =0 kNot Expect i ngAcks  pendi ngRecover Gount =0
1. NI kU HMX4&6: |ast Typel=N |
2.16 kUp: HA46: | ast Typel=N |
0.NI theGROMH.group: HAMNI LWAN I
pendi ngAckQount =0 kNot Expect i ngAcks  pendi ngRecover Gount =0

The output shows the group identifier and group name followed by the
broadcast sequence numbers High Water Mark (HWM) and Low Water Mark
(LWM), for each group. These refer to the reliable broadcast message stream
values described on page 79, with the HWM being the next message number
in the sequence and the LWM being the last message to be acknowledged
(ACK). Not all messages are acknowledged, since this might place too much
strain on the network with larger systems. Instead, approximately every fifth
message is a ACKed, meaning that the difference between the values for the
HWM and LWM should be anywhere between one and five.

In general, these sequence numbers should match for each group on each of
the nodes that are inserted into the groups. However, it may be that due to
delays in the messages passed between the nodes (possibly due to network
traffic), that some nodes may not have received all the messages. Assuming
the traffic subsides, all nodes should eventually catch up.

If one or more groups are running a series of protocols, through failures or
additions, a large amount of information may be seen when this command is
run.

If a node, domain, or group appears to be hung, the hagspbs command should
be run on the group leader to ascertain which nodes we are waiting for.
The hagspbs command accepts the following flags:

[-h host] -g group_name Gets group status

[-h host] -s subsystem_name Gets subsystem status
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[-h host] -p subsystem_pid Gets status by PID

4.2.3.11 hagsvote

The hagsvot e command is, again, converted for use in RSCT from the original
PSSP high availability infrastructure. It is used to display information about
the groups when they are in the middle of sending and receiving voting
protocols. If the group is stable and no current changes are taking place, then
very little information is displayed, similar to the following output:

root @p21n13 >hagsvote -Is grpsvcs

Nunber of: groups: 6
Goup slot # [0] Goup nane[ Host Menber shi p] voti ng dat a:
No protocol is currently executing in the group.

Goup slot # [1] Goup nane[ ha_empeers] voting data:
No protocol is currently executing in the group.

Goup slot # [2] Goup nane[ cssRawMenber shi p] voting dat a:
No protocol is currently executing in the group.

Goup slot # [3] Goup nane[ cssMenber shi p] voting data:
No protocol is currently executing in the group.

Goup slot # [4] Goup nane[ enMenber shi p] voting data:
No protocol is currently executing in the group.

Goup slot # [5] Goup nane[ ALSTRMER 1] voting data:
No protocol is currently executing in the group.

Since this provides us with no information to work with, we will have to
stimulate some activity by inserting or removing a node from the group. This
was achieved by using the sanpl e_t est program provided with RSCT. Refer to
5.7, “Using the sample_test Utility” on page 118, for further details on how to
start sanpl e_test.

The output we receive from the hagsvot e command differs depending upon
which type of node we run the command on: either the group leader or a non-
group leader node. On a group leader node we can display a summary of all
the collected voting responses as well as which nodes have or have not
voted. On a non-group leader node, we can only display information
concerning the local providers, and whether they have or have not voted.
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First let us examine some sample output from the group leader during the
course of some protocol activity:

# hagsvote -a theSourceGoup -s grpsvcs

Nunber of: groups: 9

G oup nane[ t heSour ceG oup] voting data:

Q@ in phase [1] of an n-phase protocol of type[Join].

Local voting data:

Local provider count [1] Nunber not yet voted [O] (vote submtted).
A ven vote: [ Approve vote] Default vote: [No vote val ue]

QG obal voting data:

Nunber of nodes in group [3] Nunber not yet voted [1]

G ven vote: [ Approve vote] Default vote: [Nb vote val ue]

- /

We are looking specifically at our test group called theSourceGroup. The
output is fairly self-explanatory, with the current protocol type of join, meaning
that a new member wishes to join the group. We can see the term n-phase
protocol in this output, which needs to be explained. In basic terms, the
protocols are messages that are the synchronizing mechanism behind the
distributed group. There are two types of protocols:

1. A 1-phase protocolis simply a single broadcast that commits a change to
the group data.

2. An n-phase protocol is a series of barrier synchronization steps that each
provider must reach, before they continue to the next.

Therefore, in our example, we are still in the first phase of the join process,
awaiting one of the providers to vote on the join request. We have voted
locally, and so has one of the other nodes. In this scenario, we have not yet
submitted a vote from the process requesting to join the group.

Now let us examine the output from a non-group leader node during the same
period of activity:

Veéd Jul 22 17:41:59 EDT 1998
Nunber of: groups: 6
G oup nane[ t heSour ceG oup] voting data:
Not @ in phase [1] of an n-phase protocol of type[Join].
Local voting data:
Local provider count [1] Nunber not yet voted [1] (vote not subnitted).
G ven vote:[No vote val ue] Default vote:[No vote val ue]

The output is similar to that seen on the group leader, however, we only see
the local voting data, not the global voting data that may be required.
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In this output we can see that we have not yet submitted our vote. The field
entitled default vote will come into play if no vote is submitted in the time
period allocated to respond for this group.

The hagsvot e command accepts the following flags:
[-h host] [-]] [-a argument] -g group_name Gets group status
[-h host] [-I] [-a argument] -s subsystem_name Gets subsystem status

[-h host] [-I] [-a argument] -p subsystem_pid  Gets status by PD

4.2.3.12 hagscounts

The hagscounts command was used internally by the developers as an
internal debugging tool. The information provided is used to count the number
of internal memory blocks allocated and deallocated by Group Services. To
the user or administrator this information is not much use. The tool has been
included in case it is required for data collection when reporting problems to
IBM.

4.2.3.13 hagsp

The hagsp script is the script to start the Group Services Daemon as an SRC
subsystem. It is a PERL script, which is called when Group Services is
started and is used to determine whether the daemon should be running in
the PSSP domain or in the HACMP domain. The script is not intended to be
executed manually.

4.2.3.14 hagsreap

The hagsr eap script is another internal PERL script. It is called from hagsp and
is used to maintain the log files and directories that Group Services makes
use of. It attempts to keep approximately the last 5MB of data, removing the
oldest logs and core files if this value is breached.

All of the commands described in the previous section are tools that can be
used in conjunction with the daemon’s logs, located in /var/ha/log, to obtain
detailed information on how they interact with each other and to perform
some form of problem determination.
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Chapter 5. Problem Determination

This chapter presents some common problems that can occur in an
HACMP/ES running cluster. The objective is to put in to practice the
knowledge acquired in the previous chapters. For each problem we show the
usage of some commands, explain the data displayed by these commands,
and look at the data written in the log files. Whenever possible, we also give
some suggestions on how to avoid these problems in the future.

This chapter also presents some hints and tips on exploiting the internal
mechanisms of HACMP/ES and RSCT.

First, we give a brief description of the environment used to recreate the
problems described later on in the chapter. We have two cluster nodes, called
sp21nl13and sp21nl15, connected by the SP Ethernet (the network name is
spether), the SP Switch (the network names are basecss for the SP Switch
base address and aliascss for the SP Switch IP alias addresses), and an
additional Ethernet network (the network name is ethernetl). Figure 17 on
page 89 shows a summary of all the adapters configured in the cluster.

Adapt er Type Net wor k Type Atribute Node | P Address Nane
swl3 boot boot aliascss hps private sp21nl3  140. 40.4. 33 cssO
swl3 svc service aliascss hps private sp21nl3  140. 40.4. 13 cssO
sp21lswl3 service basecss hps private sp21nl3  192.168.14.13 cssO
nl3 boot  boot ethernetl ether public sp21n13  128.100.10.30 enl
nl3 svc service ethernetl ether public sp21nl3  128.100.10.3 enl
nl3 stdby standby ethernetl ether public sp21nl3  128.200.30.3 en2
sp21nl13 service spether ether private sp21nl3 192.168.4.13 en0
swl5 boot boot aliascss hps private sp21nl5  140. 40.4.55 cssO
swl5 svc service aliascss hps private sp21nl5  140. 40.4. 15 cssO
sp2lswl5 service basecss hps private sp21nl5 192.168.14.15 cssO
nl5 boot  boot ethernetl ether public sp21nl5  128.100.10.10 enl
nl5 svc service ethernetl ether public sp21nl5 128.100.10.1 enl
nl5 stdby standby ethernetl ether public sp21nl5 128.200.20.2 en2
sp21nl5 servi ce spether ether private sp21nl5 192.168.4.15 en0

Figure 17. Adapter Configuration

For more details of the environment, refer to Appendix A, “Our Environment”
on page 189.
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5.1 Adapter Failure

In this section we simulate the failure of an Ethernet adapter and then check
the most useful HACMP/ES log files and commands to troubleshoot the
problem.

After starting HACMP/ES on both cluster nodes, the Issrc -1s topsvcs
command on node sp21n13 shows the information shown in Figure 18 on

page 90.
/# Issrc -Is topsvcs
Subsyst em G oup P D Satus
t opsvcs t opsvcs 12426  active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernet1 0 [ 0 2 2 S$128.100.10.3 128.100. 10. 3
ethernetl 0 [ 0] 0x85b750cc 0x85b750e6
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1] 2 2 S128.200.30.3 128. 200. 30. 3

ethernetl 1 [ 1] 0x85b74f bc 0x85b74f bf

HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S192.168.4.13 192. 168. 4. 15
spet her_0 [ 2] 0x45b74f bd 0x45b74f bf
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.13 192.168. 14. 15
basecss_0 [ 3] 0x45b750c0 0x45b750c9

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4 2 2 S140.40.4.13 140. 40. 4. 15
al i ascss_0 [ 4 0x45b750d7 0x45b75113
HB Interval =1 secs. Sensitivity = 4 missed beats
2 locally connected dients with Pl Ds:
haemul( 13192) hagsd( 7356)
Qonfiguration Instance = 12
Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats
#

Figure 18. Issrc -Is topsvcs Output on Node sp21n13 before Failure

Look at the lines for the network called ethernetl_1. From a Topology
Services point of view, this network represents the ring where the standby
adapters (n13_stdby and n15_stdby) exchange heartbeats. The relevant
information here is the data under the columns Def d (Defined), Mrs
(Members), and & (State). The number 2 under Def d and Mrs means that
there are two adapters in this ring and both are exchanging heartbeats
correctly. The letter Sunder & means the ring is stable.

For more detail, about the | ssrc command, refer to “Topology Services
Daemon” on page 54.
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The same command, I ssrc -1's topsvcs, but this time on node sp21n15,

shows the information shown in Figure 19 on page 91.

# I ssrc -ls topsvcs

Subsyst em G oup P D Satus

t opsvcs t opsvcs 14206 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID

ethernet1 0 [ 0] 2 2 S128100.10.1  128.100.10.3

ethernet1l 0 [ 0] 0x85b74f 17 0x85b750e6
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1] 2 2 §128.200.20.2 128. 200. 30. 3

ethernetl 1 [ 1] 0x85b74ec6 0x85b74f bf

HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S 192.168.4.15 192. 168. 4. 15
spet her_0 [ 2] 0x45b74ec7 0x45b74f bf
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.15 192.168. 14. 15
basecss_0 [ 3] 0x45b74ec8 0x45b750c9

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4 2 2 S140.40.4.15 140. 40. 4. 15
aliascss_0 [ 4 0x45b74f 1c 0x45b75113
HB Interval =1 secs. Sensitivity = 4 missed beats

2 locally connected dients with Pl Ds:
haenul( 12812) hagsd( 13246)

onfiguration Instance = 12

Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats

#

.

Figure 19. Issrc -Is topsvcs Output on Node sp21n15 before Failure

Just as on node sp21n13, for network ethernetl_1 we see the number 2
under the columns Defd and Mrs, and the letter Sunder the column & .

At this point we simulate the failure of adapter n13_stdby, which is the

standby adapter of node sp21n13, by pulling its Ethernet cable. HACMP/ES

recognizes this failure immediately, and records the information in the

/tmp/hacmp.out log file shown in Figure 20 on page 92.
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# tail -f /tnp/ hacnp. out
Jul 23 11:11: 15 BVENT START: fail_standby sp21nl13 128. 200. 30. 3

+ set -u
+ + dspnsg scripts.cat 335 Adapter 128.200.30.3 is no longer available for use a
s a standby,\n due to either a standby adapter failure or |IP address takeover.\n
128. 200. 30. 3
MBG=Adapt er 128.200.30.3 is no | onger available for use as a standby,
due to either a standby adapter failure or |IP address takeover.
+ /bin/echo Adapter 128.200.30.3 is no longer available for use as a standby, du
e to either a standby adapter failure or |P address takeover.
+ 1> / dev/ consol e
+exit O
Jul 23 11:11: 15 EVENT QOMPLETED fail _standby sp21n13 128. 200. 30. 3
#

Figure 20. /tmp/hacmp.out

The /var/adm/cluster.log file contains the information, shown in Figure 21 on
page 92.

#tail -f /var/adnicluster.|og

Jul 23 11: 11: 15 sp21nl3 HAQWP for AlX BEVENT START: fail_standby sp21nl3 128. 200
.30.3

Jul 23 11: 11: 15 sp21nl3 HAQWP for AlX BEVENT COMPLETED fail _standby sp21nl3 128
.200.30.3

#

Figure 21. /var/adm/cluster.log

We now execute the I ssrc -1s topsves command again on node sp21nl13 to
see how the output has changed from the previous time. The output is shown
in Figure 22 on page 93.
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# I ssrc -ls topsvcs

Subsyst em G oup P D Satus

t opsvcs t opsvcs 12426  active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernet1 0 [ 0 2 2 S$128.100.10.3 128.100. 10. 3
ethernet1l 0 [ 0] 0x85b750cc 0x85b750e6

HB Interval =1 secs. Sensitivity = 4 missed beats
ethernetl 1 [ 1] 2 0 D
HB Interval =1 secs. Sensitivity = 4 missed beats

spet her _0 [ 2] 2 2 S192.168.4.13 192. 168. 4. 15
spet her_0 [ 2] 0x45b74f bd 0x45b74f bf
HB Interval =1 secs. Sensitivity = 4 nissed beats

basecss_0 [ 3] 2 2 S192.168.14.13 192.168.14.15
basecss_0 [ 3] 0x45b750c0 0x45b750c9

HB Interval =1 secs. Sensitivity = 4 missed beats
aliascss 0 [ 4 2 2 S 140.40.4.13 140. 40. 4. 15
aliascss 0 [ 4 0x45b750d7 0x45b75113
HB Interval =1 secs. Sensitivity = 4 nissed beats

2 locally connected dients with P Ds:
haemt( 13192) hagsd( 7356)

Gnfiguration Instance = 12

Default: HB Interval = 1 secs. Sensitivity = 4 nissed beats
#

Figure 22. Issrc -Is topsvcs Output on Node sp21n13 after Failure

Looking at the lines for the ethernetl_1 network, we see the number 0 under

the column Mrs, which means node sp21n13 does not detect any working
adapters. This makes sense, because by disconnecting the Ethernet cable

from adapter n13_stdby, node sp21n13 cannot send or receive any

heartbeats. As a consequence, the letter D(Disabled) is shown under the

column &t.

Executing the I ssrc -1s topsvcs command on node sp21nl5, we see the

data shown in Figure 23 on page 94.
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# I ssrc -ls topsvcs

Subsyst em G oup P D Satus

t opsvcs t opsvcs 14206 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernetl 0 [ 0 2 2 S128.100.10.1 128. 100. 10. 3
ethernet1l 0 [ 0] 0x85b74f 17 0x85b750e6
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1 2 1 S128.200.20.2 128. 200. 20. 2

ethernetl 1 [ 1] 0x85b74ec6 0x85b75287
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her _0 [ 2] 2 2 S192.168.4.15 192.168. 4. 15
spet her_0 [ 2] 0x45b74ec7 0x45b74f bf
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.15 192.168.14.15
basecss_0 [ 3] 0x45b74ec8 0x45b750c9
HB Interval =1 secs. Sensitivity = 4 nissed beats

al i ascss_0 [ 4 2 2 S140.40.4.15 140. 40. 4. 15
aliascss_0 [ 4 0x45b74f 1c 0x45b75113

HB Interval =1 secs. Sensitivity = 4 missed beats
2 locally connected dients with Pl Ds:
haent( 12812) hagsd( 13246)
Qonfiguration Instance = 12
Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats
#

- /

Figure 23. Issrc -Is topsvcs Output on Node sp21n15 after Failure

This time the output of the Issrc -1s topsvcs command on node sp21nl15 is
different from that on node sp21n13. In fact, under the Mrs column we see
the number 1 and under &t we see the letter S (Stable). This means that node
sp21n15 has recognized the failure of adapter n13_stdby, but from its point of
view the ring is still working properly because the adapter n15_stdby is up.

On node sp21n13, HACMP/ES also records the failure of the standby adapter
n13_stby in the log file /var/ha/log/topsvcs. Figure 24 on page 94 is an extract
of the information written in this log file.

07/23 11:11: 02 hatsd[1]: Node (128.200. 20. 2: 0x85b74ec6) i s dead.

07/23 11:11: 02 hatsd[1]: Notifying | eader (128.200.30.3: 0x85b74fbc) of death.
07/23 11:11: 02 hatsd[1]: Received a DEATH IN FAMLY nessage from (128. 200. 30. 3:
0x85b74f bc) in group (128.200. 30. 3: 0x85b74f bf ) .

Figure 24. /var/ha/log/topsvcs

The most important line of this figure is the line Recei ved a DEATH I N FAM LY
nessage from 128. 200. 30. 3, which means Topology Services has detected the
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failure of IP address 128.200.30.3, which is indeed our standby adapter
n13_stdby.

Another useful command is hagsgr -s grpsvcs. Figure 25 on page 95 shows
the output of this command before the failure.

-
# hagsgr -s grpsvcs
Nunber of: groups: 6
Goup slot # [0] Goup nane[ Host Menber shi p] group state[Not Inserted |]
Provi ders[]
Local subscri bers[]

Goup slot # [1] Goup nane[ ha empeers] group state[lnserted |Ide |]
Providers[[1/2][ 1/ 1]]
Local subscri bers[]

Goup slot # [2] Goup nanme[ cssRawneniber ship] group state[ldl e |]
Providers[[V/2][3/2] [V 1][3/1]]
Local subscribers[[11/2][12/2]]

Goup slot # [3] Goup nane[ cssMenbership] group state[Inserted |Idle |]
Providers[[0/2] [0/ 1]]
Local subscri bers[]

Goup slot # [4 Goup nane[ enMenber ship] group state[ld e |]
Providers[[22][0/2][V2][0/1[V1[21]]
Local subscri bers[[12/2]]

Goup slot # [5 Goup nane[ ALSTRMR 1] group state[Inserted |Idle |]
Providers[[1/2][0/1]]

Local subscri bers[]

#

- /

Figure 25. hagsgr-s grpsvcs Output before Failure

Look at the lines about the enMembership group in order to compare them
with Figure 26 on page 96, which contains the output of the hagsgr -s grpsvcs
command after the failure.
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# hagsgr -s grpsvcs
Nunber of: groups: 6
Goup slot # [0] Goup nane[ Host Menber ship] group state[Not Inserted |]
Provi ders[]
Local subscri bers[]

Goup slot # [1] Goup nane[ ha empeers] group state[lnserted |Ide |]
Providers[[1/2][ Y/ 1]]
Local subscri bers[]

Goup slot # [2] Goup nane[ cssRawneniber ship] group state[ldl e |]
Providers[ [V 2][3/2] [V 1][3/1]]
Local subscribers[[11/2][12/2]]

Goup slot # [3] Goup nane[ cssMenbership] group state[Inserted |Idle |]
Providers[[0/2] [0/ 1]]
Local subscri bers[]

Goup slot # [4 Goup nane[ enMenber ship] group state[ld e |]
Providers[[2/2][0/2) [V 2][0/1] [/ 1]]
Local subscri bers[[12/2]]

Goup slot # [5 Goup name] ALSTRMR 1] group state[Inserted |Idle |]
Providers[[1/2][0/1]]

N J

Figure 26. hagsgr-s grpsvcs Output after Failure

We have to concentrate on the lines regarding the enMembership group. The
hagsgr command just reinforces the concept that the n13_stdby Ethernet
adapter has failed. We can see that we have three providers for the cluster
node with node number 2 (sp21n15), but only two providers for the cluster
node with node number 1 (sp21n13).

For more details about t he hagsgr command, refer to 4.2.3.7, “hagsgr”’ on
page 73.

To find out the relationship between cluster node names (sp21n13 and
sp21n15) and cluster node numbers (1 and 2, respectively) we can use the
cl handl e -a command shown in Figure 27 on page 96.

# clhandl e -a
1 sp21nl3

2 sp21n15

#

Figure 27. clhandle -a Output

For more details about the cl handl e command, refer to 4.2.2.3, “clhandle” on
page 61.
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5.2 Node Failure

In this section we see what happens when a cluster node fails. In our
HACMP/ES configuration we have two cluster nodes, node sp21n13 and
node sp21nl15. First we look at the configuration after having started
HACMP/ES on both nodes. It will be interesting to compare the data shown
by these commands with the data collected after the failure of node sp21n13
has occurred.

In this HACMP/ES configuration, node sp21nl13 acquires two Service IP
addresses, n13_svc on the enl network interface and sw13_svc on the css0
network interface. The netstat -i command shows the IP addresses
configured on node sp21n13 shown in Figure 28 on page 97.

# netstat -i

Nane Mu  Network Addr ess Ipkts lerrs okts Cerrs @l |
o0 16896 |ink#1 58512 0 58793 0 0
o0 16896 127 | oopback 58512 0 58793 0 0
lo0 16896 ::1 58512 0 58793 0 0
en0 1500 |ink#2 2.60. 8c. 2e. 7c. 1e 251342 0 201625 0 0
en0 1500 192.168.4 sp21nl3 251342 0 201625 0 0
enl 1500 |ink#3 2.60. 8c. 2f. ac. d1 132102 0 107741 0 0
enl 1500 128.100 nl3 svc 132102 0 107741 0 0
en2 1500 |ink#4 2. 60. 8c. 2e. 60. 63 128749 0 104048 0 0
en2 1500 128.200 nl13 st dby 128749 0 104048 0 0
cssO 65520 |ink#5 353644 0 331344 0 0
cssO 65520 192.168. 14 sp21swi3 353644 0 331344 0 0
cssO 65520 140. 40. 4 swl3 svc 353644 0 331344 0 0

\ Y

Figure 28. netstat -i Output On Node sp21n13 before Failure

Node sp21n15 also acquires two Service IP addresses, n15_svc on the enl
network interface and sw15_svc on the css0 network interface. The same
command, netstat -i, shows the information for node sp21n15 shown in
Figure 29 on page 98.
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# netstat -i

Nane Mu  Network Addr ess Ipkts lerrs okts Cerrs @l |
o0 16896 |ink#l 6790 0 6843 0

lo0 16896 127 | oopback 6790 0 6843 0 0
lo0 16896 ::1 6790 0 6843 0 0
en0 1500 |ink#2 2.60. 8c. 2e. 78.c9 11246 0 8571 0 0
en0 1500 192.168.4 sp21ni5 11246 0 8571 0 0
enl 1500 |ink#3 2.60. 8c. 2c. e2. 32 2179 0 1602 0 0
enl 1500 128.100 nl5 svc 2179 0 1602 0 0
en2 1500 |ink#4 2.60. 8c. 2e.87. b1 2145 0 613 0 0
en2 1500 128.200 n15_st dby 2145 0 613 0 0
cssO 65520 | i nk#5 7288 0 14007 0 0
cssO 65520 192.168.14 sp2lswib 7288 0 14007 0 0
cssO 65520 140. 40. 4 swi5_svc 7288 0 14007 0 0

\F J

Figure 29. netstat -i Output On Node sp21n15 before Failure

The lssrc -Is topsves command shows the information for node sp21n13
shown in Figure 30 on page 98.

# I ssrc -ls topsvcs

Subsyst em G oup P D Satus

t opsvcs t opsvcs 12226 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernet1l 0 [ 0 2 2 S 128.100. 10.3 128. 100. 10. 3
ethernet1l 0 [ 0] 0x85b8ac62 0x85b8ac7b
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1 2 2 S 128.200. 30.3 128. 200. 30. 3

ethernetl 1 [ 1] 0x85b8ac26 0x85b8ac29
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S192.168.4.13 192. 168. 4. 15
spet her_0 [ 2] 0x45b8ac27 0x45b8ac29
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.13 192.168. 14. 15
basecss_0 [ 3] 0x45b8ac28 0x45b8ac29

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4] 2 2 S140.40.4.13 140. 40. 4. 15
aliascss_0 [ 4 0x45b8ac66 0x45b8aca2
HB Interval =1 secs. Sensitivity = 4 missed beats

2 locally connected dients with Pl Ds:
haend( 14324) hagsd( 16516)

Qonfiguration Instance = 13

Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats

N J

Figure 30. Issrc -Is topsvcs Output On Node sp21n13 before Failure

Figure 31 on page 99 contains the output of the I ssrc -1s topsves command
on node sp21n15. We have to look closely at the data under the Mrs column,
because this is what is going to change after the failure.
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# I ssrc -ls topsvcs

Subsyst em G oup P D Satus

topsvcs t opsvcs 7814 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernetl 0 [ 0 2 2 S128.100.10.1 128. 100. 10. 3
ethernet1l 0 [ 0] 0x85b8abd5 0x85b8ac7b
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1 2 2 S 128.200. 20. 2 128. 200. 30. 3

ethernetl 1 [ 1] 0x85b8ah83 0x85b8ac29
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S 192.168.4.15 192. 168. 4. 15
spet her_0 [ 2] 0x45b8ah84 0x45b8ac29
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.15 192.168. 14. 15
basecss_0 [ 3] 0x45b8ab85 0x45b8ac29

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4 2 2 S140.40.4.15 140. 40. 4. 15
aliascss_0 [ 4 0x45b8abdb 0x45b8aca2
HB Interval =1 secs. Sensitivity = 4 missed beats
2 locally connected dients with Pl Ds:
haenul( 3628) hagsd( 6840)
Qonfiguration Instance = 13
Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats
#

Figure 31. Issrc -Is topsvcs Output On Node sp21n15 before Failure

Figure 32 on page 99 shows the output of the I ssrc -1s grpsves command on

node sp21n15.

For more details about the | ssrc command, refer to “Group Services
Daemon” on page 56.

# I ssrc -ls grpsvcs
Subsyst em G oup P D Satus
gr psvcs grpsvcs 6840 active
3 locally-connected clients. Their P Ds:

3628 2206 5178

HA G oup Services donai n information:

Donai n establ i shed by node 2.

Nunber of groups known local ly: 3

Nunber of  Nunber of |ocal

G oup narme providers  providers/ subscribers

csshenber shi p 2 1 0

ha_em peer s 2 1 0

ASTRUR 1 2 1 0
#

Figure 32. Issrc -Is grpsvcs Output on Node sp21nl15 before Failure

Problem Determination

99



100

The next figure shows an extract of the /var/ha/log/topsvcs log file captured
on node sp21n15.

07/24 11:45:47 hatsd[2]: M New Goup |ID = (192. 168. 4. 15: 0x45b8ac29) and is Sa
bl e.

M Leader is (192. 168. 4. 15: 0x45b8ab84) .

M Gown Prince is (192. 168. 4. 13: 0x45b8ac27) .

M upstreamnei ghbor is  (192. 168. 4. 13: 0x45b8ac27) .

M/ downst ream nei ghbor is (192. 168. 4. 13: 0x45b8ac27) .

Figure 33. /var/ha/log/topsvcs on Node sp21n15 before Failure

This data tells us how the Topology Services daemon, topsvcs, has built the
ring to exchange heartbeats on the SP Ethernet network. We can see that we
have two adapters on the ring with IP addresses 192.168.4.15, which
corresponds to node sp21n15, and 192.168.4.13, which corresponds to node
sp21n13. The adapter with the highest IP address is the Group Leader and
the adapter with the next highest IP address in the ring is the Crown Prince.

For more details about the Group Leader, refer to 4.2.3.2, “Group Leader” on
page 66.

Now we simulate a failure of node sp21n13. The surviving node, sp21n15,
acquires the cluster resources during takeover. At this point we again execute
the commands we have already seen so far and point out the differences. All
commands that we see from now on were executed on node sp21nl5, since it
is the only node in the cluster still functioning at this time.

We start by looking at the output of the netstat -i command, shown in the
Figure 34 on page 101.
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# netstat -i

Nane Mu  Network Addr ess Ipkts lerrs okts Cerrs @l |
o0 16896 I|ink#1 2485 0 2514 0 0
lo0 16896 127 | oopback 2485 0 2514 0 0
lo0 16896 ::1 2485 0 2514 0 0
en0 1500 |ink#2 2. 60. 8c. 2e. 78.c9 5871 0 4707 0 0
en0 1500 192.168.4 sp21nl5 5871 0 4707 0 0
enl 1500 |ink#3 2.60. 8c. 2c. e2. 32 1255 0 768 0 0
enl 1500 128.100 nl5 svc 1255 0 768 0 0
en2 1500 |ink#4 2.60. 8c. 2e. 87. bl 1120 0 490 0 0
en2 1500 128.100 nl3 svc 1120 0 490 0 0
cssO 65520 | i nk#5 4330 0 6812 0 0
cssO 65520 192.168. 14 sp2lswi5 4330 0 6812 0 0
cssO 65520 140. 40. 4 swi5_svc 4330 0 6812 0 0
cssO 65520 140. 40. 4 swl3 svc 4330 0 6812 0 0
#

Figure 34. netstat -i Output on Node sp21n15 after Failure

We can see that in the HACMP/ES takeover, node sp21n15 has acquired the
n13_svc Service IP address on the en2 network interface and the swi3_svc
Service IP alias address on the css0 network interface. This can also be seen
by looking at the /var/adm/cluster.log log file on node sp21n15. During the
takeover, the entries shown in Figure 35 on page 101 were written in this log
file.

# tail -f /var/adnicluster.|og

Jul 24 11:52: 42 sp21nl5 HAQWP for AlX BEVENT START: node_down sp21nl3

Jul 24 11:52: 42 sp21nl5 HAQWP for Al X EVENT START: node_down renote rgl3

Jul 24 11:52: 43 sp21nl5 HAQWP for AlX BEVENT START: acquire_t akeover _addr nl3 sv
c swl3 svc

Jul 24 11:52: 48 sp21nl5 HAQWP for AlX BEVENT COMPLETED acqui re_takeover _addr nl
3 svc swl3 svc

Jul 24 11:52: 48 sp21nl5 HAQWP for AlX BEVENT START: get_disk vg fs /fs13

Jul 24 11:53: 02 sp21nl5 HAQWP for Al X EVENT COMPLETED get _disk vg fs /fsl13

Jul 24 11:53: 02 sp21nl5 HAQWP for Al X BEVENT COMPLETED node_down_renot e rgl3
Jul 24 11:53: 03 sp21nl5 HAQWP for Al X EVENT COMPLETED node_down sp21nl3

Jul 24 11:53: 03 sp21nl5 HAQW for AlX EVENT START: node_down_conpl ete sp21nl3
Jul 24 11:53: 04 sp21nl5 HAQWP for Al X EVENT START: node_down renote conpl ete rg

Jul 24 11:53: 04 sp21nl5 HAQWP for Al X EVENT COMPLETED node_down_renot e_conpl et

Jul 24 11:53: 04 sp21n15 HAQW for AlX EVENT GOMPLETED node_down_conpl et e sp2ln

Figure 35. /var/adm/cluster.log on Node sp21n15 after Failure

The cluster.log file records all the event shell scripts executed by HACMP/ES.
The shell script acqui re_t akeover _addr is the event responsible for configuring
on node sp21n15. the two IP addresses n13_svc and sw13_svc that were
originally owned by node sp21n13.
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Figure 36 on page 102 shows the output of the I ssrc -1s topsvcs command.

4 ™
# I ssrc -ls topsvcs
Subsyst em G oup P D Satus
topsvcs t opsvcs 7814 active
Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernetl 0 [ 0 2 1 S128.100.10.1 128.100. 10. 1
ethernetl 0 [ 0] 0x85b8abd5 0x85b8adee
HB Interval =1 secs. Sensitivity = 4 missed beats
spet her_0 [ 2 2 1 S192.168.4.15 192.168. 4. 15
spet her_0 [ 2] 0x45b8ab84 0x45b8adee
HB Interval =1 secs. Sensitivity = 4 nissed beats
basecss_0 [ 3] 2 1 S192.168.14.15 192.168.14.15
basecss_0 [ 3] 0x45b8ah85 0x45b8adee
HB Interval =1 secs. Sensitivity = 4 missed beats
aliascss 0 [ 4 2 1 S140.40.4.15 140. 40. 4. 15
aliascss 0 [ 4] 0x45b8abdb 0x45b8ae06
HB Interval =1 secs. Sensitivity = 4 nissed beats
2 locally connected Qients with P Ds:
haemtd( 3628) hagsd( 6840)
Gnfiguration Instance = 13
Default: HB Interval = 1 secs. Sensitivity = 4 nissed beats
\F J

Figure 36. Issrc -Is topsvcs Output on Node sp21n15 after Failure

The interesting information in this figure is that we now see the number 1
under the column Mrs, while before the failure we had 2. Since node
sp21n13 has failed, all its adapters are not exchanging heartbeats anymore
and for this reason Topology Services has taken them out of the ring.

Figure 37 on page 102 shows the output of the I ssrc -1s grpsvcs command.

# lssrc -1s grpsvcs
Subsyst em G oup P D Satus
grpsvcs grpsvcs 6840 active
3 locally-connected clients. Their P Ds:
3628 2206 5178
HA G oup Services donai n information:
Donai n establ i shed by node 2.
Nunber of groups known local ly: 3
Nunber of  Nunber of |ocal

G oup nane providers  providers/ subscribers
csshenber shi p 1 1 0
ha_em peers 1 1 0
ASTRUR 1 1 1 0

#

Figure 37. Issrc -Is grpsves Output on Node sp21n15 after Failure

The difference from before the failure is the data under the column Nunber of
provi ders. Before the failure we had 2, now we only have 1, which means that
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in each of the three groups (cssMembership, ha_em_peers, and
CLSTRMGR_1) there is only one member.

Figure 38 on page 103 and Figure 39 on page 103 show an extract of the
information written in the /var/ha/log/topsvcs log file on node sp21n15.

4 N

07/24 11:53:18 hatsd[2]: Node (192.168. 4. 13: 0x45b8ac27) i s dead.

07/24 11:53:18 hatsd[2]: Notifying | eader (192.168. 4. 15: 0x45b8ab84) of deat h.
07/24 11:53:18 hatsd[3]: Node (192.168. 14. 13: 0x45b8ac28) is dead.

07/24 11:53:18 hatsd[3]: Notifying | eader (192.168. 14. 15: 0x45b8ab85) of deat h.
07/24 11:53:18 hatsd[3]: Node (192.168. 14. 13: 0x45b8ac28) is dead.

07/24 11:53:18 hatsd[3]: Notifying | eader (192.168. 14. 15: 0x45b8ab85) of deat h.
07/24 11:53:18 hatsd[3]: Received a DEATH IN FAMLY nessage from (192. 168. 14. 15
1 0x45b8ab85) in group (192.168. 14. 15: 0x45h8ac29) .

. J
Figure 38. /var/ha/log/topsvcs on Node sp21n15 after Failure (1)

From this information we see that Topology Services has detected the failure
of the sp21n13 adapter, which has IP address 192.168.4.13 and is the SP
Ethernet of node sp21n13.

07/24 11:53:18 hatsd[3]: M New Goup | D = (192. 168. 14. 15: 0Ox45b8adee) and is &
abl e.

M Leader is (192. 168. 14. 15: 0x45b8ah85) .

M Gown Prince is (192. 168. 14. 15: 0x45b8ah85) .

M/ upstreamnei ghbor is (192. 168. 14. 15: 0x45b8ah85) .

M/ downst ream nei ghbor is (192. 168. 14. 15: 0x45b8ab85) .

Figure 39. /var/ha/log/topsvcs on Node sp21n15 after Failure (2)

This data shows how Topology Services builds a new ring to exchange
heartbeats after having excluded the sp21n13 adapter. The only adapter in
the ring is sp21n15 with IP address 192.168.14.15, and it is now both the
Group Leader and the Crown Prince.

5.3 Deadman Switch

The term Deadman Switch (DMS) describes the AIX kernel extension that
causes a cluster node to crash with 888 flashing on the LEDs. The Deadman
Switch is simply a timer that expires if not reset periodically by the cluster
manager daemon, hence causing the cluster node to panic. There are many
reasons why a cluster node may crash because of the Deadman Switch. The
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most common ones are a large amount of 1/O traffic, a high priority process
not releasing control of the CPU, and heavy paging space activity.

When a cluster node crashes with 888 flashing, it is very easy to determine if
the system dump was caused by the Deadman Switch or not. In case it was
really the Deadman Switch, HACMP/ES writes the entry in the System Error
Log shown in Figure 40 on page 104.

LABH : KERNEL_PAN C

| CENIN F ER 225E3B63

Dat e/ Ti ne: Véd Jul 22 17:15:19
Sequence Nunber: 394

Machi ne | d: 000089847000

Node | d: 000089847000

d ass: S

Type: TBEW

Resour ce Nane: PAN C

Descri ption
SOFTWARE PROGRAM ABNCRVALLY TERM NATED

Reconmended Actions
PERFCRVI PROBLEMI CETERM NATI ON PROCEDURES

Detail Data
ASSERT STR NG

PAN C STR NG
HAQOWP for ALX dns tineout - hal ting hung node

Figure 40. System Error Log Entry Written by HACMP/ES

The last line in Figure 40 on page 104, HAOW for AIX dns tineout - halting
hung node, demonstrates that this is a DMS crash. Another way to determine if
the panic was caused by the Deadman Switch is to use the crash command to
look at the system dump, as shown in Figure 41 on page 105.
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# crash /dev/1v00 /uni x
> stat
sysnanme: A X
nodenane: sp21nl3
rel ease: 3
version: 4
nachi ne: 000089847000
tine of crash: Véd Jul 22 17:15:19 1998
age of system 2 hr., 5 mn.
xnal | oc debug: di sabl ed
dunp code: 700
csa: 0x320eb0
exception struct:
0x00000000 0x00000000 0x00000000 0x00000000 0x00000000
pani c: HAQWP for Al X dns tineout - ha

\ Y,

Figure 41. Crash Output

The last line at the bottom of Figure 41 on page 105, pani c: HAOW for Al X dns
tineout - ha, is the confirmation that this system dump was caused by the
Deadman Switch.

5.3.1 How to Prevent the Deadman Switch Problem

In this section we give some suggestions on how to prevent the Deadman
Switch problem. These hints must not be considered the complete solution,
but rather a way to reduce the risk of incurring the DMS problem.

The first suggestion is to increase the frequency the syncd daemon is invoked
from the default value of sixty to ten seconds. This daemon is responsible for
flushing to disk all the data residing in the system buffers. The syncd daemon
is started at IPL from the /shin/rc.boot configuration file, as shown in Figure
42 on page 105.

if [ -f /etc/rc.BL]; then
/etc/rc. BL | abel
fi

echo "Starting the sync daenon" | alog -t boot
nohup /usr/shin/syncd 60 > /dev/null 2>&1 &

# deleting error notification objects that shoul d not survive reboot
odnuel ete -0 errnotify -q "en_persistencefl g=0" >/dev/null 2>&1

- J

Figure 42. Extract from /sbin/rc.boot
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When the syncd daemon is invoked after sixty seconds, it can occasionally
cause large amounts of I/O traffic that can then trigger the Deadman Switch.
Reducing the syncd interval down to ten seconds makes the system less
vulnerable to big I/O transfers and hence reduces the risk of DMS. After
modifying the /sbin/rc.boot file, it is necessary to rebuild the system boot
images by issuing the bosboot command, as shown in Figure 43 on page 106.

# bosboot -s -d /dev/ hdi skO
#
# shut down -Fr

Figure 43. bosboot and shutdown Commands

Since the system boot image is only read at IPL, it is also necessary to reboot
the cluster node after the bosboot command.

For a detailed description of the syncd daemon, see AlX Version 3.2 and 4
Performance Tuning Guide, SC23-2365

The second suggestion for preventing DMS regards 1/O pacing, which is
configured via the SMIT menu shown in Figure 44 on page 107. The
command snit chgsys is the fastpath to reach this menu directly:
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Change / Show Characteristics of (perating System
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]

Maxi mum nunber of PROCESSES al | owed per user [ 256] +
Maxi num nunber of pages in bl ock |/ O BUFFER CAGE [ 20] +
Maxi mum Kbyt es of real nenory all oned for MBUFS [0] +H
Autonatical | y REBOOT systemafter a crash fal se +
Gontinuously maintain O SK 1/0 history true +
HGiwater nark for pending wite 1/Gs per file [33] +H
LONwater nmark for pending wite I/ G per file [24] +
Enabl e nenory SCRUBBI NG fal se +
Anount of usabl e physical nenory in Kbytes 262144
Sate of systemkeyl ock at boot tine nor nal
Enabl e full GQORE dunp fal se +
Wse pre-430 styl e GCRE dunp fal se +

Fl=Hel p F2=Ref resh F3=Cancel F4=Li st

Esc+5=Reset F6=Cormand Fr=Edi t F8=l mage

Fo=Shel | F10=Exi t Ent er =Do

Figure 44. SMIT Menu for I/O Pacing

The two parameters that affect 1/0O pacing are H GH water nark for pendi ng
wite |/ per fileand LONwater nark for pending wite 1/ G per file. Our
suggestion is to set these two parameters to the values of 33 and 24,
respectively.

For a detailed description of 1/0O pacing, see AlX Version 3.2 and 4
Performance Tuning Guide, SC23-2365

The third suggestion for preventing DMS is to change the parameters that
affect the exchange of heartbeats between the cluster nodes. To determine
which parameters HACMP/ES is using, we execute the | ssrc -1s topsvcs
command, as shown in Figure 45 on page 108.
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# I ssrc -ls topsvcs
Subsyst em G oup P D Satus

t opsvcs t opsvcs 14206 active

Network Nane  Indx Defd Mrs S Adapter 1D Goup ID
ethernetl 0 [ 0 2 2 S128.100.10.1 128. 100. 10. 3

ethernet1l 0 [ 0] 0x85b74f 17 0x85b750e6
HB Interval =1 secs. Sensitivity = 4 missed beats

ethernetl 1 [ 1 2 2 S 128.200. 20. 2 128. 200. 30. 3
ethernetl 1 [ 1] 0x85b74ec6 0x85b74f bf
HB Interval =1 secs. Sensitivity = 4 nissed beats

spet her_0 [ 2 2 2 S 192.168.4.15 192. 168. 4. 15
spet her_0 [ 2] 0x45b74ec7 0x45b74f bf
HB Interval =1 secs. Sensitivity = 4 missed beats

basecss_0 [ 3] 2 2 S192.168.14.15 192.168. 14. 15
basecss_0 [ 3] 0x45b74ec8 0x45b750c9

HB Interval =1 secs. Sensitivity = 4 nissed beats
al i ascss_0 [ 4 2 2 S140.40.4.15 140. 40. 4. 15
aliascss_0 [ 4 0x45b74f 1c 0x45b75113
HB Interval =1 secs. Sensitivity = 4 missed beats

2 locally connected dients with Pl Ds:
haenul( 12812) hagsd( 13246)

Qonfiguration Instance = 12

Default: HB Interval = 1 secs. Sensitivity = 4 mssed beats

Figure 45. Issrc -Is topsvcs Output

Looking at Figure 45 on page 108, the two parameters that affect the
heartbeat exchange are HB Interval and Sensitivity. HB Interval specifies
the time interval, in seconds, between heartbeats. The default value is one
second. Sensi tivity specifies the number of successive heartbeats that can
be missed. The default value is four heartbeats. HACMP/ES V4.3 uses the
following formula to calculate the time needed to detect a failure: (HB
Interval) * (Sensitivity) * 2 seconds. For example, one cluster node is
considered dead after no heartbeat exchange occurs for eight consecutive
seconds, assuming the default values.

Our suggestion is to leave unchanged the HB Interval parameter and
increase the Sensitivity value. So, in order for an HACMP/ES cluster node to
be less vulnerable to the Deadman Switch problem, one suggestion is to
change the Sensitivity parameter to 6. In this way, the cluster node would be
considered failed if it does not exchange heartbeats for 12 seconds.

5.4 User-Defined Event Problem

In this section we show what happens when a user-defined event is
configured incorrectly. First, we explain how the problem occurs, then we
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discuss the troubleshooting. For a detailed explanation of user-defined
events, see 6.2, “User-Defined Events” on page 138.

We have two nodes in the cluster, sp21n13 and sp21n15. We start
HACMP/ES on node sp21n15, and while the command is still running, all of a
sudden the screen hangs. The node seems isolated from the network as well,
since it does not respond to a pi ng or tel net command. By looking at
Perspectives, host responds has become red. At this point, the only thing left
is to power off and then on again.

When the IPL has finished, we start investigating the problem. The
Itmp/hacmp.out file is empty. In the System Error Log no relevant entries
have been recorded. So we decide to look at the /tmp/clstrmgr.debug log file,
which contains the few lines shown in Figure 46 on page 109.

Thu Jul 30 14:57:30 HMOWY PE Q uster Manager Version 4.0
Thu Jul 30 14:57: 30 ReadTopsvcs: call ed.
Thu Jul 30 14:57:30 Get (hj ects: Call ed
Thu Jul 30 14:57: 30 ReadTopsvcs: hbinterval =1, fibrillateGunt = 4, fixedPile
vel =38, runF xedPri = 1 instanceNum= 12
Thu Jul 30 14:57: 30 ReadTopsvcs: Galcul ated fixed priority is 39
Thu Jul 30 14:57:30 Get bj ects: Call ed
Thu Jul 30 14:57:30 Readd Version: Setting Qversion = 1 from HAOMPl ust er
Thu Jul 30 14:57:30 HMOWY PE Q uster Manager Sarted
Thu Jul 30 14:57: 30 MakeDeadnan: Trying to set up deadnan connection (cl msnux)
Thu Jul 30 14:57: 30 MakeDeadnan: Trying to set up deadman connection (clmlkm)
Thu Jul 30 14:57:30 Rdlnit: Called
Rdlnit: BEvent Manager event defined
Nane =
Sate =0
Resource Variable = 0
Instance Vector = | BM PSSP. ai xos. FS %ot used
Predi cat e = NodeNun¥3; LV=hd3; \G=r oot vg
Rearm Predi cate = X>90

Thu Jul 30 14:57:30 Rdlnit: Bad fornat in rules file at |ine 218
Thu Jul 30 14:57:30 Rdlnit error

Thu Jul 30 14:57:30 clstrngr: DO sable DVB tiner

Thu Jul 30 14:57:30 clstrmgr on node O is exiting with code 3

Figure 46. Extract from the /tmp/clstrmgr.debug Log File

The line towards the end, Rdlnit: Bad format in rules file at |ine 218,
seems to indicate a problem regarding the rules.hacmprd file, which is the file
where all the cluster events are defined.

The next step is to look at the /var/fadm/cluster.log file. Figure 47 on page 110
shows its contents.

Problem Determination 109



110

Jul 30 14:57: 30 sp21n15 cl strngr[5950]: Thu Jul 30 14:57: 30 HAOWY PE Q uster Man
ager Sarted

Jul 30 14:57: 30 sp21n15 cl strngr[5950]: Thu Jul 30 14:57:30 Rdlnit: Bad fornat i
nrules file at line 218

Jul 30 14:57: 30 sp21n15 cl strngr[5950]: Thu Jul 30 14:57:30 Rdlnit error

Jul 30 14:57: 30 sp21n15 cl strngr[5950]: Thu Jul 30 14:57:30 clstrngr on node O i
s exiting wth code 3

Jul 30 14:57: 31 sp21nl5 HAQWP for ALX clexit.rc : Uhexpected termnation of cls
trngr.

Jul 30 14:57: 31 sp21nl5 HAQWP for ALX clexit.rc : Halting systeminmedi atel y!!!

Figure 47. Extract from the /var/adm/cluster.log Log File

This information is basically the same as the one found in the
Itmp/clstrmgr.debug file before, and again it points to the rules.hacmprd file.
The date and timestamps are also identical.

We now look at the rules.hacmprd file under the /usr/sbin/cluster/events
directory to make sure it has the correct format. At the end of this file we find
a user-defined event, which is shown in Figure 48 on page 110.

/# start of Wser Event tnpfull

UE_TWPFULL

0

fusr/local /tnpfull.rp

2

0

| BM PSSP. ai xos. FS. % ot used
NodeNunF2; LV=hd3; VG=r oot vg
X>90

X<80

# end of UWser Bvent tnpfull

Figure 48. Extract from the /usr/sbin/cluster/events/rules.hacmprd File

The problem is clear now. The UE_ TMPFULL user-defined event has not been
configured correctly. Each event must be exactly nine lines. Looking closely
at Figure 48 on page 110, we can see there are ten lines instead. We can
ignore the lines starting with the pound sign since they are simply comments.
The problem is the extra, blank line just above the event name, UE TMPFULL.
After removing this blank line, HACMP/ES now starts correctly.

For more details of the rules.hacmprd file, see 6.2.3, “The rules.hacmprd File”
on page 141.
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5.5 The emsvcs Daemon Problem

In this section we examine a problem regarding the emsvcs daemon. The
problem manifests itself in the following way. After starting HACMP/ES, it is
always good practice to check that everything has been initialized correctly.
So we look at the /tmp/hacmp.out log file and do not see any errors, we
monitor the cluster resources and see that all of them have been acquired as
expected, we execute the | ssrc command to make sure all the daemons are
running - and here we find an anomaly: the emsvcs daemon is not in the
active state, as can be seen in Figure 49 on page 111.

#lssrc -a | grep svcs

t opsvcs t opsvcs 13180 active

gr psvcs grpsvcs 13004 active

grpgl sm grpsvces 13692 active

enai Xos ensvcs 14476 active

ensves ensvcs inoperative
#

Figure 49. Issrc Output

So we start to investigate this problem. First we check the System Error Log
using the errpt -acommand and we find three entries related to our problem,
having ERROR LABELSs of SRC, CORE_DUMP and HA002_ER. They are
shown in detail in Figure 50 on page 112 through Figure 53 on page 115.
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LABH : SC

| DENT FI ER E18E984F

Dat e/ Ti ne: Thu Jul 23 09: 59: 18
Sequence Nunier: 478

Machi ne 1d: 000106837000

Node | d: sp21nl5

d ass: S

Type: PERV

Resour ce Nane: SRC

Description
SOFTWARE PROGRAM ERRCR

Probabl e Causes
APPLI CATI ON PROGRAM

Fai | ure Causes
SOFTWARE PROGRAM

Recormended Acti ons
PERFCRVI PROBLEM REGOVERY PROCEDURES

Detail Data
SYMPTOM QTE

DETECTI NG MDULE

" srchevn. ¢’ @i ne:’ 281’
FA LI NG MIDULE

ensvcs

Figure 50. Extract from System Error Log Labeled SRC
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LABH : QRE_DUWP
| CENT F ER G50BB505

Deat e/ Ti ne: Thu Jul 23 09:59: 17
Sequence Nunber: 477

Machi ne 1d: 000106837000

Node | d: sp21n15

d ass: S

Type: PERM

Resour ce Nane: SYSPRCC

Descri ption
SOFTWARE PROGRAM ABNCRVALLY TERM NATED

Probabl e Causes
SOFTWARE PROGRAM

Wser Causes
USER GENERATED S GNAL

Recommended Actions
QORRECT THEN RETRY

Fai | ure Causes
SCFTWARE PROGRAM

Recommended Actions

RERLN THE APPLI CATI ON PROGRAM

| F PROBLEM PERSl STS THEN DO THE FOLLONVNG
QONTACT APPRCPR ATE SERV (CE REPRESENTATI VE

Detail Data
S GNAL NUMBER
6
USER S PROCESS | D
15876
FI LE SYSTEM SER AL NMBER
7
I NODE NUMBER
2083
PROGRAM NAME
haend

.

Figure 51. Extract from System Error Log Labeled CORE_DUMP (1/2)
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ACDI TI ONAL | NFCRVATI ON
rai se 4C

??

abort B3

end_exit 38

parse_joi 10C
approve_c DC
ha_gs_dis FAC
dispatch_ 14

ctrl_loop 4CC

nai n 63C
??

Synpt om Dat a
REPCRTABLE

1

I NTERNAL ERRCR

0
SYMPTOM GTE
PCSS P12 ALDS haend S G 6 FLDS end_exit VALU 38

Figure 52. Extract from System Error Log Labeled CORE_DUMP (2/2)
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LABH : HA002_ER
| CENT F ER 12081035

Deat e/ Ti ne: Thu Jul 23 09:59: 17
Sequence Nunber: 476

Machi ne 1d: 000106837000

Node | d: sp21n15

d ass: S

Type: PERM

Resour ce Nane: haend

Descri ption
SFTWARE PRORAM BERRCR

Probabl e Causes
SUBSYSTEM

Fai | ure Causes
SUBSYSTEM

Recommended Actions
REPCRT DETAI LED DATA
QONTACT APPRCPR ATE SERV CE REPRESENTATI VE

Detail Data

DETECTI NG MIDULE

LPP=PSSP, Fn=enu_gsi . ¢, S D=1. 4. 1. 28, L#=1389,

D AGNCBTI C EXPLANATI ON

haend(cl uster_a): 2521-007 Internal error (65551).

Figure 53. Extract from System Error Log Labeled HA002_ER

The most important information we find by looking at these entries is that the
emsvcs daemon has created a core file. The IBM RS/6000 Cluster
Technology daemons (topsvcs, grpsvcs, grpglsm and emsvcs) create core
files under the /var/ha/run directory. Here each daemon has its own directory.
The directory names are called daemonname.clustername, where
daemonname is simply the name of the daemon and clustername is the
HACMPI/ES cluster name assigned during configuration. However, there is
one exception to this rule, and it regards the emsvcs daemon, whose
directory is called haem.clustername instead of emsvcs.clustername. In the
next figure we look at the contents of this directory:
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# cd /var/ha/ run/ haemcl uster_a

#1s -1

total 10547

drwwr-xr-x 2 root haemr m 512 Jul 10 10: 29 Reache_ | ocal
drwkr-xr-x 2 root haemr m 512 Jul 10 10: 29 Rcache renote
drwwr-xr-x 2 root system 512 Jul 10 10: 29 ai xos
-rwerwrw 1 root haemtm 2695975 Jul 23 09: 59 core

#

Figure 54. Files in the /var/ha/run/haem.cluster_a Directory

As expected, we find a core file here, and its date and timestamp match the
date and timestamp of the three errors written in the System Error Log that
we have just examined.

In this case, we cannot suggest any action to solve the problem, so the next
step would be to call IBM support.

5.6 Cluster Manager

116

This section provides information to trace the state of the Cluster Manger.
Basically, the Cluster Manager monitors events. If an event happens, the
Cluster Manager looks in the rules.hacmprd file. According to the name of the
event, the Cluster Manager decides which recovery program should be
executed. In the recovery program, there are definitions how to run recovery
scripts. The Cluster Manager changes its state according to its action against
events. When the Cluster Manager changes its state, it leaves a message in
the /tmp/clstrmgr.debug internal log file. This file includes Finite State
Machine-event (FSM-event) and Cluster Manager state change information.
If you examine this file, it is possible to learn what recovery script the Cluster
Manager executed.

The following example uses the case of initial cluster formation described in
3.3.2, “Initial Cluster Formation” on page 36. Figure 55 on page 117 is the
Cluster Manager state change example while the first node comes up. The
steps of this example are from step 1 “INIT state (Node A)” on page 36 to step
12 “STABLE state (Node A)” on page 39.

There is a lot of information written to this log file. To concentrate on
information about the state change, we used the grep command, which picks
up the FMS-event related lines.
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# grep FSMevent /tnp/ cl strngr. debug

Mon Jul 27 17:48:17 FSMun: running state = ST_INT, FSMevent = EV . JO N MG

Non Jul 27 17:48:17 FSMun: next state = ST JONNG FSMevent = FSMI\D\E

Mon Jul 27 17:48:42 FSMun: running state = ST JON NG FSMevent = EV JO N DONE
Mon Jul 27 17:48:42 FSMun: next state = ST_STABLE, FSMevent = FSMNO\E

Mon Jul 27 17:48:42 FSMun: running state = ST_STABLE, FS\Aevent = EV NEW EVENT

Mon Jul 27 17:48:42 FSMun: next state = ST_UNSTABLE, FSMevent = FSMI\D\E

Mon Jul 27 17:48:44 FSMun: running state = ST_UNSTABLE, FSMevent = EVTI MEQUT

Mon Jul 27 17:48:44 FSMun: next state = ST_MOIING FSMevent = FSVII\D\E

Mon Jul 27 17:48:45 FSMun: running state = = ST ~VOI NG FS\Aevent = EVVOI'E MEG

Mon Jul 27 17:48:45 FSMun: next state = ST_MOIING FSMevent = FSMI\D\E

Mn Jul 27 17:48:45 FSMun: runni ng state = - ST VO NG FSMevent = EVVOI'E DONE

Mon Jul 27 17: 48: 45 FSMjueue: queuei ng FSMevent = EV_B\D STEP

Mon Jul 27 17:48:45 FSMun: next state = ST_RP R.N\H\G FSMevent = EV_B\D STEP

Mdon Jul 27 17:48:45 FSMun: next state = ST RP RINN NG FSMevent = EV EI\DSTEP

Mon Jul 27 17:48:45 FSMun: running state = ST RP RN NG FSMevent = EVE!\DSTEP
Mon Jul 27 17:48:45 FSMun: next state = ST_| BARRER FSMevent = FSMI\D\E

Mon Jul 27 17:48:45 FSMun: running state = = ST “BARRER FSMevent = EV BARR ER MSG
Mon Jul 27 17:48:45 FSMun: next state = ST BARRER FSMevent = FSVII\D\E

Mon Jul 27 17:48:45 FSMun: running state = - ST " BARRER FSMevent = EV BARR ER DONE
Mon Jul 27 17:48:45 FSMun: next state = ST RP RINN NG FSMevent = FSMNONE

Mon Jul 27 17:49:53 FSMun: running state = ST_RP_ RONNNG FSM event = BV_BARR ER MSG
Mon Jul 27 17:49:53 FSMun: next state = ST BARRRER FSMevent = FSM NONE

Mon Jul 27 17:49:53 FSMun: running state = ST BARRER FSMevent = EV_BARR ER DONE
Mon Jul 27 17:49:53 FSMun: next state = ST_ RP RUON NG FSMevent = FSMNONE

Mon Jul 27 17:49:53 FSMun: next state = ST FP RUNN NG FSMevent = FSVII\D\E

Mon Jul 27 17:49:54 FSMun: running state = ST RP_ RINN NG FSMevent = BV_CBARR ER MG
Non Jul 27 17:49:54 FSMun: next state = ST (BAFRER FSMevent = FSMNON\E

Mon Jul 27 17:49:54 FSMun: running state = ST (RARR ER FSMevent = BV (BARR ER DONE
Mon Jul 27 17:49:54 FSMun: next state = ST_STABLE, FSMevent = FSVII\D\E

Mon Jul 27 17:50: 00 FSMun: runni ng state = ST STABLE, FSMevent = EVTI MEQUT

Mon Jul 27 17:50: 00 FSMjueue: queuei ng FSMevent = EV_NO EVENTS

Mon Jul 27 17:50: 00 FSMun: next state = ST_MOIING FSMevent = EV NO EVENTS

Mon Jul 27 17:50: 00 FSMun: running state = ST_ MO NG FSM event = BV_NO BVENTS

Mdn Jul 27 17:50:00 FSMun: next state = ST_STABLE, FSMevent = FSMNO\E

Figure 55. A Part of the /tmp/clstrmgr.debug File

The line starting with FSMun: running state = ... and the line starting with
FSMun next state = ... make a pair. These lines tell you that the FSM-event
JA N MsGhappened at Mn Jul 27 17:48: 17, then the Cluster Manager did the
specified action for the state and FSM-event pair, then the state of the Cluster
Manager was changed from IN T to JO N NG

You can see the relationship of Cluster Manager states and FSM-events, in
Figure 2 on page 36 and Table 2 on page 36.

This example is an initial cluster formation, so it uses the node_up.rp
recovery program. Important messages are line 15, 17, 21, 23, 26, and 28.
Line 15, running state = ST_RP_RUNN NG shows that the Cluster Manager
executed the node_up recovery script for other nodes. Line 17, running state
= ST_BARR ER shows that the Cluster Manager waited at the barrier statement.
Lline 21, running state = ST_RP_RU\N NG shows that the Cluster Manager
executed the node_up recovery script for the event node. Line 23, running
state = ST_BARR ER shows that the Cluster Manager waited at the barrier
statement. Line 26, running state = ST_RP_RUNN NG shows that the Cluster
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Manager executed the node_up_complete recovery script on all nodes. Line
28, running state = ST_CBARR ER shows that the Cluster Manager was exiting
the node_up.rp recovery program.

The states and their sequence depends on what kind of recovery program the
Cluster Manager executed. If something is wrong with the recovery program
or recovery script, you will find messages in the log file that might help you
determine problems with the HACMP Cluster Manager.

5.7 Using the sample_test Utility
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This section may help provide some starting tips for using the sanpl e_t est
utility provided with the RSCT filesets. This is an unsupported utility provided
purely on an as-is basis, which means that if any problems are found either
by using the utility or within the utility itself, it is up to the user to take
responsibility and perform corrective actions. We found the utility useful in
gaining a greater understanding of how groups are formed and some of the
protocols that run within them.

The utility and the source code it was compiled from is located in the directory
lusr/sbin/rsct/samples/hags, and contains the following files:

Sanpl e_FraneTabl e. h
Sanpl e_Node. C

Sanpl e_Node. h

Sanpl e_Provi der Tabl e. C
Sanpl e_Provi der Tabl e. h

Sanpl e_Subscription. h
sanpl e_cal | backs. ¢

sanpl e_cal | backs. h

sanpl e_deacti ve_c_prog
sanpl e_deactive_c_prog. ¢

/# I's h
Mikefil e. sanpl e Sanpl e_Subscri be sanpl e_deact i ve_ksh
Sanpl e_Frane. C Sanpl e_Subscri be. C sanpl e_schg
Sanpl e_Frane. h Sanpl e_Subscri be. h sanpl e_schg. ¢
Sanpl e_FraneTabl e. C Sanpl e_Subscription. C sanpl e_t est

sanpl e_test.c
sanple_utility.c
sanple_utility.h

v

The sanpl e_test file is a precompiled executable (RS/6000) or object module
for use on AIX systems. Before it can be used, however, we need to supply

the following variables as described in IBM RS/6000 Cluster Technology for
AlIX: Group Services Programming Guide and Reference, SA22-7355.

HA_DOMAIN_NAME This is the domain name for the current HACMP/ES
cluster we are using. The name is actually the same
as the name of the cluster. If you are unsure of the
exact name, run I ssrc -|s against the event
management operating system resource monitor
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(emaixos), which displays the domain name in the
output.

HA_GS_SUBSYS This is the subsystem name that we wish to interface
with, either the PSSP group services daemon (hats) or
the HACMP/ES group services daemon (grpsvcs).

Here is an example of the variables:

# lssrc -1s enai xos| grep -i domai n
Donai n Type:

Donai n Nane: cluster_a

# export HA DOVA N NAME=cl| ust er _a
# export HA G5 SUBSYS=gr psvcs

Now that we have set our variables, we can execute the sanpl e_test script.
We found that using the script in interactive mode was easier to follow and
provided breakpoints for us for examining the effects of our actions.

The next screen snapshot shows us starting the executable in interactive
mode and displaying the help screen, which provides a brief description of
the flags and their meanings:
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# sanpl e_test -i
**********_'_'_F'_'_'_'_'_H———:********** e

M programindex is 0 and the programnane is: <sanpl e_test0>

**********_'_'_F'_'_'_'_'_H———:********** e
P ease enter a coomand('h' for help): h

Enter: 'i’(ha gs_init) '1 (1 phase join) 'j’'(n phase join)

"X (good target join, if 'j' was done) 'm(bad target join)

‘a' (msnatch attributes, if done by both even and odd i ndexed sanpl e_tests)
"t’ (state val ue change) ' p' (provider broadcast nessage)

s’ (subscribe to a group) 'u’ (unsubscribe froma group)

"I’ (leave a group) '€’ (expel one or nore providers froma group)

"¢’ (even index: source 'theSourceGoup’, odd index: no source-group)
"3 (good target join, if 'j' and 'x were done)

"b’ (build a group by defining its attributes)

'n'(modify a group’s attributes)

"y’ (say goodbye ("exit immediately fronf) a group)

'Z' (toggl e HA G5 DEACTI VATE ON FA LURE)

"d’ (ha_gs_dispatch) "h' (print these instructions) 'q (quit)

To automatically get these instructions at each pronpt, use
"verbose’ node via '-v' on the command i ne.

To interactively specify initialization paraneters, specify '-i’ on
the comrmand |ine.

Wite instructions returned rc:[HA G (K
P ease enter a coomand('h' for hel p):

- /

It may be useful to print out this information, instead of having to refer back
each time you want to run a command.

Before we can do anything else, we need to register with the Group Services
Application Programming Interface (GSAPI) by using the ha_gs_init()
subroutine. We do this by entering the i (ha_gs_init) command. We will be
prompted to respond to each parameter that needs to be specified with
ha_gs_init() if we chose interactive mode, otherwise we will use some default
values. An example can be seen here:
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P ease enter a coomand('h' for help): i
P ease enter a coomand('h' for hel p): Pl ease specify the client’s socket control
attribute.
Enter: 0 (S QG\AL) anything else (NDSQW): 1
Using HA GS SOKET_ NO S AQNAL!  (ood i dea.
The default deactivate script is[./sanpl e_deactive c_prog].
Keep it (0 [no] 1[yes])? 1
Keepi ng default deactivatate script [./sanpl e_deactive_c_prog].
Wat ki nd of responsi veness?
1[Pngl 2 [CGounter] 3 [None]: 1
Usi ng HA GS PI NG RESPONS VENESS. ood i dea.
Secify the interval (in seconds) between responsi veness checks: 3000
Soecify time limt (in seconds) for response to responsi veness check: 5
Responsi veness paraneters specified: Type[ HA G5 Pl NG RESPONS VENESS
Interval [ 3000 seconds] Response tine |imt[5 seconds]

Do you want to respond nanual |y or autonatically to all responsi veness
notifications? |If auto, then we will always return &K |f nanual, you
Wil be able to specify K or NOI_(K at notification tine.

Secify "A [auto] or 'M [manual] (default is auto):

Aut onat i c responsi veness responses!

ha gs_init returned rc:[HA G5 (K

M ease enter a command(’' h’ for hel p):

We successfully registered with Group Services. If you receive a return from
ha_gs_init() that says “unsuccessful”, for example HA GS GONNECT_FAI LED
instead of HA G5 X, then it is likely that something is wrong with the variables
that were exported before we executed sanpl e_t est.

After registering with Group Services, we can perform simple actions, such as
joining or subscribing to a group. Here we can see what happens when we
join a new group by entering the j (n phase join) command:
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P ease enter a coomand('h' for help): j
Hease enter a command(’' h' for hel p): ****xxdddd btk kxkkkkkdk
++t+
Attenpting JAN for group[theSourceG oup]:
M instance #100] |ocal nane[ SourceJoin]
Goup attributes:
version[1] size[40] client version[1]
Bat chi ng[ HA GS BATCH BOTH Joi n/ Fai | phases[ N PHASH Refl ection phases[ N PHASH
Defaul t vote[ HA G5 VOTE REJECT] Merge[ HA G5 DONTCARE MERCH]
Tine limts: join/fail[60] reflection[30]
G oup nane[ t heSour ceG oup] Source group nang[ ]
hokkkkokkkkok 4444 ckkkk ek ko ke
ha gs_join so far returned rc:[HA GS (K
P ease enter a coomand('h' for hel p):
[TAX(Jul 23 14:08:41)] N Phase Cal | back Zero cal |l ed
kkkkkkkkkkkkkkkhkkkk*k Thu Jul 23 14 08 41 1998 *kkkkkkkkkkkkkkkkkkk*k
Type[HA G5 JON Token[ O] TineLi mt[60]
Summary_ode ]
NunPhases[ N PHASE] Thi sPhase[ 1] Proposer [ 100/ 2]
Wiat sChanged] HA G5 PROPCSED MEMBERSH P HA G5 QNGO NG MEMBERSH A
Qurrent Providers[No providers in list!]
Changi ngPr ovi der s[ count [ 1] Menber s[ 100/ 2 1]
Qurrent Sate[ Lengt h[ 4] Val ue[ Q] ]

EE R S RS R R RS R R R R R R R R

Protocol is HA GSJAON

kAR AR ek e
kkkkkkkkkk g4 kk ko k Sk kR R K —

Enter a vote value: C[ntinue] A [Approve] R [Rgect]
or, to force 'nested proposals: T [Sate change] P [PBV

Here we are being prompted on what vote we should give. Since we are the
first process requesting to join, our vote is the deciding vote.

At this point we can use some commands in another window to interrogate
Group Services and list the protocols being used, for example by using the
hagsvot e command.

We can see that we have only 60 seconds to vote before our default vote of
HA G5 VOTE_REJECT is submitted. So let us approve the join request and join
the group theSourceGroup by entering the A (Approve) command.
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Enter a vote value: C[Continue] A [Approve] R [Rgect]
or, to force 'nested proposals: T [Sate change] P [PBV

A

You have chosen wel I, grasshopper. This protocol will be approved here and now
**********++++++++++=::=:==::=********** —_—

Phase[ 1] vot e val ue[ HA G5 VOTE APPROVE] defaul t vote val ue[ HA GS NULL_ VOTH|
**********++++++++++=::=:==::=********** —_—

ha_gs_dispatch returned rc:[HA G K

P ease enter a coomand('h' for hel p):

[ TAX(Jul 23 14:09: 06)] Approved Cal | back Zero cal | ed
kkhkkkkkhkkkkhkkkkhkhkkkhkhkkhkkx Thu Jul 23 14:09:06 1998 kkhkkkkhkkkkhkhkkkhkhkkhkhkkkhxk
Type[ HA G5 JAO N Token[ 0]

Summary_(ode[ HA G5 BEXPLI A T_APPROE]

NunPhases[ N PHASE  Thi sPhase[ 1] Proposer [ 100/ 2]

Wtat sChanged[ HA GS_UPDATED PROV DER MESSAGE HA GS UPDATED MEMBERSH F|
Qurrent Provi ders[count [ 1] Menbers[100/2 ]]

Changi ngPr ovi der s[ count [ 1] Menfer s[ 100/ 2 ]]

>>>> @ abbed ny provider id [100/2]

Qurrent Sate[ Lengt h[ 4] Val ue[ Q] ]

Provi der Message] Lengt h[ 67] Val ue[ O<sanpl e_t est 0>Thi ngs do seemto be | ooki ng up
now, do they not?]]

EE RS R R RS R R RS R R R R R R R R R
ha_gs dispatch returned rc:[HA GS (K

P ease enter a coomand('h' for hel p):

- /

Once we approve the join we can see some of the protocols being exchanged
by Group Services and the new group. We do not appear to have had any
errors, so let us examine the groups managed by grpsvcs with the hagsgr
command.
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# hagsgr -s grpsvcs
Nunber of: groups: 7
Goup slot # [0] Goup nane[ Host Menber ship] group state[Not Inserted |]
Provi ders[]
Local subscri bers[]

Goup slot # [1] Goup nane[ ha empeers] group state[lnserted |Ide |]
Providers[[1/2][ Y/ 1]]
Local subscri bers[]

Goup slot # [2] Goup nane[ cssRawneniber ship] group state[ldl e |]
Providers[ [V 2][3/2] [V 1][3/1]]
Local subscribers[[11/2][12/2]]

Goup slot # [3] Goup nane[ cssMenbership] group state[Inserted |Idle |]
Providers[[0/2] [0/ 1]]
Local subscri bers[]

Goup slot # [4 Goup nane[ enMenber ship] group state[ld e |]
Providers[[22][0/2][V2][0/1)[V1[21]]
Local subscri bers[[12/2]]

Goup slot # [5 Goup name] ALSTRMR 1] group state[Inserted |Idle |]
Providers[[1/2][0/1]]
Local subscri bers[]

Goup slot # [6] Goup nane[t heSour ceG oup] group state[lnserted |Idle |]
Provi ders[[ 100/ 2] ]
Local subscri bers[]

We now see our new group, theSourceGoup (Qoup slot # [6]), inserted as
the last group. The provider in this case is the sanpl e_t est executable. If we
run sanpl e_test on multiple nodes in the cluster and join the group,
theSourceGroup, we will see multiple providers for this group. Now that we
have joined a group, we are able to utilize some of the other functions
available, such as subscribing to existing groups, expelling members from the
group, or forcing state changes on the group.

For more information on GSAPI and the subroutines available, such as
ha_gs_init(), refer to IBM RS/6000 Cluster Technology for AlX: Group
Services Programming Guide and Reference, SA22-7355.

5.8 Release Notes and Readme Files

Many IBM Products have their own Release Notes, and HACMP/ES is no
exception. The Release Notes are simply a document that includes answers
to frequently asked questions, solutions to very common problems, as well as
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updates and corrections to the Product manuals. The Readme files are very
similar to the Release Notes as far as the information they contain.

We highly recommend that you always read the Release Notes and Readme
files every time you install HACMP/ES or encounter a problem with
HACMP/ES.

5.8.1 HACMP/ES Release Notes and Readme Files

The HACMP/ES Release Notes are located in the file release_notes under

the /usr/Ipp/cluster/doc directory. Figure 56 on page 126 shows the table of
contents of the HACMP/ES V4.2.2 Release Notes.

Note: We show the HACMP/ES V4.2.2 Release Notes because at the time of
this writing the HACMP/ES V4.3 Release Notes were not available yet.
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The rel ease notes consi st of the foll ow ng topics.

New Functional ity

- Q.\erify BEnhancenent s

- Kerberos, Phase ||

- (HAOW, HAQW ES) BEvent BEmul ation

- (HAOW, HAOW/ ES) DARE Resource Mgration

- Fast Recovery

- HAMew Quster Mnitoring Uility

- Qustom\erification Mt hods

0 Product Qonstraints

- Required BG5S Level

- Mcrocode Level s

- Support Not Available

- (HANFS) duster Qonfiguration Parangeters

o Installation and Mgrati on Notes

- Restoring Q.Der HAOWPevent d asses

- Installing only Messages Results in Failed Install

- Wgrading a Version 4.2 Quster Wsing the 4.2.2 Mintenance Level Uodates
- Upgrade to 4.2.2 Doesn't Require cl_convert Wility

- Saving Quster Qonfiguration or Qustonized Event Scripts

- (HAOW) Qoncurrent LMMIssues during Quster Mgration to Al X 4.3
- (HAOW) dient-nly Mgration

- (HANFS Mgrating to HANFS 4.2.2

- (HAOW ES) cl convert _snapshot Wility

- (HAOW ES) Wser-editable Files Saved During HMOW ES Instal | ation
0 Post-installation Processing

- Recovering nfiguration Information

- (HAOW, HAMOW ES) Do not install HC daenon with R/SD

o Gonfiguration Notes

- | PAT Required in Cascadi ng Resource G oups wth NFS Munt Poi nt

- Nodes Must Have Direct Network Gonnections for Successful Integration
- Failure of Sngle Active Adapter does not Generate Events

- Setting b NFS dients

- Sight Delay on Qients During Takeover

- Qustomzing Network Failure Events

- Check Autonount Attribute of Fle Systens

- (HAOW) 9333 and SSA DO sk Fencing

- (HAOW, HAOW ES) Loopback Addresses no Longer Needed

- (HAOW, HAQW/ ES) Synchroni zation of Event Qustonization

- /

Figure 56. HACMP/ES V4.2.2. Release Notes

The HACMP/ES Readme file is located under the /usr/sbin/cluster directory in
the file READMEV.R.M.UPDATE, where V.R.M stands for the Version,
Release and Modification level. For example, the HACMP/ES V4.2.2 Readme
file is called READMEA4.2.2.UPDATE. The Readme file is often updated when
a PTF is installed, especially if the PTF, in addition to fixing some bugs, also
adds some new functionality to HACMP/ES, for example, support for new
hardware.
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5.8.2 IBM RS/6000 Cluster Technology Readme Files
The IBM RS/6000 Cluster Technology (RSCT) software has its own Readme
files. They are located under the /usr/sbin/rsct/README directory and are
called rsct.basic. README and rsct.clients. README. As for HACMP/ES, we
recommend that you read these files.

5.9 Data Necessary for IBM Support to Troubleshoot a Problem

In this section we explain what data the system administrator must provide to
the IBM Support Personnel in order to diagnose an HACMP/ES V4.3
problem. The debug data and log files listed in this section are sufficient to
solve the majority of the problems that can occur in a running cluster.
However, the reader should understand that in case of very complex
situations, IBM Support may ask for additional, more detailed, information.

The data to submit to IBM is the following:
« HACMP/ES V4.3 cluster snapshot

* Miscellaneous commands and files

« Description of the customer environment

We now explain how to collect this data.

5.9.1 HACMP/ES V4.3 Cluster Snapshot

A cluster snapshot allows the system administrator to save the HACMP/ES
configuration in two ASCII files. The snapshot can be extremely useful in two
situations. First, when the cluster configuration is corrupted, it can be quickly
restored by just applying a previously saved snapshot. Second, it enables
you to have an immediate idea of the critical AIX and HACMP/ES
configuration parameters of a cluster.

We recommend that you save a cluster snapshot as soon as the HACMP/ES
configuration is completed and has been tested. The following figure shows
how to save a cluster snapshot:
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Add a Quster Snapshot
Type or select values in entry fields.
Press Enter AFTER naking al |l desired changes.
[Entry Fields]
* Quster Shapshot Nane [clustera] /
Qust om Defi ned Snapshot Met hods [1 +
* Quster Shapshot Description [hacnp/ es cl uster]
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Command Fr=Edi t F8=I nage
Fo=Shel | F10=Exi t Ent er =Do

v

The field Q uster Snapshot Nane is used to specify the name of the snapshot
files. In this example, SMIT creates two files called cl ust era under the
/usr/sbin/cluster/snapshots directory. One file has the extension .odm and
contains all the cluster configuration parameters as they are written in the
HACMP/ES GODM classes. The second file has the extension .info and
contains the output of AIX and HACMP/ES commands like | sl pp, | svg,
netstat, ifconfig, no, cllsif, and others.

The field Qust om Defi ned Snapshot Met hods allows the system administrator to
specify the full path name of a command or shell script that is executed by
HACMPI/ES to collect additional information, for example, regarding the
customer application.

The Quster Snapshot Description field is used to write a comment about the
shapshot being taken.

5.9.2 Miscellaneous Commands and Files
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In addition to the commands executed automatically when a cluster snapshot
is taken, we also recommend that you save the following data on all cluster
nodes.

e /tmp/hacmp.out*
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 /var/adm/cluster.log

« /usr/shin/cluster/history/cluster*
e /tmp/clstrmgr.debug*

* errpt -a

* Iscfg -v

« Islpp -I

 /var/hal/log/*

Saves the log files of the Topology Services, Group Services and Event
Management daemons.

« /var/ha/run/*

Saves the configuration and eventual core files of Topology Services,
Group Services and Event Management.

5.9.3 Description of the Customer Environment

The system administrator must also provide a detailed description of the
customer environment. For example, he should explain the physical network
layout (are there any bridges/routers/hubs in the cluster configuration?), the
client systems accessing the cluster (what Operating System do they run?
what systems are they?), the customer application (name and version), the
external disks (machine type, model, cabling, RAID or mirroring, SCSI or
SSA).

And anything else you think can help solve the problem!
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Chapter 6. Configuration Examples

This chapter provides configuration examples, including:
¢ Global Network
¢ User-defined events

* Kerberos

6.1 Global Network

In this section we take a closer look at the steps involved in creating a global
network, using the cl addnet wor k command. For more information on the

cl addnet wor k command and the concept of a global network, refer to 4.2.2.5,
“claddnetwork” on page 63.

First, let us document our cluster environment and the adapters we need to
configure. You can see in Figure 57 on page 132 that we have two SP nodes
that are in two entirely different SP systems. However, we wish to create a
heartbeating network between them using the SP Ethernet.

Note that the setup we have created is for demonstration purposes only. To
have a supported global network setup, all physical network types must be
the same, for example, all Ethernet or all token ring. We unfortunately did not
have the necessary hardware, so we set up a working, but at the time of
writing, non-supported configuration.
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First SP system Second SP system

sp2n15

en0— 192.168.3.15
255.255.255.0

sp21nll

192.168.4.11 —en
255.255.255.0

o

spether2
spether21

sp2en0 sp2len0
192.168.3.37 192.168.4.137
\255.255.255.0 255.255.255.0 /
| |
[ | | [
CWS CWS
1 2
VAN VAN
sp2cw0 \ o / sp21cwO0
9.12.1.37 T TN 9.12.1.137
255.255.255.0 Token Ring \ 255.255.255.0
AN e

~— -

Figure 57. The Physical Network Setup

As with most of the HACMP setup process, some configuration and testing
must be performed prior to telling HACMP how to use the setup. In our case,
before we can set up a global network, we need to define to each of the
nodes the routes they must take to reach each other. This involves the
following steps:
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1. Set ipforwarding to 1 on both Control Workstations (CWSSs), as they are
acting as the routers.

# no -o ipforwarding
ipforwarding = 1

2. Define, on each node, that the route to the other SP system’s SP Ethernet
is through their own CWS. The simplest way to achieve this is to use
SMIT, with the fastpath mkroute. Here we can see an example of us
setting the default route on sp21nil:

~
/Add Satic Route
Type or select values in entry fields.
Press Enter AFTER naking all desired changes.
[Entry Fields]
Desti nation TYPE net +
* DESTI NATI ON Addr ess [192. 168. 3]
(dotted decimal or synbolic nane)
* Default GATEWAY Address [192. 168. 4. 137]
(dotted decinal or synbolic nane)
* METR C (nunber of hops to destination gateway) [1] #
Networ k MASK (hexadeci nal or dotted deci nal ) [ 255. 255. 255. 0]
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=I nage
Fo=Shel | F10=Exi t Ent er =Do
N /

This should update the routing table on sp21nl1l, as shown in the next
example:
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-

# netstat -rn
Routing tabl es
Desti nation

Gat enay

H ags

Refs

Route Tree for Protocol Family 2 (Internet):

def aul t
9.12.1/24

80. 7/ 16

80. 9/ 16

127/8

192.168. 3/ 24
192. 168. 4/ 24
192.168. 14/ 24

192. 168. 4. 137
192. 168. 4. 137
80.7.6.11
80.9.9.1
127.0.0.1

192. 168. 4. 137
192.168. 4. 11
192.168.14. 11

i1 i1

CC8CCC86

Route Tree for Protocol Fanily 24 (Internet v6):
.. . H

0
0
2
0
9
1
7
2

0

We If PVMIU Exp Goups

0 en0 - -

4413 en0 - -
73641 enl - -
4 en2 - -
54112 100 - -
73394 en0 - -
77681 en0 - -
155530 css0 - -

0 100 16896

v

3. Define on each CWS that the route to the other SP system’s SP Ethernet,
is via the token ring network to the other CWS. Again, the simplest way to
perform this is through SMIT. We can see this action taking place on CWS

2 in the following example:

© . R
Add a Satic Route
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]
Destination TYPE net +
* DESTI NATI ON Addr ess [192. 168. 3]
(dotted decinal or synbolic nane)
* GATBVMAY Address [9.12. 1. 37]
(dotted decinal or synbolic nane)
* METR C (nunber of hops to destination gateway) [1] #
Net wor k MASK ( hexadeci nal or dotted deci nal ) [ 255. 255. 255. Q]
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=l mage
Fo=Shel | F10=Exi t Ent er =Do
N /

HACMP Enh

Notice that we use the token ring IP address here, notthe CWS’s Ethernet
address. This correctly defines that we communicate across the token ring
network, which is shown in the routing table on CWS 2 as:
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# netstat -rn
Routing tabl es

Desti nation Gat evay Hags Refs We If PVMIU Exp Goups
Route tree for Protocol Fanmily 2 (Internet):
def aul t 9.12.1.30 G 11 8202411 trO - -
9.12.1/24 9.12.1.137 U 17 1298931 tr0 - -
10. 1716 192.168.4.9 G 2 1028236 en0 - -
127/ 8 127.0.0.1 U 6 3660 |00 - -
192. 168. 3/ 24 9.12.1.37 uDd 5 125825 tr0 - -
192.168. 4/ 24 192. 168. 4. 137 U 60 6682456 en0 - -
Route tree for Protocol Fanily 24 (Internet v6):
i1 i1 WH 0 0 lo0 16896 -
N /

4. Update the /etc/hosts file on each node to include the opposite node for
name resolution. Next we can see the /etc/hosts entry on sp21n11l:

# grep 192.168.3.15 /etc/ host s
192.168. 3. 15 sp2nl5 # spethernet for other SP

5. Test that the communication paths are correct with the tracerout e
command, and that the hostname and IP address resolve to each other. In
the following example on sp21n1l1 we see that name resolution and
communication are working correctly for the setup we have just created:
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# host sp2nl5

sp2nl5 is 192.168. 3. 15

# host 192.168.3.15

sp2nl5 is 192.168. 3. 15

# ping -c 3 sp2ni5

P NG sp2n15: (192.168.3.15): 56 data bytes

64 bytes from192. 168.3.15: icnp_seq=0 ttl =253 tine=4 n%
64 bytes from192. 168.3.15: icnp_seq=1 ttl =253 ti me=4 n%
64 bytes from192. 168.3.15: icnp_seq=2 ttl =253 ti ne=4 ns

----sp2n15 PING S atistics----

3 packets transmtted, 3 packets received, 0%packet |oss
# traceroute 192.168. 3. 15

trying to get source for 192.168. 3. 15

sour ce shoul d be 192. 168. 4. 11

traceroute to 192.168.3.15 (192. 168. 3. 15) from192. 168. 4. 11 (192. 168. 4. 11), 30 h
ops nax

out goi ng MU = 1500

1 sp2lenO (192.168.4.137) 8 ns 3 ns 3 ns

2 sp2len0 (192.168.4.137) 3 ns

fragnentation required, trying new MU = 1492

2 9.12.1.37 (9.12.1.37) 6ns 6ns 6 ns

3 sp2nl5 (192.168.3.15) 8 ns 8 ns 8 ns

#

If the tests produce the output expected, then we have correctly
configured our routes and are now in a position to define the global
network to HACMP/ES. In our example we see that we pass to our local
CWS, then to the remote CWS, and finally onto the destination system. It
is important to make sure that we are using the correct route, and not just
assume that the IP packets are using the route we set up.

The first task, if we have not already done so, is to define our SP Ethernet to
HACMP for each node under the Configure Adapters menu, located under
Cluster Topology, in SMIT. Since each node is on a different network both
logically and physically, we must assign a different network name for each SP
Ethernet.

Once each SP Ethernet has been defined, we can tell HACMP to configure a
global network to include both SP Ethernet networks, either through SMIT or
directly from the command line using cl addnet wor k. Here is an example of us
using the SMIT menu to add a local network to a global network on sp21n11,
called globalnet:
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Change/ Show a @ obal Net wor k
Type or select values in entry fields.
Press Enter AFTER naking al |l desired changes.
[Entry Fields]
* Local Network Nanme spet her 21
Qobal Network Name [ ol obal net] +
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=l mage
Fo=Shel | F10=Exi t Ent er =Do

We repeat the action and add the other SP Ethernet to the global definition.
The next stage, as always when making a change in HACMP, is to perform a
Synchroni ze A uster Topol ogy.

Once completed, we should have a new heartbeating global network. If we
look at Topology Services, we see that a new network has been defined:

# lssrc -1s topsvcs

Subsyst em G oup P D Satus

topsvcs t opsvcs 7340 active

Network Nane  Indx Defd Mors S Adapter 1D Goup ID
ethernet2 0 [0 3 35807611 80.7.6.31
ethernet2 0 [ 0] 0x85b793d7 0x85b79537

HB Interval =1 secs. Sensitivity = 4 nissed beats
gl obal net_0 [ 1] 2 2 S 192.168.4.11 192.168. 4. 11
gl obal net_0 [ 1 0x45b79390 0x45b7961f
HB Interval =1 secs. Sensitivity = 4 missed beats

2 locally connected dients with Pl Ds:
haemtl( 16926) hagsd( 5574)

Qnfiguration Instance = 6

Default: HB Interval = 1 secs. Sensitivity = 4 missed beats

If we use the new command cl | sgnw we can list the association between our
local and global networks. In the following example, we see that we now have
both our local networks spet her 2 and spet her 21 defined to our global network
gl obal net :
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# cllsgnw-a

Nane G obal Nanme
et her net 2

spether2 gl obal net
spet her21 gl obal net

For more details of the cl | sgnwcommand, refer to 4.2.2.8, “clisgnw” on page
65.

We can also see that the HACMPnetwork object class of the GODM has been
updated with the new global name:

/# odnget HAQWPhet wor k

HAQWPhet wor k:
nane = "et hernet 2"
attr = "public"
network_id = 0

gl obal nane = ""
HAQWPhet wor k:

nane = "spet her2"

attr = "private"

network_id =1
gl obal nane = "gl obal net"

HAQWPhet wor k:
nane = "spet her 21"
attr = "private"
network_id = 2
gl obal nane = "gl obal net"

For more details of the HACMPnetwork GODM class, refer to
“HACMPnetwork” on page 21.

6.2 User-Defined Events

This section gives a brief overview of the basics and a guidance on how to
configure a user-defined event. The guidance is a step-by-step description
based on the example we chose.

Before starting with any modification, you should first back up your system.
We highly recommend making a copy of the
/usr/sbin/cluster/events/rules.hacmprd file.

Note: The rules.hacmprd file must be the same on all nodes in a cluster.
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We used the application Netscape FastTrack Server (Web Server) for our
example. The HACMP-related requirements/information for this application
are:

* To have at least one file system on the shared disk
¢ One common IP address (HACMP service address)
« How to start and stop this application

« What happens if one of the processes gets killed

6.2.1 The Script Files
It was necessary to write some script files to imbed this application in
HACMP/ES V4.3. Basically we had to modify the HACMP Application Start
and Stop script files and the /usr/sbin/cluster/events/rules.hacmprd file.
Additionally we create three different kinds of script files.

6.2.1.1 Basic HACMP Script Files

These are the HACMP Application Start and Stop script files. In our case it
was necessary to modify these scripts. To get the event detection working
properly we had to add a test file, which was required to determine whether
HACMP/ES stopped the application or whether the application died
unexpectedly. The scripts are listed in B.1.1"Start Script” on page 202 and
B.1.2"Stop Script” on page 203.

6.2.1.2 User-Event Script Files
These are the necessary script files to define our user event. We had to
create a Recovery Program file and three script files.

« The Recovery Program file webserv.rp (listed in B.2.1“The webserv.rp
File” on page 203)

e The script files we used are:
« webserv_local (listed in B.2.3“The webserv_local Script” on page 204)

« webserv_remote (listed in B.2.2“The webserv_remote Script” on page
204)

« webserv_complete (listed in B.2.4"“The webserv_complete Script” on
page 206)

6.2.2 The Recovery Program

The Recovery Program file, or <xxx>.rp file, is where you define the programs
that will be executed by the HACMP Cluster Manager in case of an event.
This file is read by the Cluster Manager, who uses this file to start the HACMP
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event scripts (recovery commands) for a given event in the right order. You
can specify on what kind of nodes the programs will run.

Note: For user-defined events, <xxx> can be any name.

The first keyword of each stanza in the recovery program file can be:
# This indicates a comment line in the file.

barrier This indicates a synchronization point for all the specified
commands before it. When a note hits the barrier statement in the
recovery program, the Cluster Manager initiates the barrier
protocol on this node. When all nodes have met the barrier in the
recovery program and voted to approve the protocol, Group
Services notifies all nodes that this protocol has completed. The
next command of the recovery program is then executed.

event The cluster node where the event occurred executes this script
(recovery command).

other All the nodes where the event did not occur execute this script
(recovery command).

all All cluster nodes run this script (recovery command).
Note: The format of the lines starting with event, other, and all is:

relationship command_to_run expected_status NULL

relationship This is where one of the three-keywords mentioned above
(event, other, all) is specified.

“command_to_run (recovery command)”

This is a double-quotes-delimited string. For user-defined
events it is the full path name of the command to be
executed. For the HACMP event scripts, it is the event
name only.

expected_status This is the expected return code of the specified
command. The actual return code is compared with the
specified one. If the values do not match, the Cluster
Manager detects an event failure. If you specify an X, the
comparison is turned off.

NULL Null is a reserved field for a future release. The word
NULL must appear at the end of each of these lines.

Note: There has to be at least one blank between the values.
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« If you specify multiple recovery commands between two barrier
commands, or before the first one, the recovery commands are executed
in parallel, both on the node itself and on all the nodes.

6.2.3 The rules.hacmprd File

The rules.hacmprd file is located in the /usr/sbin/cluster/events directory. This
file is used by the Cluster Manager to map the events to their respective
Recovery Program. It exists only once on a cluster node and must have the
same content on all nodes in the HACMP/ES cluster. The format of an entry is
as follows:

Name

State (qualifier)

Recovery program path

Recovery type (reserved for future use)

Recovery level (reserved for future use)

Resource variable name (used for Event Manager events)
Instance vector (used for Event Manager events)

Predicate (used for Event Manager events)

© ® N o g A~ w0DdP

Rearm predicate (used for Event Manager events)

Note:
< Each entry must have exactly these nine lines, in this sequence.

¢ Aline can be empty.

6.2.4 Configuration Steps

This section describes the configuration steps for the application we used.
The steps may vary for another application, but the basic structure is the
same. We describe here only the additional steps you have to do to define a
user event. We assume that the application is already installed and
configured to the HACMP/ES V4.3 cluster.

1. Select a possible event condition.

For more detailed information about possible event conditions, see
HACMP Enhanced Scalability User-Defined Events, SG24-5327 or
RS/6000 SP Monitoring: Keep It Alive, SG24-4873, or IBM RS/6000
Cluster Technology for AlX: Event Management Programming Guide and
Reference, SA22-7354.
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. Test your event conditions.

We recommend that you test the functionality of your event conditions
using SP Event Perspective or the SP Problem Management functions by
issuing the pnandef command.

. Create the event script files.

In our case we had to create three script files:
« webserv_local

This script file handles the restart of the application. If the restart does
not work, a takeover is initiated by this script. For more details, see the
script file itself in B.2.3“The webserv_local Script” on page 204.

« webserv_remote

This script file is used to log that this event happened on another node
in the HACMP/ES cluster. For the script file itself, see B.2.2“The
webserv_remote Script” on page 204.

« webserv_complete

This script file is used to log on all cluster nodes that the handling of
the event finished. For the script file itself, see B.2.4“The
webserv_complete Script” on page 206.

. Test the event script files.

We recommend that you test the script files outside of HACMP first.

. Change the existing Start and Stop script files.

In our case it was necessary to modify the existing application Start and
Stop script files. To get the event detection working properly we had to add
a test file, which was required to determine whether HACMP/ES stopped
the application or whether the application died unexpectedly.

. Test the modified Start and Stop script files.

. Create the Recovery Program file (xxx.rp file).

We named our Recovery Program file webserv.rp. We decided to have
only one synchronization point and to execute the commands after the
event and other key word in parallel. For more information about the
content of this file, see B.2.1“The webserv.rp File” on page 203.

8. Save the existing rules.hacmprd file.

9. Change the rules.hacmprd file.

We added the lines shown in Figure 58 on page 143 to the end of the
rules.hacmprd file. For the resource variable, resource 1D, event
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expression and rearm expression we used the same values as in step 1
and step 2 on page 142. A listing of the complete rules.hacmprd file is
available in B.2.5“The rules.hacmprd File” on page 206.

##H#HA Begi nning of Event Definition VEBSERV Resource  #HH#HHHHHHHE
#

LUE WB RESORCE

0

/usr/1ocal / cl ust er/ event s/ webserv.rp

2

0

# 6) Resource variable only used for event nanager events
| BM PSSP. Pr og. pcount

# 7) Instance vector, only used for event manager events
NodeNun=*; Pr ogNane=ns- ht t pd; User Nane=nobody

# 8) Predicate, only used for event nanager events

XD —=08&&Xa@ !'=0

#9) Rearmpredicate, only used for event nanager events
X@ > 0

#iH#H# End of Bvent Definition LPD Resour ce HHHHHH

Figure 58. User-Defined Event Extensions to the rules.hacmprd File

10.Save the modified rules.hacmprd file.

We recommend that you save the modified rules.hacmprd file in another
directory. This is due to the fact that a PTF or an upgrade to a newer
version may overwrite this file.

11.Stop HACMP on all nodes in this cluster.

This is necessary because this file is read by the cluster manager only
once on a node during the start of HACMP/ES.

12.Copy the files to all nodes in the cluster.

Copy all the new and modified files to all nodes in this cluster. Make sure
that all new script files are executable, and that they are in the same path
location.

13.Start HACMP on one of the nodes.
14.Check the HACMP log file(s) to see that the start worked properly.
15.Repeat steps 13 to 14 until all nodes are up and running.

16.Test the new event.
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6.3 Kerberos

Both HACMP/ES and HACMP for AIX require the file /.rhosts on every cluster
node in order to perform functions like Cluster Synchronization, Cluster
Verification, Dynamic Automatic Reconfiguration Events (DARE), and others.
However, the /.rhosts file introduces a security hole by allowing users to
execute the commands /bi n/rcp, /bi n/rsh, and / bi n/rl ogi n without having to
type the root password. Starting with HACMP/ES V4.2.1 and HACMP for AIX
V4.2.1, it is now possible to configure HACMP to use Kerberos instead of the
/.rhosts file on the RS/6000 SP.

Note: HACMP/ES requires a /.rhosts file on every cluster node. It must
contain the Service and Boot adapters of all the nodes configured.

PSSP V3.1 currently implements MIT Kerberos Version 4. Kerberos provides
an authenticated version of the rcp and rsh commands, and HACMP/ES V4.3
can be configured to use them, hence increasing overall system security. The
authenticated rsh and rcp commands do not rely on the existence of the
/.rhosts file.

For a detailed description of Kerberos, refer to the following documentation:

e IBM Parallel System Support Programs for AIX Administration Guide,
SA22-7348.

¢ RS/6000 Scalable POWERParallel Systems: PSSP Version 2 Technical
Presentation, SG24-4542.

In this section we explain how to configure Kerberos Version 4 under
HACMP/ES V4.3. The RS/6000 SP has been installed with PSSP V3.1. There
are two different procedures to configure Kerberos. One involves using the
cl_setup_kerberos utility, while the other makes you execute all the
commands manually from the command line. Our suggestion is to use the
cl_setup_kerberos utility, which is less prone to human error. In fact, the
manual procedure is quite long and complicated, but you can use this
procedure for other than HACMP V4.3.

6.3.1 Cluster Configuration

144

In this section we use a 2-node cluster configuration, node sp21n13 and node
sp21n15.

Node sp21n13 has the following network adapters:
¢ en0 (sp21nl13, the SP Ethernet)

¢ enl (n13_svc and n13_boot, the Service and Boot adapters)
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« en2 (n13_stdby, the Standby adapter)
e ¢ss0 (sp21lswi13, the SP Switch base address)

e ¢ss0 (sw13_svc and swl3_boot, the Service and Boot IP alias addresses)

Node sp21n15 has the following network adapters:
¢ en0 (sp21nl5, the SP Ethernet)
¢ enl (n15_svc and n15_boot, the Service and Boot adapters)
* en2 (n15_stdby, the Standby adapter)

css0 (sp21swi15, the SP Switch base address)

¢ss0 (swl15_svc and swi15_boot, the Service and Boot IP alias addresses)

Figure 59 on page 145 summarizes all the adapters defined in our
HACMP/ES cluster.

4 ™
Adapt er Type Net wor k Type Attribute Node Interface
swl3 boot  boot al i ascss hps private sp21n13 css0
SWL3 svc service al i ascss hps private sp21n13 css0
sp2lswl3 servi ce basecss hps private sp21n13 css0
n13_boot boot ethernetl ether public sp21n13 enl
nl3 svc servi ce ethernetl ether publ i c sp21n13 enl
nl3 stdby standby ethernetl ether public sp21n13 en2
sp21nl13 servi ce spet her et her private sp21n13 en0
swl5 boot  boot al i ascss hps private sp21n15 css0
swl5 svc servi ce al i ascss hps private sp21n15 css0
sp2lswl5 service basecss hps private sp21n15 css0
nl5_ boot boot ethernetl ether public sp21n15 enl
nl5_svc service ethernetl ether public sp21n15 enl
nl5 stdby standby ethernetl ether public sp21n15 en2
sp21n15 service spet her et her private sp21n15 en0
N /

Figure 59. Adapters in Our AHCMP/ES Cluster

6.3.2 Configuring Kerberos Using the cl_setup_kerberos Utility
This section shows the procedure for configuring Kerberos by running a setup

utility called cl_setup_kerberos.
To configure Kerberos:

1. Before running cl_setup_kerberos, make sure that HACMP/ES has been
properly installed on both cluster nodes, sp21n13 and sp21n15. and
Kerberos is installed and configured on each node, root.admin is
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authenticated, and the /.k file is present. (This is the normal PSSP initial
setup.)

2. On node sp21n13, configure the Cluster Topology in the usual manner. It
is a requirement that the SP Ethernet adapter be part of the cluster
configuration because this utility issues an authenticated rcmd to the
cluster nodes through the en0.

3. At this point we execute cl_setup_kerberos on node sp21n13. This utility
is located under /usr/sbin/cluster/sbin. The cl_setup_kerberos utility will
prompt you to enter the password for every new Kerberos principal for all
HACMP IP labels. This password can be the same as the Kerberos
administration password, but does not have to be.

4. At this point change the Cluster Security mode from Standard to
Enhanced.

5. Then issue a Cluster Topology Synchronization.
6. Delete the cl_krb_service file that was created as a result of step 3.
7. The final step is to remove the /.rhosts file from both cluster nodes.

Make sure you read 6.3.4, “Potential Problems when Using Kerberos” on
page 158.

6.3.3 Configuring Kerberos Manually

146

In the following sections we see the step-by-step procedure for configuring
Kerberos.

6.3.3.1 Defining the Adapters in the SDR

PSSP V3.1 automatically configures the rcmd service for all the adapters
defined in the System Data Repository (SDR). The rcmd service enables the
execution of the authenticated rsh and rcp commands for the network
interfaces of these adapters.

When PSSP V3.1 was installed, we decided to define in the SDR only the SP
Ethernet adapter (en0) and the SP Switch base address adapter (css0), as
can be seen in Figure 60 on page 147, executing the spl stdata -a command.
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# splstdata -a | egrep "13| 15"
Li st LAN Database | nformation
node# adapt net addr net mask hostnane type rate
ot her _addrs

13  cssO 192. 168. 14. 13 255.255.255.0 sp2lswl3. nsc.its NA - NA
15 cssO 192. 168. 14. 15 255.255.255.0  sp2lswi5. nsc.its NA NA
13 en0 192. 168. 4. 13 255.255.255.0 sp21nl3.nsc.itso bnc NA
15 en0 192. 168. 4. 15 255.255.255.0 sp21nl5.nsc.itso  bnc NA

Figure 60. Initial Adapter Definition

The ksrvutil 1ist command, executed on node sp21n13, reads the client
srvtab file, /etc/krb-srvtab, and shows us the rcmd service for both the en0
adapter and the css0 adapter, as shown in Figure 61 on page 147.

# ksrvutil 1ist

\er si on Pri nci pal
1 rcnd. sp21swi3@BC | TSQ | BM M
1 rcnd. sp21n13@EC | TSQ | BM M

Figure 61. The Client srvtab on Node sp21n13

Our HACMPI/ES cluster also includes the enl and en2 adapters. The first
step in configuring Kerberos is to define them in the SDR in order to have the
rcmd service created. In Figure 62 on page 148 we see the SMIT menu used
to define the en2 adapter of node sp21n13.

Note: The same operation must be performed for the en2 adapter of node
sp21n15.
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Additi onal Adapter Database |nformation

Type or select values in entry fields.

Press Enter AFTER nmaking al | desired changes.

[TAR [Entry Fields]
Sart Frame [1] #
Sart Sot [13] #
Node Gount [1] #
xR
Node G oup [1 +
xR
Node Li st [1

* Adapter Nane [en2]

* Starting Node’s | P Address or Host name [128. 200. 30. 3]

* Net nask [255. 255. 0. 0]
Addi tional |P Addresses [1
B hernet Adapter Type bnc +
Token Rng Data Rate +
ip | P Addresses for Lhused 9 ots? no +
Enabl e ARP for the cssO Adapter? yes +
Use Switch Node Nunbers for cssO | P Addresses? yes +

[BOTTQM

Fl=Hel p F2=Ref resh F3=Cancel F4=Li st

F5=Reset F6=Cormand Fr=Edi t F8=l mage

Fo=Shel | F10=Exi t Ent er =Do

N /

Figure 62. Configure the en2 Adapter of Node sp21n13

Next, we configure the en1 adapter of node sp21n13 in the SDR, as shown in
Figure 63 on page 149.

Note: The same operation must be performed for the enl adapter of node
sp21n15.
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Additi onal Adapter Database |nformation

Type or select values in entry fields.

Press Enter AFTER nmaking al | desired changes.

[TAR [Entry Fields]
Sart Frame [1] #
Sart Sot [13] #
Node Gount [1] #
xR
Node G oup [1 +
xR
Node Li st [1

* Adapter Nanme [enl]

* Sarting Node's | P Address or Host nane [128. 100. 10. 30]

* Net nask [255.255.0.0]
Additional |P Addresses [128. 100. 10. 3]
E hernet Adapter Type +
Token Rng Data Rate +
Skip | P Addresses for Lhused S ots? no +
Enabl e ARP for the cssO Adapter? yes +
Use Swtch Node Nunbers for cssO | P Addresses? yes +

[BOITQM

Fl=Hel p F2=Ref resh F3=Cancel F4=Li st

F5=Reset F6=Cormand Fr=Edi t F8=I nage

Fo=Shel | F10=Exi t Ent er =Do

Figure 63. Configure the enl1 Adapter on Node sp21ni13

The enl adapter must be configured with two IP addresses, Service and
Boot. It is important to specify the Boot address in the field StartingNode'sIP
Address or Hostname because this is the IP address used to configure the enl
network interface when the cluster node is booted. The Service address must
be specified in the field Additional IP Addresses , Which is a new field
introduced with PSSP V3.1. Prior to PSSP V3.1, it was not possible to use
SMIT to assign multiple IP addresses to one single network interface in the
SDR via the above SMIT screen. An alternative was to execute the following
SDRChangeAtt'Values command:

# SCRChangeAt tr Val ues Adapt er node_nunber ==13 adapt er _t ype=enl \
ot her _addr s=128. 100. 10. 3
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Note: SDRChangeAt t r Val ues writes the 128.100.10.3 IP address in the
other_addrs attribute of the Adapter SDR class. This attribute was introduced
with PSSP Vv2.3.

We have now finished configuring all our Ethernet adapters, en0, enl and
en2. Next, we must configure the two SP Switch IP alias addresses. We use
the SMIT menu Addi ti onal Adapter Database I nformation again. Figure 64 on
page 150 shows how to define the Service and Boot IP alias addresses for
the cssO adapter on node sp21n13.

Note: The same operation must be performed for the cssO adapter of node

sp21n15.
Additi onal Adapter Database |nformation

Type or select values in entry fields.

Press Enter AFTER nmaking al | desired changes.

[TAR [Entry Fields]
Sart Frame [1] #
Sart Sot [13] #
Node Gount [1] #
xR
Node G oup [1 +
xR
Node Li st [1

* Adapter Nane [cssO]

* Sarting Node's | P Address or Host nane [192. 168. 14. 13]

* Net nask [ 255. 255. 255. 0]
Additional |P Addresses [ 140. 40. 4. 13, 140. 40. 4. 3>
E hernet Adapter Type +
Token Rng Data Rate +
Skip | P Addresses for Lhused S ots? no +
Enabl e ARP for the cssO Adapter? yes +
Wse Switch Node Nunbers for cssO | P Addresses? no +

[BOITQM

Fl=Hel p F2=Ref resh F3=Cancel F4=Li st

F5=Reset F6=Conmand Fr=Edi t F8=I nage

Fo=Shel | F10=Exi t Ent er =Do

Figure 64. Define the Service and Boot IP Alias Addresses
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6.3.3.2 Configuring the godm Service

After defining the rcmd service, we must now configure the godm service.
The configuration of godm is performed on the command line by executing
the kadni n command and then the ank (add new key) option.

Figure 65 on page 151 shows how to execute the kadm n commands.

Note: The kadm n command must be executed on the Control Workstation.

4 N

# kadnin

| cone to the Kerberos Administration Program version 2
Type "help" if you need it.

admin: ank godm sp21nl3

Admin passwor d:

Password for godmsp21nl3:

\erifying, please re-enter Password for godm sp21nl3:
godm sp21n13 added to dat abase.

admn: ank godm sp21nl5

Admin passwor d:

Password for godmsp21nl5:

Verifying, please re-enter Password for godm sp21nil5:
godm sp21n15 added to dat abase.

admin: ank godm sp2lswi3

Admin passwor d:

Password for godm sp21swi3:

Verifying, please re-enter Password for godm sp21swi3:
godm sp21swl3 added to dat abase.

admn: ank godm sp2lswl5

Adnmin passwor d:

Password for godm sp21lswi5:

Verifying, please re-enter Password for godm sp21lswi5:
godm sp21swl5 added to dat abase.

N v

Figure 65. kadmin Command Example

The ank option must be used for all the IP labels (sp21n13, sp21swl3,
nl3_svc, n13_boot, n13_stdby, swl3 svc, swl3 boot, sp21nl5, sp21swl5,
nl5 svc, nl5 boot, n15_ stdby, swl5 svc, swl5_ boot) of both cluster nodes.

The next step is to extract a service key file from the Kerberos authentication
database, again for all the IP labels of both cluster nodes. To perform this
operation, we use the ext _srvtab command, as shown in Figure 66 on page
152.

Note: The ext_srvtab command must be executed on the Control
Workstation.
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# nkdi r /tnp/ ker by

# cd /tnp/ ker by

# ext_srvtab -n sp21nl3 sp2lswl3 nl3 svc nl3 boot nl13 stdby swl3 svc \
swi3 boot sp21nl5 sp2lswl5 nl5 svc nl5 boot nl15 stdby \
swl5 svc swl5_hoot

#1s -1

total 112

STW- - 1 root system 80 Jul 21 11:52 nl13 boot - new srvt ab

STW---- - 1 root system 82 Jul 21 11:52 n13_stdby- new srvtab

STW--- - 1 root system 78 Jul 21 11:52 nl13 svc-newsrvtab

STW--- - 1 root system 80 Jul 21 11:52 nl5 boot - new srvt ab

STW- - 1 root system 82 Jul 21 11:52 n15_st dby- new srvtab

R 1 root system 78 Jul 21 11:52 nl5 svc-new srvtab

STW-- - 1 root system 78 Jul 21 11:52 sp21nl3- new srvtab

STW------ 1 root system 78 Jul 21 11:52 sp21nl15- new srvt ab

STW-- - 1 root system 80 Jul 21 11:52 sp2lswl3- new srvtab

STW------ 1 root system 80 Jul 21 11:52 sp21swl5- new srvtab

STW--- - 1 root system 82 Jul 21 11:52 swi3 boot - new srvt ab

STW------ 1 root system 80 Jul 21 11:52 swl3 svc-new srvtab

STW-- - 1 root system 82 Jul 21 11:52 swl5 boot - new srvt ab

STW------ 1 root system 80 Jul 21 11:52 swl5_svc-new srvtab

# ksrvutil list -f nl3 svc-newsrvtab

\er si on Pri nci pal

1 godm n13_svc@BC | TSQ | B M
1 rcmd. n13_sve@BC | TSQ | BM M

N J

Figure 66. ext_srvtab Command Example

For each IP label specified on the command line, the ext _srvtab command
creates a new service key file in the current working directory with a file name
of iplabel-new-srvtab. Every single file contains the rcmd and godm service
for that IP label.

6.3.3.3 Creating the Client srvtab File

All the iplabel-new-srvtab files created by the ext_srvtab command in the
previous section must now be combined into one single file using the cat
command, as shown in Figure 67 on page 152:

# cat nl3_boot - new srvt nl3_stdby-new srvtab nl3_svc-new srvtab \
> nl5_boot - new srvtab nl15_st dby- new srvtab nl5_svc-new srvtab \

> sp21n13- new srvtab sp21nl5- new srvtab sp21swi3- new srvtab \

> sp21swi5- new srvtab swl3_boot - new srvtab swl3 svc-new srvtab \
> swl5 hoot - new srvtab swl5_svc-newsrvtab > ../ bi g-srvtab

#

Figure 67. Create Single Client srvtab File
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The file just created, big-srvtab, must now be transferred to all cluster nodes
and renamed to /etc/krb-srvtab. The file /etc/krb-srvtab is often called the
Client srvtab File.

Once transferred to all cluster nodes, we can have a look at the contents of
/etc/krb-srvtab using the ksrvuti| command. As can be seen in Figure 68 on
page 153, it contains both the rcmd and godm services for all IP labels of
both cluster nodes.

# ksrvutil 1ist
\er si on Pri nci pal

1 godm n13_boot @8C | TSQ | BM QM
rcnd. n13_boot @EC | TSQ | BM QM
godm n13_st dby@8C | TSQ | BM QM
rcnd. n13_st dby@8C | TSQ | BM QM
godm n13_svc@BC | TSQ | BM QM
rcnd. n13_sve@BC | TSQ | BM M
rcmd. n15_boot @BC | TSQ | BM M
godm n15_boot @8C | TSQ | BM QM
godm n15_st dby@8C | TSQ | BM QM
rcnd. n15_st dby@8C | TSQ | BM QM
rcmd. n15_sve@BC | TSQ | BM M
godm n15_sve@BC | TSQ | BM QM
rcmd. sp21n13@/BC | TSQ | BM M
godm sp21n13@BC | TSQ | BV M
godm sp21n15@8C | TSQ | B QM
rcnd. sp21n15@8C | TSQ | BV QM
godm sp21swi3@48C | TSQ | BM QM
rend. sp21swi3@BC | TSQ | BV QM
godm sp21swi5@48C | TSQ | BM GV
rcend. sp21swi5@BC | TSQ | B QM
godm swi3_boot @8C | TSQ | BM QM
rcend. swl3 _boot @BC | TSQ | BM M
rend. swl3 sve@BC | TSQ | BM QM
godm swil3 svc@8C | TSQ | BM QM
godm swi5_boot @8C | TSQ | BM QM
rcnd. swl5_boot @BC | TSQ | BM M
godm swi5_svc@8C | TSQ | BM QM
rend. swl5_sve@BC 1 TSQ | B QM

N J
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Figure 68. Show /etc/krb-srvtab via the ksrvutil Command

Another way to display the contents of the /etc/krb-srvtab file is the kli st
command with the -srvt ab option, as seen in Figure 69 on page 154:
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# klist -srvtab
Server key file: /etc/krb-srvtab
Servi ce I nst ance Real m Key Version
godm n13_boot MEC I TSQ I BM M 1
rend n13_boot MEC I TSQ I BM QM 1
godm nl3_st dby MEC I TSQ I BM M 1
rend nl3_st dby MC I TSQ I BM QM 1
godm nl3_svc MEC I TSQ I BM M 1
rend nl3_svc MC I TSQ I BM QM 1
rend nl5_boot MEC I TSQ I BM M 1
godm n15_boot MC I TSQ I BM QM 1
godm nl5_st dby MEC I TSQ I BM M 1
rend nl5_st dby MC I TSQ I BM QM 1
rcnd nl5 svc MC I TSQIBM AV 1
godm nl5_svc MC I TSQ I BM QM 1
rcnd sp21nl13 MC I TSQIBMAM 1
godm sp21n13 MC I TSQIBM QM 1
godm sp21nl15 MC I TSQIBMAM 1
rend sp21n15 MC ITSQIBMOM 1
godm sp21swl3 MC I TSQIBM QM 1
rend sp21swi3 MC ITSQIBMOM 1
godm sp21swl5 MC I TSQIBMAM 1
rend sp21swl5 MC ITSQIBMAM 1
godm swl3 boot MC I TSQIBMAM 1
rend swL3_boot MEC I TSQ I BM QM 1
rcnd swl3 svc MC I TSQIBMAM 1
godm SWL3 svc MC I TSQ I BM QM 1
godm swl5 boot MC I TSQIBMAM 1
rend swl5_boot MC I TSQ I BM QM 1
godm swl5 svc MC I TSQIBMAM 1
rend swl5 svc MEC I TSQ I BM QM 1
\F Y

Figure 69. Show /etc/krb-srvtab via the klist Command

6.3.3.4 Updating the /.klogin File

The next step in the configuration consists of updating the /.klogin file on the
Control Workstation. The root users /.klogin file contains a list of principals
that are authorized to invoke processes as the root user with the
authenticated rsh and rcp commands. The /.klogin file must be updated on
the Control Workstation and then transferred to the HACMP/ES clusternodes.
It must include all the principals shown by the kli st -srvtab command.

Figure 70 on page 155 shows the /.klogin file after it was updated.
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# cat /.klogin

root . adm n@8C | TSQ | BM GM
rcnd. sp21len0@EBC | TSQ | BM QM
rcnd. sp21n01@4EC | TSQ | B M
rcnd. sp21n05@EC | TSQ | BV A
rcnd. sp21n06@EC | TSQ | BM M
rcnd. sp21n07@8C | TSQ | BM QM
rcnd. sp21n08@EC | TSQ | BM M
rcnd. sp21n09@EC | TSQ | BV M
rcnd. sp21n10@EC | TSQ | BM M
rcnd. sp21nl11@8C | TSQ | BV G
rcnd. sp21n13@EC | TSQ | BV M
rcnd. sp21n15@8C | TSQ | BV G
godm n13_boot @6C | TSQ | BM QM
rcnd. n13_boot @BC | TSQ | BM GM
godm n13_st dby@SBC | TSQ | BM QM
rcnd. n13_st dby@BC | TSQ | BM QM
godm nl3 svc@BC | TSQ | BM M
rcnd. n13_sve@BC | TSQ | BM QM
rcnd. n15_boot @/&C | TSQ | BM GOV
godm n15_boot @BC | TSQ | BV QM
godmn15_st dby@8C | TSQ | BM QM
rcnd. n15_ st dby@BC | TSQ | BM QM
rcnd. n15_sve@BC | TSQ | BM QM
godm nl5 svc@8C | TSQ | B QM
rcnd. sp21n13@EC | TSQ | BM M
godm sp21n13@48C | TSQ | B QM
godm sp21n15@48C | TSQ | BM QM
rcnd. sp21n15@8C | TSQ | BM QM
godm sp21swi3@6C | TSQ | BM GOV
rcnmd. sp21swi3@aC | TSQ | BM G
godm sp21swi5@BC | TSQ | BM GOM
rcnmd. sp21swi5@eC | TSQ | BM GM
godm swl3 boot @8C | TSQ | BM QM
rcnd. swl3 boot @/BC | TSQ | BM QM
rend. swl3 sve@BC | TSQ | BM QM
godm swl3 svc@BC | TSQ | BV QM
godm swl5 boot @BC | TSQ | BM QM
rcnd. swl5 boot @/BC | TSQ | BM QM
godm swl5 sve@BC | TSQ | BM QM
rcnd. swl5 sve@8C | TSQ | BM M
#

Figure 70. The /.klogin File

6.3.3.5 Destroy and Reissue the Kerberos Tickets
The next step is to destroy the Kerberos tickets using the kdest roy command
on both HACMP/ES cluster nodes, as shown in the following:

# kdestroy
Ti ckets destroyed.
#
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Then stop and restart the Kerberos daemons on the Control Workstation, and
destroy and reissue the Kerberos tickets using the ki nit command, as
follows:

# stopsrc -s kadnind

0513-044 The stop of the kadmind Subsystemwas conpl et ed successful ly.
# stopsrc -s kerberos

0513-044 The stop of the kerberos Subsystemwas conpl et ed successfully.
# startsrc -s kerberos

0513-059 The kerberos Subsystemhas been started. SubsystemPIDis 12412
# startsrc -s kadnind

0513-059 The kadmind Subsystemhas been started. SubsystemPIDis 34346.
#

# kdestroy

Ti cket s destroyed.

#

#kinit root.admn

Kerberos Initialization for "root.admn"

Passwor d:

#

Next, reissue the Kerberos tickets on both HACMP/ES cluster nodes again
using the ki nit command:

# kinit root.admn

Kerberos Initialization for "root.admn"
Passwor d:

#

Now we can execute the authenticated r sh between the HACMP/ES cluster
nodes (sp21n13 and sp21n15) and the Control Workstation (sp21cw0), to
make sure that the rcmd service is working properly:

# [usr/ | pp/ ssp/ rcnd/ bi n/rsh sp21nl5 date
Mon Jul 20 15:28:56 EDT 1998

#

# [usr/| ppl/ ssp/ rcna/ bi n/rsh sp21nl3 dat e
Mon Jul 20 15:29: 02 EDT 1998

#

# [usr/| pp/ ssp/ rcnd/ bi n/rsh sp2lcwd date
Mon Jul 20 15:29: 23 EDT 1998

N J
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6.3.3.6 Change the Cluster Security Mode

In order for HACMP/ES to use Kerberos instead of the /.rhosts file, it is
necessary to change the Cluster Security mode from the default value of
Standard to Enhanced, as shown in Figure 71 on page 157.

Change / Show A uster Security

Type or select values in entry fields.
Press Enter AFTER naking al |l desired changes.

[TAA [Entry Fields]
* Quster Security Mbde Enhanced +
WARN NG The /.rhosts file nust be renoved
fromALL nodes in the cluster when the
security node is set to ' Enhanced’ .
Failure to remove this file makes it
possi bl e for the authentication server
to becore conpronised. Oice the server
has been conpronised, all authentication
passwords nust be changed.

Changes to the cluster security node
setting alter the cluster topol ogy
configuration, and therefore need to be
synchroni zed across cl uster nodes. S nce
cluster security node changes are seen as
t opol ogy changes, they cannot be perf ormed
along with dynamic cl uster resource
reconfi gurations.

[BOTTQM
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset F6=Cormand Fr=Edi t F8=l mage
Fo=Shel | F10=Exi t Ent er =Do
N /

Figure 71. Change Cluster Security

As explained in the Warning message of the SMIT menu, it is now safe to
remove the /.rhosts file from the HACMP/ES cluster nodes and then
synchronize the cluster topology.

6.3.3.7 Test HACMPJ/ES
The Kerberos configuration is now complete. To test that HACMP/ES works

correctly, we suggest that you perform a Cluster Verification or a Topology
DARE.
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6.3.4 Potential Problems when Using Kerberos

158

Having HACMP/ES use Kerberos instead of the /.rhosts file is certainly a
great advantage from the point of view of system security. However, there is a
possibility that you can run into problems. A common task when
administering an RS/6000 SP system is to customize the SP nodes. Node
customization includes the execution of the setup_server command, which is
responsible for creating the /etc/krb-srvtab files for all the RS/6000 SP nodes.
Unfortunately, set up_server does not create the /etc/krb-srvtab files correctly,
as required by HACMP/ES. After completing the Kerberos configuration, we
have an /etc/krb-srvtab file as shown in Figure 72 on page 158 on the two
cluster nodes sp21n13 and sp21n15:

# klist -srvtab
Server key file: /etc/krb-srvtab
Service I nst ance Real m Key Version
godm n13_boot MC I TSQ I BM QM 1
rend n13_boot MEC I TSQ I BM QM 1
godm nl3_st dby MC I TSQ I BM QM 1
rend nl3_st dby MEC I TSQ I BM M 1
godm nl3_svc MC I TSQ I BM QM 1
rend nl3_svc MEC I TSQ I BM M 1
rend n15_boot MC I TSQ I BM QM 1
godm nl5_boot MEC I TSQ I BM M 1
godm nl5_st dby MC I TSQ I BM QM 1
rend nl5_st dby MEC I TSQ I BM M 1
rend nl5_svc MC I TSQ I BM QM 1
godm nl5 svc MC I TSQIBMAM 1
rend sp21n13 MC ITSQIBMOM 1
godm sp21nl13 MC I TSQIBM AV 1
godm sp21n15 MC I TSQIBM QM 1
rcnd sp21nl15 MC I TSQIBMAM 1
godm sp21swi3 MC I TSQIBM QM 1
rcnd sp21swl3 MC I TSQIBMAM 1
godm sp21swl5 MC I TSQIBM QM 1
rcnd sp21swl5 MC I TSQIBM AV 1
godm swWL3_boot MC I TSQ I BM QM 1
rcnd swl3 boot MC I TSQIBM QM 1
rend SwWL3 svc MC I TSQ 1 BM QM 1
godm swl3 svc MC I TSQIBMAM 1
godm swl5_boot MC I TSQ I BM QM 1
rcnd swl5 boot MC I TSQIBMAM 1
godm swl5_svc MC I TSQ I BM QM 1
rcnd swl5 svc MC I TSQIBMAM 1
#

N /

Figure 72. /etc/krb-srvtab File on Both Nodes before Customization

As can be seen, we have listed both the rcmd and the godm service for all IP
labels of both cluster nodes.
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In Figure 73 on page 159, we see the contents of the /etc/krb-srvtab file on

cluster node sp21n13 after it was customized.

# klist -srvtab
Server key file: /etc/krb-srvtab

Servi ce I nst ance Real m Key Version
godm nl3_svc MEC I TSQ I BM M 1
rend nl3_svc MEC I TSQ I BM QM 1
godm n13_boot MEC I TSQ I BM M 1
rend n13_boot MC I TSQ I BM QM 1
godm n13_st dby MEC I TSQ I BM M 1
rend nl3_st dby MC I TSQ I BM QM 1
godm swWL3_boot MEC I TSQ I BM M 1
rend swWL3_boot MC I TSQ I BM QM 1
rend swWi3 svc MEC I TSQ I BM M 1
godm SWL3 svc MC I TSQ I BM QM 1
godm sp21swl3 MC I TSQIBM AV 1
rend sp21swl3 MC ITSQIBMOM 1
rcnd sp21nl13 MC I TSQIBMAM 1
godm sp21n13 MC I TSQIBM QM 1
#

Figure 73. /etc/krb-srvtab File on Node sp21n13 after Customization

It is clear that all the entries regarding the IP labels of cluster node sp21n15
are missing. The same problem occurs if we look at the /etc/krb-srvtab file on

cluster node sp21n15. This time the entries of cluster node sp21n13 are

missing, as shown in Figure 74 on page 159:

# klist -srvtab
Server key file: /etc/krb-srvtab

Servi ce I nst ance Real m Key Version
rend nl5_svc MEC I TSQ I BM M 1
godm nl5_svc MC I TSQ I BM QM 1
rend nl5_boot MEC I TSQ I BM M 1
godm n15_boot MC I TSQ I BM QM 1
godm nl5_st dby MEC I TSQ I BM M 1
rend nl5_st dby MC I TSQ I BM QM 1
godm swl5_boot MEC I TSQ I BM M 1
rend swl5_boot MC I TSQ I BM QM 1
godm swl5 svc MEC I TSQ I BM M 1
rend swl5_svc MC I TSQ I BM QM 1
godm sp2lswis MEC I TSQ I BM M 1
rend sp21swl5 MC I TSQIBM AV 1
godm sp21nl15 MC I TSQIBMAM 1
rend sp21n15 MC I TSQIBM QM 1
#

Figure 74. /etc/krb-srvtab File on Node sp21n15 after Customization
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If we perform a Cluster Verification using the /etc/krb-srvtab files as they are
created by the set up_server command, HACMP/ES does not validate the
configuration, as shown in Figure 75 on page 160:

COMAND STATUS
Gomand: failed stdout: yes stderr: no
bef ore conmand conpl etion, additional instructions nay appear bel ow
[MRE .. 42]

Verifying Quster Security
ERROR Gannot find rcnd. swl5_sve@8C | TSQ IBMAMin /etc/ krb-srvtab on node sp2

1n13

ERROR Gannot find godmswl5_sve@8C | TSQ I BMAQMin /etc/ krb-srvtab on node sp2
1n13

ERROR Gannot find rcnd. swl5_boot @BC | TSQ IBMAMin /etc/krb-srvtab on node sp
21n13

ERROR Gannot find godm swl5_boot @BC | TSQ IBMGMin /etc/krb-srvtab on node sp
21n13

ERROR Gannot find rcnd. sp21swi5@8BC | TSQ I BMAQMin /etc/ krb-srvtab on node sp2
1n13

ERROR Gannot find godm sp21lswi5@8C | TSQ I BMAQMin /etc/ krb-srvtab on node sp2
[MRE .. 116]

Fl=Hel p F2=Ref resh F3=Cancel F6=Cormmand

F8=Il nage Fo=Shel | F10=Exi t /=R nd

n=F nd Next

Figure 75. Cluster Verification

The moral of the story is that the system administrator has to remember to
restore a good, valid /etc/krb-srvtab file every time an HACMP/ES cluster
node is customized.

There are three ways to restore a valid /etc/krb-srvtab file:

1. Execute the cl_setup_kerberos utility. Refer to 6.3.2, “Configuring
Kerberos Using the cl_setup_kerberos Utility” on page 145.

2. Manually create a valid /etc/krb-srvtab. Refer to 6.3.3, “Configuring
Kerberos Manually” on page 146.

3. Our suggestion is to maintain, on each cluster node, a second copy of a
valid /etc/krb-srvtab file and name it, for example, /etc/krb-srvtab.ORIG. In
case a node is customized, the /etc/krb-srvtab file is overwritten, but the
system administrator will be able to quickly restore it by just renaming the
letc/krb-srvtab.ORIG file.
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Chapter 7. Resource Management Considerations

This chapter discusses some topics about disk operations and TCP/IP
considerations. We also provide unofficial techniques for configuring
unsupported configurations. You may use these techniques at your own risk.

7.1 Shared Disk Operation

The Lazy update function was introduced in HACMP V4.2.0. This function
allows HACMP to use the exportvg and i nportvg commands automatically
when necessary to refresh the ODM on a node. It may use the -L flag for the
i mportvg command, if it is available. With this function, the Logical Volume
Manager (LVM) can maintain the running shared volume group (VG) without
stopping HACMP. When an updated volume group is taken over, it takes a
longer time for the exportvg and i nportvg commands.

AIX V4.3 added a number of enhancements to the LVM design. These make
it easier to maintain shared and concurrent volume groups when they are
online. HACMP V4.3 C-SPOC exploits these new LVM capabilities. If you use
the HACMP V4.3 C-SPOC extension to make shared VG changes, the
changes are propagated immediately to the other cluster nodes that have the
VG as a resource. This removes the need for a Lazy update on the next
takeover. You don’'t need Lazy update to update the ODM and other files in
the related nodes. So, when the volume group takeover happens, which is
updated by extended C-SPOC commands, HACMP releases the locks and
only varies the volume group without using the exportvg and i nportvg
commands. It reduces total down time.

7.1.1 New Flags for AIX Disk Operation Commands
The following two AIX commands, varyonvg and i nport vg, have new flags.

7.1.1.1 varyonvg

The varyonvg command has new flags to maintain shared volume groups. The
-b flag breaks disk reservations on disks locked as a result of a normal
varyonvg command. The -u flag varies on a volume group but leaves the disks
that make up the volume group in an unlocked state. After a maintenance
operation, you can lock the disks again by using the varyonvg command
without the -b or the -u flag.

7.1.1.2 importvg

The i nportvg command has the new -L flag since AlX bos.rte.lvm.4.2.1.4. It
allows Logical Volume Manager (LVM) to read the Volume Group Data Area
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(VGDA) and Logical Volume Control Blocks (LVCBs) of a volume group that is
not currently varied on, and updates ODM and other files appropriately
without a var yon operation.

7.1.2 C-SPOC Operation

162

This section describes how C-SPOC uses the new flags to maintain shared
volume groups.

7.1.2.1 The Basic Procedure
On the node that currently owns the volume group:

1. Make the necessary change to the volume group, for example, changing
the file system mount point.

2. Update the saved time stamp:
cl vgdat s /dev/ hdi skX > /usr/sbi n/ cl ust er/ et ¢/ vg/ SHAREDVG

where hdi skX is the disk that belongs to the shared volume group, and
SHAREDVGis the shared volume group name. This updates the saved time
stamp so that, on HACMP restart, the Lazy update logic will not export and
import (or i nportvg -L) the volume group in this node.

3. Remove the reserve on the shared volume group:
varyonvg -b -u SHAREDVG

This command removes the reserve on the shared volume group, leaving
it varied on and accessible to applications.

On the other nodes in the resource group that currently do not own the
volume group:

4. Update ODM and other files:
i mportvg -L SHAREDVG hdi skY

hdi skY is a disk in the volume group corresponding to the Physical Volume
ID (PVID) that was passed by the initiating node, and SHAREDVGis the
shared volume group name. This command updates the ODM and other
files, such as /etc/filesystems, on the other nodes appropriately without a
vary on operation. If a logical volume (LV) name or file system mount point
name duplication happens, then the i nport vg command may fail.

5. Update the saved time stamp:
cl vgdat s /dev/ hdi skY > /usr/sbi n/ cl ust er/ et ¢/ vg/ SHAREDVG

where hdi skY is the disk that belongs to the shared volume group, and
SHAREDVGis the shared volume group name. This command updates the
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saved time stamp, so that, on failover, the Lazy update logic will not export
and import (or i nportvg -L) the volume group in this node.

Finally, on the node that currently owns the volume group:

6.

Restore the reserve on the initial node:
varyonvg SHAREDVG

where SHAREDVGis the shared volume group name. This restores the
reserve of the disks.

7.1.2.2 Example
Following is an example of a C-SPOC operation. It changes the jfs mount
point of a shared file system.

If you want to change the file system name also, not only the mount point, in
the HACMP resource group, the following procedure is recommended:

« Before you change the file system, stop the application if necessary,

remove the file system from the resource group, then execute the
resource DARE.

After you change the file system name, add the new file system and mount
point to the resource group, execute the resource DARE, then start the
application if necessary.

If you do not remove the resource from resource group first, HACMP
cannot remove (umount) the old file system because it does not exist in
the AIX ODM. If you get this situation, umount the file system from the old
mount point, then run the cl runcnd command by using the # snit
cmrec_aids -> Recover From Script Failure. SMIT menu.

You can use the cl _chfs command or the SMIT menu. To start the SMIT
menu, type # smt cl_chjfs on the command line.
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Change/ Show Characteristics of a Shared File Systemin the duster
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]
Resour ce G oup Nane rgl3
F | e system nane /fs13
NEWnount  poi nt [/fs13 2]
SIZE of file system(in 512-byte bl ocks) [ 40960]
Mount GROP [1
Mount AUTQVATI CALLY at systemrestart? no +
PERM SS O\S read/wite +
Mount CGPTI ONS [1 +
Sart O sk Accounting? no +
Fragnent S ze (bytes) 4096
Nunber of bytes per inode 4096
Gonpr essi on al gorithm no
Fl=Hel p F2=Ref resh F3=Cancel F4=Li st
Esc+5=Reset Esc+6=Conmand Esc+7=Hdi t Esc+8=l nage
Esc+9=Shel | Esc+0=Exi t Ent er =Do

In this example, we are going to change the mount point from /fs13 to
/fs13_2. Figure 76 shows the /tmp/cspoc.log log file after you change the file
system mount point.

4 N
# cat /tnp/cspoc. | og
07/21/98 11:58: 01 [ ==—==—===— C SPOC COMWA\D LI NE ==———=]
07/21/98 11:58:01 /usr/shin/cluster/shin/cl_chfs -cspoc -g rgl3 -m/fsl13 2 /fsl13
07/ 21/ 98 11:58: 04 sp21nl3: success: /usr/shin/cluster/cspoc/clresactive -c clre
sacti ve: - V: 4200: : unane: - m
07/ 21/ 98 11:58: 04 sp21nl5: success: /usr/shin/cluster/cspoc/clresactive -c clre
sacti ve: - V: 4200: : unane: - m
07/ 21/ 98 11:58: 07 sp21nl3: success: clgetvg -f /fsl3
07/21/98 11:58: 11 sp21nl3: success: clresactive -v datavgl3
07/21/98 11:58: 11 sp21nl15: success: clresactive -v datavgl3
07/ 21/98 11:58: 16 sp21nl3: success: chfs -m/fs13 2 /fsl13
07/ 21/ 98 11:58: 18 sp21nl3: success: clupdatevgts datavgl3
07/ 21/ 98 11:58: 19 sp21nl13: success: |spv
07/ 21/ 98 11:58: 22 sp21nl3: success: varyonvg -n -b -u datavgl3
07/ 21/ 98 11:59: 11 sp21nl15: success: clupdatevg datavgl3 00000590d27569f 0
\07/ 21/98 11:59: 15 sp21nl3: success: varyonvg -h datavgl3 )

Figure 76. The /tmp/scpoc.log Log File

This log file shows you how C-SPOC uses AIX commands with flags to
change the file system mount point. The cl updat evgt s command, after the
chf s command, updates the datavgl3 time stamp on node sp21n13. It uses
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the cl vgdat s command explained in “Update the saved time stamp:” in "The
Basic Procedure” on page 162.

The next varyonvg -b -u dat avgl3 command releases the locks on the disks of
datavgl13. Refer to “Remove the reserve on the shared volume group:” in
"The Basic Procedure” on page 162.

In the next line, on node sp21n15, the cl updat evg command changes the
PVID to the hdisk name. This command internally executes i nportvg -L to
update ODM and other files (refer to “Update ODM and other files:” in "The
Basic Procedure” on page 162). Then it updates the datavgl3 time stamp on
node sp21n15 by using the cl vgdat s command (refer to “Update the saved
time stamp:” in "The Basic Procedure” on page 162).

Finally, on node sp21n13, the varyonvg command restores the reserve (refer
to “Restore the reserve on the initial node:” in "The Basic Procedure” on page
162).

The following screen shows the status after you changed the file system
mount point:
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# dsh -w sp21n13, sp21n15 | sfs /fs13

sp21nl13: |sfs: 0506-915 No record matching /fs13 was found in /etc/fil esystens.
sp21nl5: |sfs: 0506-915 No record natching /fsl13 was found in /etc/fil esystens.
# dsh -w sp21n13, sp21n15 | sfs /fsl13 2

sp21nl3: Nane Nodenane  Munt P WS Sze Qoti ons
Aut o Account i ng

sp21n13: /dev/Iv13 -- /fs13 2 jfs 40960 rw
no no

sp21nl5: Nane Nodenane  Munt P WS Sze Qoti ons
Aut o Account i ng

sp21nl5:; /dev/Iv13 -- /fs13 2 jfs -- rw
no no

# dsh -w sp21n13, sp21nl15 odnget -q val ue=/fs13 2 QuAt

sp21n13:

sp21nl13: QuA:

sp21n13: nane = "lv13"

sp21n13: attribute = "l abel "

sp21n13: value = "/fsl13 2"

sSp21n13: type = "R

sp21n13: generic = "DU'

sSp21n13: rep ="s"

sp21n13: nl's_index = 640

sp21n15:

sp21nl5: QuAt:

sp21n15: nane = "l v13"

sp21n15: attribute = "l abel "

sp21n15: val ue = "/fs13 2"

sp21n15: type = "R

sp21n15: generic = "DU'

sp21n15: rep ="s"

sp21n15: nls_i ndex = 640

# dsh -w sp21n13 Isvg -1 datavgl3 | grep fsi13
sp21n13: |v13 jfs 5 5 1 open/ syncd /fs13 2
# dsh -w sp21n13 Ispv | grep datavgl3

sp21n13: hdi sk2 00000590d27569f 0 dat avgl3
sp21nl13: hdi sk3 00000590d275717f dat avgl3

# dsh -w sp21n13 /usr/sbin/cluster/utilities/clvgdats hdi sk2
sp21n13: 35b4b94c04140200

# dsh -w sp21nl13, sp21nl5 cat /usr/shin/cluster/etc/vg/ dat avgl3
sp21n13: 35b4b94c04140200

sp21n15: 35b4b94c04140200

You can find that the /etc/filesystems, ODM CuAt, and volume group time
stamp are updated on both nodes.

7.2 Single Network Adapter Configuration

If there is no adapter slot for an HACMP standby adapter available, you
cannot configure the cascading IP Address Takeover (IPAT) configuration
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officially. We strongly recommend that you have a standby adapter. But, if this
is impossible, there are some unofficial configuration examples.

A Rotating configuration is the only officially supported configuration for a
single network adapter environment. So this case is not covered in this
section.

7.2.1 Basic Situation

In order to configure a single network adapter configuration, the previous
HACMP releases required the /usr/sbin/cluster/etc/netmon.cf file, which
includes IP addresses or IP labels that can reply to Internet Control Message
Protocol (ICMP) Echo Message. HACMP/ES V4.3 uses the ICMP Echo
Message for a network broadcast address if necessary. With this function,
users do not need to use the netmon.cf file in many cases. You can test
whether you need this file or not with the pi ng command.

/# i fconfig en0
en0: fl ags=e080863<UP, BROADCAST, NOTRAI LERS, RINN NG S MPLEX, MULTI CAST, GROLPRT, 64B
17>
inet 80.7.6.71 netmask Oxffff0000 broadcast 80.7.255.255
# ping -c2 80.7.255. 255
P NG 80. 7. 255. 255: (80.7.255.255): 56 data bytes
64 bytes from80.7.6.71: icnp_seg=0 ttl=255 tine=0 ns
64 bytes from80.7.6.30: icnp_seg=0 ttl=255 tine=3 ns (DOUP!)
64 bytes from80.7.6.90: icnp_seqg=0 ttl=255 tine=4 ns (DOUP')
64 bytes from80.7.6.10: icnp_seg=0 ttl=255 tine=5 ns (DOUP!)
64 bytes from80.7.6.71: icnp_seg=1 ttl=255 tine=0 ns

----80.7.255.255 PING Statistics----
2 packets transnitted, 2 packets received, +3 duplicates, 0%packet |oss
round-trip mn/avg/nax = 0/2/5 ns

In this example, the pi ng command (ICMP Echo Message) gets replies from
three IP addresses: 80.7.6.30, 80.7.6.90, and 80.7.6.10, other than the local
network interface, 80.7.6.71. This means you do not need the notmon.cf file.
DUP! message shows that the pi ng command gets many replies. This is
normal in this case.

If a router or another network machine, is running, they reply to the ICMP
Echo Message. So if you have these machines, the netmon.cf file is not
required.

If the ICMP Echo Message uses the broadcast address, then recent AIX
versions do not respond to it by default. You can check this attribute and
change it with the no command.
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# no -a | grep bcastpi ng
bcastping = 0

# no -0 bcast pi ng=1

#no -a | grep bcastping
bcastping = 1

If the bcastping is 1, AIX will reply to the ICMP Echo Message of a broadcast
address. If it is 0, AIX will not reply. The default value is 0. This value is not
kept when the system reboots. So, if you want to set the value after reboot,
you need to add the no command to the /etc/rc.net file.

In the case of an HACMP/ES V4.3 node, topsvcs sets the bcastping value to
1 when it starts.

7.2.2 Single Adapter IP Address Takeover Examples

168

Traditionally in HACMP, when you need to implement IP address takeover
using a single network adapter, you need to use a rotating resource group.
This type of HACMP configuration does not use a separate standby adapter
to move a failed server’s IP address to, so can accomplish the single adapter
IP address takeover in a standard way. The behavior of a rotating resource
group on reintegration of the originally failed server into the cluster, however,
is for that server to assume the backup role, and not to immediately reacquire
the resources (IP address included) that it had before it failed. This may be
satisfactory, or it may be that there is a requirement for the reintegrating
server to get its resources back immediately, as it would in a cascading
resource group configuration.

The following sections introduce examples of possible configurations to
accomplish IP address takeover using a single network adapter. Described
are the standard rotating resource group method, as well as other methods
using a combination of application servers, ifconfig aliases, and customized
events.

For all of these examples, it should be remembered that if you are using a
single network adapter, that adapter is a single point of failure (SPOF).
Therefore there should be an error notification on the failure of that adapter
that will do a recovery action, such as shutting down the node with the
takeover option.

7.2.2.1 Using a Rotating Resource Group
A rotating resource group does not require a standby adapter to do IP
address takeover. Therefore it is a good candidate for single adapter IP
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address takeover. With a rotating resource group though, if you want the
resources to be returned to the original node upon its reentry into the cluster,
you must do this manually. This can either be done by shutting down all of the
nodes, and restarting them in the order in which you want them to acquire
resources, or more likely, in the following way:

1. Reintegrate the server node as a standby node.
2. On the backup node, do an HACMP shutdown with takeover option.
3. Restart HACMP on the backup node, so that it resumes the standby role.

You can also make an N:M takeover configuration using rotating resource
groups. For example, you could configure a cluster with five primary servers
and two backup servers. Again, with a rotating resource group configuration,
the roles of nodes as primaries or backups are not fixed. They are based on
the order in which nodes enter and leave the cluster. If it is important to you
for a certain node to serve a certain resource group, you must manage that
by having the nodes enter the cluster at the correct time. If you want to have
a serving node return to a backup role, you can use the three-step procedure
described above to accomplish that.

The following is a rotating resource group configuration example:

~
( @nfigure Resources for a Resource G oup

Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.

[Entry Fields]
Resour ce G oup Nane risc7lrg
Node Rel ati onshi p rotating
Parti cipating Node Nanes risc71l sp21nll
Service | P |abel [svci p] +
Appl i cation Servers [ APPLD] +
< - - T /

Figure 77. Resource Configuration (1)

In this example, there is one rotating resource group with one service IP
label.

7.2.2.2 Using Application Server and Ifconfig Alias

In this configuration, HACMP does not takeover the IP address by itself. The
application server script can control the alias address, which is independent
from HACMP. In this configuration, HACMP does not control the alias
address.
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This configuration requires only a service adapter. You do not need both a
boot and standby adapters.

The following is an adapter topology example:

Adapt er Type Net wor k Net Type Atribute Node | P Addr ess
risc7l_svc service ethernet2 ether public risc7l1 80.7.6.71
nll svc service ethernet2 ether public sp21ln1l 80.7.6.11

net nask: 255. 255. 0.0, risc71 alias:80.7.6.77

In this example, there are two nodes, risc71 and sp21nl1l. They have only
one Ethernet adapter each. Each adapter has its own service address -
risc71_svc has 80.7.6.71 and n11_svc has 80.7.6.11.

The following is a resource configuration example:

nfigure Resources for a Resource G oup

Type or select values in entry fields.
Press Enter AFTER making al | desired changes.

[Entry Fields]

Resource G oup Nane risc7lrg

Node Rel ati onshi p cascadi ng

Parti cipating Node Nanes risc7l sp21nll

Service | P |abel [1 +
Appl i cation Servers [ APPLD] +

In this example, there is one cascading resource group with no service IP
labels.

The following is an example of application server scripts:
 Start script: /usr/sbin/cluster/local/START_SVR1
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#/ bi n/ ksh
set -x

# acquire alias address

ALl AS ACDR="ri sc71_al i as”
NETVRK_NAME=et her net 2
H#NETMASK=255. 255. 0. 0

SVC ACDR=' /usr/shin/cluster/utilities/cllsif -9 $LOCALNTDENAME \
ank ' ($3 = "' INETWIRK NAME ") && ($2 == "service") {print $7}"*
IF="/usr/shin/cluster/utilities/clgetif -a $SVC ADDR

NETMASK="/ usr/shin/cluster/utilities/clgetif -n $SVC ADDR

lusr/shin/ifconfig $I F inet $ALI AS ACCR net nask $NETMASK al i as up

# main (application start)

Kexit 0 )
e Stop script: /usr/shin/cluster/local/STOP_SVR1
~
/#! / bi n/ ksh
set -x
# main (application stop)
# rel ease alias address
ALl AS ADDR="risc71 ali as”
NETWIRK_NAME=¢et her net 2
SVC ADDR='/usr/shin/cluster/utilities/clIsif -S $LOCALNDDENAME \
avk ' ($3 = "' SNETWIRK NAME ") && ($2 == "service") {print $7}'°
IF="/usr/shin/cluster/utilities/clgetif -a $SVC ALDR
lusr/shin/ifconfig $I F inet $ALI AS AR del ete
exit O
The alias address will be added by the application server start script, and
removed by the stop script. These scripts use the i fconfi g command to
control alias addresses.
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You need to specify the takeover alias IP label as ALIAS_ADDR, and the
network name as NETWORK_NAME. These scripts use the network name to
decide the network interface name and netmask. If you want to use a
netmask that is different from the service adapter netmask, you mast specify
it in the start script.

The following is the IP address takeover scenario for this configuration:

1. Start HACMP on the server node, risc71. Then the application server start
script, START_SVR1, uses the i fconfi g al i as command. It adds an alias
address, risc71_alias, to the server node service address, risc71_svc.

2. Start HACMP on the backup node, sp21n1l. Then the node waits for the
server node failure.

3. If the server node fails, the backup node gets the cascading resource
group, risc71rg. The resource group starts the application server start
script, START_SVR1, which adds the shared service address,
risc71_alias, to the backup node service address, n11_svc.

4. When the failed node comes back, the backup node releases the
cascading resource group, risc71rg. The resource group removes the
alias address by using the STOP_SVR1 script. Then the server node gets
the resource group, risc71rg, which adds an alias address, risc71_alias, to
the server node service address, risc71_svc, again.

These operations are done by HACMP automatically.

5. To stop the HACMP cluster, stop HACMP with the graceful option on both
nodes. Then HACMP releases all resource groups on both nodes, that is,
it removes alias addresses by using STOP_SVR1 script.

7.2.2.3 Using Application Server and IPAT Events

This is another configuration sample. The topology configuration is something
like a rotating configuration without a standby adapter. However, it uses a
cascading resource group and shell script to control the shared service IP
address. This configuration is simple and the takeover IP address is observed
and controlled by HACMP, but the acquire_service_addr recovery script is not
triggered directly by a change on the clstrmgr state.

The following is the adapter topology example:
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Adapt er Type Net wor k Net Type Atribute Node | P Addr ess
risc7l_boot boot ethernet2 ether public risc7l1 80.7.6.20

risc7l_svc service ethernet2 ether public 80.7.6.71
nll boot boot ethernet2 ether public sp21ln1l 80.7.6.10
risc7l_svc service ethernet2 ether public 80.7.6.71

net nask: 255. 255. 0. 0

In this topology example, there are two nodes, risc71 and sp21nll. They
have only one Ethernet adapter each. Each adapter has its own boot address
- risc71_boot has 80.7.6.20 and n11_boot has 80.7.6.10. There is one shared
service address, risc71_svc.

The following is the resource configuration example:

@nfigure Resources for a Resource G oup

Type or select values in entry fields.
Press Enter AFTER making al | desired changes.

[Entry Fields]

Resour ce G oup Nane risc7lrg

Node Rel ati onship cascadi ng

Parti ci pating Node Nanes risc7l sp21nll

Service | P |abel [1 +
Appl i cation Servers [ APPL2] +

In this example, there is one cascading resource group with no service IP
label. The IP label is controlled by the application server scripts. Of course,
you can add any other resources such as file systems, which are not related
to the IP label.

In this configuration, if you verify the HACMP resources, you will get the
following warning messages, because a service IP address is not configured
as a resource. We are going to control the service IP address, risc71_svc,
with application server scripts, so this message is expected.

Verifying Gonfigured Resources.. .

WRN NG The service | P label (risc7l_svc) on node risc71l is not configured
to be part of a resource group. Therefore it wll not be acquired and used as
a servi ce address by any node.

WARN NG The service | P label (risc7l _svc) on node sp2nl5 is not configured
to be part of a resource group. Therefore it will not be acquired and used as
a servi ce address by any node.

Resource Management Considerations 173



174

The following is an example of application server scripts:
 Start script: /usr/sbin/cluster/local/START_SVR2

/#!/bin/ksh )

set -x

# acqui re servi ce address

SRV CE LABH ="ri sc71_svc"
/usr/sbin/cluster/events/cni/ cl cal | ev acquire_service addr "$SERV CE LABH"

# nmain (application start)

\exit 0 )

This script acquires the shared service address before the application starts.

e Stop script: /usr/sbin/cluster/local/STOP_SVR2

~
/#! /bi n/ ksh

set -X

# mai n (application stop)

# rel ease servi ce address

SRV CE LABH ="ri sc71_svc"
/usr/sbin/cluster/events/cnu/ clcall ev rel ease servi ce addr "$SERM CE LABH "

Kexit 0 )

This script releases the shared service address after the application stops.

Application server scripts use acquire_service_addr and
release_service_addr recovery scripts by calling the cl cal | ev command.
These scripts handle the service IP address and notify the Topology Services
subsystem.

You must specify the shared service IP label name as SERVICE_LABEL.

The following is the IP address takeover scenario for this configuration:
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1. Start HACMP at server node, risc71. Then the application server start
script, START_SVR2, calls the acquire_service_addr recovery script. The
recovery script changes the server node boot address, risc71_boot, to the
shared service address, risc71_svc.

2. Start HACMP on the backup node, sp21n1l. The node waits for a server
node failure.

3. If the server node fails, the backup node acquires the cascading resource
group, risc71rg, which starts the application server start script,
START_SVR2. The start script changes the backup node boot address,
nll boot, to the shared service address, risc71_svc.

4. When the failed node comes back, the backup node releases the
cascading resource group, risc71rg, which resource group releases the
shared service address, risc71_svc, by using the STOP_SVR2 stop script.
Then the server node acquires the resource group, risc71rg, the resource
group which acquires the shared service address, risc71_svc.

These operations are done by HACMP automatically.

5. To stop the HACMP cluster, stop HACMP with the graceful option on both
nodes. Then HACMP releases all resource groups on both nodes; that is,
it releases the shared service address by using the STOP_SVR?2 stop
script.

7.2.2.4 Using Event Customize and IPAT Events

The configuration in "Using Application Server and IPAT Events” on page 172
can work, but the acquire_service_addr recovery script is not related to the
with clstrmgr states such as RP_RUNNING and BARRIER. See Figure 6 on
page 34 for further details. This section describes the other method that is
related to the with the HACMP Cluster Manager state.

The topology configuration is the same configuration as in the previous
example. It is like a rotating configuration without a standby adapter.
However, it uses a cascading resource group and an event customization
(pre, post) shell script to control the shared service IP address.

The following is the adapter topology example:

Adapt er Type Net wor k Net Type Atribute Node | P Addr ess
risc7l_boot boot ethernet2 ether public risc7l1 80.7.6.20
risc7l_svc service ethernet2 ether public 80.7.6.71
nll boot boot ethernet2 ether public sp21ln1l 80.7.6.10
risc7l_svc service ethernet2 ether public 80.7.6.71

net nask: 255. 255. 0. 0

Resource Management Considerations 175



176

In this topology example, there are two nodes, risc71 and sp21nll. They
have only one Ethernet adapter each. Each adapter has its own boot address
- risc71_boot has 80.7.6.20 and n11_boot has 80.7.6.10. There is one shared
service address, risc71_svc.

The following is the resource configuration example:

~
t onfigure Resources for a Resource G oup

Type or select values in entry fields.
Press Enter AFTER naking all desired changes.

[Entry Fields]

Resour ce G oup Nane risc7lrg
Node Rel ati onshi p cascadi ng
Parti ci pati ng Node Nanes risc7l sp2inil
Service | P | abel [1 +
< - -~ -----------------"-----~--~-----°-°--°-°-°° /

In this example, there is one cascading resource group with no service IP
label. The IP label is controlled by the event customize shell script. Of course,
you can add application servers and any other resources such as file
systems, which are not related to the IP label.

In this configuration, if you verify HACMP resources, you will get the following
warning messages, because a service |IP address is not configured. We are
going to control the service IP address, risc71_svc, with the event
customization shell script, so this message is expected.

Verifying Gonfigured Resources.. .

WARN NG The service | P label (risc7l_svc) on node risc71 is not configured
to be part of a resource group. Therefore it wll not be acquired and used as
a servi ce address by any node.

WARN NG The service | P label (risc7l _svc) on node sp2nl5 is not configured
to be part of a resource group. Therefore it wll not be acquired and used as
a servi ce address by any node.

The following is the Add a Custom Cluster Event example:
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Add a Qustomd uster Event

Type or select values in entry fields.
Press Enter AFTER naking al | desired changes.

[Entry Fields]

* Quster Bvent Nane [ SINALE_ADAPTER | PAT]
* Quster Bvent Description [single adapter ipat sanpl €]
K* Quster Event Script H I enane [/ usr/sbin/cluster/local /9 >] )
The Cluster Event Script Filename is
/usr/sbin/cluster/l ocal / S| NALE_ADAPTER | PAT for this example.
The following are the event customize examples:
Change/ Show d uster Bvents
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]
Event Nane node_up_| ocal
Pre-event Cormand [ SINQLE_ADAPTER | PAT] +
Post - event  Gonmand [1 +
< - -~ -------"------~-"------~"--~--~---~---°-°--°-°-°° J
Change/ Show d uster Bvents
Type or select values in entry fields.
Press Enter AFTER nmaking al | desired changes.
[Entry Fields]
Event Nane node_down_r enot e
Pre-event Cormand [ SINGLE_ADAPTER | PAT] +
Post - event Gonmand [1 +
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Change/ Show d uster Bvents

Type or select values in entry fields.
Press Enter AFTER naking al | desired changes.

[Entry Fields]

Event Nane node_down_| ocal
Pre-event Cormand [1 +
Post - event  Cormand [ SINGLE_ADAPTER | PAT] +

Change/ Show d uster Bvents

Type or select values in entry fields.
Press Enter AFTER naking al | desired changes.

[Entry Fields]

Event Nane node_up_renot e
Pre-event Cormand [1 +
Post - event  Cormand [ SINGLE_ADAPTER | PAT] +

The following is the example of the event customization (pre, post) shell
script:

« /usr/shin/cluster/local/SINGLE_ADAPTER_IPAT
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#/ bi n/ ksh
set -x

# node_up_|l ocal, node_down_renote pre-event (acquire_service_addr)

# node_down_| ocal , node_up_renot e post-event (rel ease_service_addr)

QROP="risc7lrg
SRV CE LABH ="ri sc71_svc"

EVENTNAME=$1

if [ $EVENTNAME = "node_down_| ocal " -o $EVENTNAME = "node_up_remote” ]; then
RC=$2; shift

fi

TO GROP=$2

GEASE=$3

if [ $GROP = $TO@RAP ]; then
exit 0
fi

odnget -q "group=$GR0OP' HACMPgroup | grep nodes | avk '{print $3 " " $4}' | \
sed 's/"//g | read SERVER BAKLP

if [[ ( SLOCALNIDDENAME = $SERVER &% $EVENTNAME = "node_up_local " ) || \
( SLOCALNIENAME = $BACKLP && $EVENTNAME = "node_down_renot e &% \
"$GEASE' ="" ) ]]; then
/usr/shin/cluster/events/cnt/ cl cal | ev acquire_service_addr "$SERV CE LABH"
elif [[ ( $LOCALNIDENAME = $SERVER && $EVENTNAME = "node_down_| ocal "

) 1A

( $LOCALNDENAME = $BACKULP && $EVENTNAMVE = "node_down_l ocal " ) || \

( $LOCALNDENAME = $BACKLP && $EVENTNAME = "node_up_renote” ) ]]; then
/usr/shin/cluster/events/cnt/clcal l ev rel ease_service_addr "$SERV CE LABH"

fi

exit 0

This script controls the shared service IP address.

You need to specify the cascading resource group hame by GROUP and the
shared IP label name by SERVICE_LABEL. LOCALNODENAME is set by
HACMP.

The outline of this script is as follows:

1. If the local node is the server node and the event is node_up_local, then
acquire the service address.

2. If the local node is the backup node and the event is node_down_remote
(without the graceful option), then acquire the service address.

3. If the event is node_down_local, then release the service address.

Resource Management Considerations 179



4. If the local node is backup node and the event is node_up_remote, then
release the service address.

The following is the IP address takeover scenario for this configuration:

1. Start HACMP on the server node, risc71. The node_up_local pre event
script, SINGLE_ADAPTER_IPAT, calls the acquire_service_addr recovery
script. The recovery script changes the server node boot address,
risc71_boot, to the shared service address, risc71_svc.

2. Start HACMP on the backup node, sp21nl1l. The node waits for a server
node failure.

3. If the server node fails, on the backup node, the node_down_remote pre
event script, SINGLE_ADAPTER_IPAT, calls the acquire_service_addr
recovery script. The recovery script changes the backup node boot
address, n1l_boot, to the shared service address, risc71_svc.

4. When the failed server node comes back, on the backup node, the
node_up_remote post event script, SINGLE_ADAPTER_IPAT, calls the
release_service_addr recovery script. The recovery script releases the
shared service address, risc71_svc. Then, at the server node, the
node_up_local pre event script acquires the shared service address.

5. When the HACMP cluster stops, the node_down_local post event script,
SINGLE_ADAPTER_IPAT, calls the release_service_addr recovery script.
The recovery script releases the service address, risc71_svc. The
node_down_remote graceful script does not do a takeover.

7.3 Cascading by Using Standby and Aliasing

In this section we describe the solution for a problem we encountered. This
problem is not unique to HACMP/ES, it can happen on all HACMP versions.
The solution we are going to describe here is only a possible workaround and
may not work in all cases.

7.3.1 Situation

180

We used a three-node cascading relationship for all three resource groups in
Cluster B (the hardware layout is shown in A.2‘Hardware Configuration” on
page 190), but we had only one standby adapter. Therefore, if two nodes
went down, the takeover for the second failing node failed because there was
no longer a standby adapter available. The following sections describe the
function, the advantages and disadvantages of our enhancement.
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7.3.2 Our Workaround

The workaround we chose is based on the solution described in the redbook
HACMP Enhanced Scalability, SG24-2081 (Chapter 14, "Cascading by Using
One Network Adapter"). The original scripts where designed by Simon
Marchese (IBM UK). It was necessary to change the acquire_takeover_addr
and release_takeover_addr scripts only. We could use the
cl_alias_IP_address and cl_unalias_IP_address scripts unchanged. If you
are interested in more about HACMP IP Address Aliasing code, you can have
the original from IBM intranet at htt p: / / nax4. sbank. uk. i bm com

We enhanced the functionality of these scripts to make it fit our environment
and requirements. The scripts now check if there are standby adapters
defined or if the defined ones are free to use. If no standby adapter is defined
or the defined one is not available, then the aliasing functionality is used. The
following sections give you more information about the advantages and
disadvantages of our solution. The files we used are listed in B.3'‘Modified
HACMP Scripts” on page 210

7.3.2.1 Technical Description

IP Address Takeover (IPAT) is one of the major functions of HACMP. The
technique used to support IPAT in HACMP is IP address swapping. When a
service address needs to be taken by a node, either through node failure or
maintenance, that address is swapped onto a spare network adapter, known
as a standby interface, whose own address is first discarded. By using an
alternative technique known as IP address aliasing, the requirement for
network adapters can be reduced to one adapter per node by avoiding
discarding addresses on takeover.

In this case, both techniques are brought together. The IP address swapping
technique is used as long as there is a standby interface available. If no
standby interface is available, the IP address aliasing technique is used. The
alias address will always be assigned to the primary service address of the
backup node. If both techniques are in use and the standby becomes free
due to a rejoin of a failed node, the aliased address stays where it is, and
there will be no IP address swapping.

7.3.2.2 Advantages
This solution has the following advantages:

¢ The enhancement reduces the minimum number of network adapters
required to support a cascading resource group to one per node.

« In configurations of more than two nodes, multiple standby adapters are
not required if multiple takeovers need to be supported. Takeover can be
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caused by node failure and graceful shutdown (with takeover) for
maintenance.

¢ This enhancement will especially help in large HACMP/ES V4.3
configurations with multinode configurations, especially as the nodes can
be limited in the available number of adapter slots.

7.3.2.3 Disadvantages
This solution has the following disadvantages:

« By utilizing IP address aliasing, we are relying on a single network adapter
to support multiple IP addresses. Currently, a single network adapter can
only support one hardware address (or MAC address, as it is also known).
That means that IP address aliasing cannot support Hardware Address
Takeover (HWAT).

« We now may have only one network adapter configured on a given
network. In this case, HACMP cannot determine whether a heartbeat
failure over this network is due to failure of the network itself or of the
adapter. This is only a problem in HACMP clusters where there are only
two nodes active. This may be because there are only two nodes in the
cluster or because the other nodes are not currently active, either through
failure or graceful shutdown for maintenance.

* The system is more likely to suffer a performance bottleneck at the
network adapter because we are now supporting multiple IP addresses on
a single network adapter.

7.3.2.4 System Requirements
The enhancement has been partially tested with HACMP/ES V4.3. However,
the usual HACMP implementation testing should be performed.

Note: We did not have enough time to do all the necessary tests. Therefore,
the scripts may contain some bugs, but for all the tests we did they worked
well.

In order to test whether your cluster configuration will support IP address
aliasing, the enhancement may be simulated by using the i fconfi g and
netstat commands. Perform the test on an HACMP cluster node that has
been taken out of the HACMP cluster for maintenance, or on a non-HACMP
clustered RS/6000.

Make sure that the correct address is removed from the net stat command
output by the i fconfi g commands. If the results are as expected, the
enhancement is likely to work, since that is pretty much what it does in the
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code. If the results are not as expected, there is a problem and the
enhancement may not work successfully.

For an example of what you should see when testing your system, refer to the
output listed in Figure 78 on page 184.
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# netstat -i
Nne Mu  Network Addr ess | pkt s lerrs pkts Cerrs @l |
o0 1536 <Link> 100 0 100 0 0
lo0 1536 127 | ocal host 100 0 100 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.1 0 0 0 0 0
# ifconfig en0 detach
# netstat -i
Nne Mu  Network Addr ess | pkts lerrs (pkts Cerrs @l |
o0 1536 <Link> 100 0 100 0 0
lo0 1536 127 | ocal host 100 0 100 0 0
# ifconfig en0 192.9.200.1 up
# netstat -i
Nne Mu  Network Addr ess | pkt s lerrs pkts Cerrs @l |
o0 1536 <Link> 101 0 101 0 0
lo0 1536 127 | ocal host 101 0 101 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.1 0 0 0 0 0
# ifconfig enO alias 192.9.200.2 up
# netstat -i
Name Mu  Network Addr ess | pkts lerrs okts Cerrs @l |
o0 1536 <Link> 101 0 101 0 0
o0 1536 127 | ocal host 101 0 101 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.1 0 0 0 0 0
en0 1500 192.9.200 192.9.200.2 0 0 0 0 0
# ifconfig enO del ete 192.9. 200. 2
# netstat -i
Namre Mu  Network Addr ess | pkts lerrs okts Cerrs @l |
o0 1536 <Link> 101 0 101 0 0
o0 1536 127 | ocal host 101 0 101 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.1 0 0 0 0 0
# ifconfig en0 alias 192.9.200.2 up
# netstat -i
Nne Mu  Network Addr ess | pkt s lerrs pkts Cerrs @l |
o0 1536 <Link> 101 0 101 0 0
lo0 1536 127 | ocal host 101 0 101 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.1 0 0 0 0 0
en0 1500 192.9.200 192.9.200.2 0 0 0 0 0
# ifconfig en0 del ete 192.9. 200. 1
# netstat -i
Nne Mu  Network Addr ess | pkt's lerrs pkts Cerrs ol |
o0 1536 <Link> 101 0 101 0 0
lo0 1536 127 | ocal host 101 0 101 0 0
en0 1500 <Link> 0 0 0 0 0
en0 1500 192.9.200 192.9.200.2 0 0 0 0 0
#

N

Figure 78. Testing IP Aliasing
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7.3.2.5 Support

The enhancement is supplied "as is." No commitment to support the
enhancement is implied. Customers should not contact their local support
organization for help with this enhancement unless a prior agreement has
been made.

7.3.2.6 Installation

There are two ways to install this enhancement. For your convenience, the
enhancement is packaged as a tar format archive, stored with absolute path
names from /usr/local/cluster/events down. This one is as ip_alias_fullp.tar.
For all of you who do not like to have it in this path, we stored the same files
with relative path names from ./ down. This one is ip_alias_relp.tar. These
files are normally located in the /usr/local/cluster/sample directory if you
follow the procedures described in B‘Script Files Used In This Book” on page
201. For more information about the installation process, see "Using the
Modified Event Scripts” on page 186.

Overwrite existing files

Installation should be performed while the cluster is down. The enhancement
consists of enhanced versions of the acquire_takeover_addr and
release_takeover_addr events and two new utilities, cl_alias_IP_address and
cl_unalias_IP_address. These may be copied over the existing versions
(which we do not recommend), because any subsequent fix to HACMP may
replace the new events, so a check should be made before reintegrating an
upgraded node into an active cluster. HACMP usually renames any replaced
events as <eventname>.ORIG when installing a fix, so the enhanced events
will not be lost, but their function will be lost and they may not be compatible
with other functions contained in the fix.

Note: If using this method, do not forget to save the original files.

Using Alternative Path

An alternative method is to install the new events elsewhere, for example,
into a new directory such as /usr/local/cluster/events. The HACMP events
can then be changed through SMIT to point to the new event scripts. As
mentioned in the previous paragraph, any subsequent fix to HACMP may
overwrite the path name in the ODM of the new events, so a check should be
made before reintegrating an upgraded node into an active cluster.

7.3.2.7 Configuration
Depending on the method of installation, you have two different configuration
procedures:
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« By using the overwrite method (see "Overwrite existing files” on page
185), there are no additional configuration steps required. What you have
to change is the path information for the AliasPGM_Path variable in the
acquire_takeover_addr and release_takeover_addr event scripts.

« By using the alternative path method ("Using Alternative Path” on page
185), you have to modify the path information for the
acquire_takeover_addr and release_takeover_addr events. This change is
performed through SMIT, using the standard HACMP SMIT panels.

The enhancement takes effect in two cases:

¢ When no standby adapters are configured on a given node for an HACMP
network. Therefore, only service and boot adapter labels should be
configured to enable the enhancement.

¢ When at least one standby adapter is configured on a given node for an
HACMP network, and this adapter is already used by another service
address due to a node failure or graceful shutdown (with takeover) for
maintenance.

7.3.2.8 Using the Modified Event Scripts

As previously mentioned, there are two ways to install the modified scripts:
You can overwrite the current scripts or copy them to a local directory. To
keep the number of necessary changes as low as possible, even if HACMP is
going to be updated, we recommend that you use a local directory for
modifications like this one.

Before you can follow one of the following sections to implement the
enhancement, you have to get the script files as mentioned in B‘Script Files
Used In This Book” on page 201.

Using the ip_alias_fullp.tar File
By using the ip_alias_fullp.tar file, you may do the installation as follows:
1. Logon as user root.

2. The following command will automatically place the files into the
/usr/local/cluster/events and /usr/local/cluster/events/utils directories:

tar -xf /usr/local/sanple/ip_alias_fullp.tar
Note: The /usr/local/cluster/events directory will be automatically created if it
does not exist.

3. Now you need to modify the cluster events for acquire_takeover_addr and
release_takeover_addr, either by using the command:

/usr/sbin/cluster/utilities/clchevent

HACMP Enhanced Scalability Handbook



or via SMIT:

# smt hacnp

=> Quster Configuration
===> (uster Resources
=====> Quster Events

Modify the path for the event command so that /usr/local/cluster/events is
used. For an example of how the screen looks for the
acquire_takeover_addr event see, Figure 79 on page 187.

-
Change/ Show A uster Events

Type or select values in entry fields.
Press Enter AFTER naking all desired changes.

Event Nane
Descri ption

f Bvent Conmand
Noti fy Conmand
Pre-event Conmand

Post - event  Conmand
Recovery GConmand

[Entry F elds]
acqui re_t akeover _addr
Script run to configure a standby a>

/usr/local/cluster/events/acquire_t>

]
]
] +
]

F Recovery Qounter 0] #

Fl=Hel p F2=Ref resh F3=Cancel FA=Li st

F5=Reset F6=Conmand Fr=Hdi t F8=I nage

Fo=Shel | F10=Exi t Ent er=Do

- J
Figure 79. HACMP/ES V4.3 Change/Show Cluster Events

Using the ip_alias_relp.tar File

If you do not want to have the files in the /usr/local/cluster/events directory,
perhaps you would like to overwrite the original ones. To do this, you have to
use the ip_alias_relp.tar file. You may do the installation as follows:

1.
2.

LOgOﬂ as user root.

Change your actual directory to the one where you like to have the code
installed.

The following command will place the files into the local directory and in
the ./utils directory:

tar -xf /usr/local/sanple/ip alias_relp.tar
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Note: The ./utils directory will be automatically created if it does not exist.

4. Depending on the directory you choose, you have to continue with
different steps:

« If you used /usr/shin/cluster/events or /usr/es/sbin/cluster/events as
your local directory, then continue with step 5.

« In all other cases, you need to modify the cluster events for
acquire_takeover_addr and release_takeover_addr, either by using the
command:

lusr/sbin/cluster/utilities/clchevent

or via SMIT:

# smt hacnp

=> Quster Configuration

===> J ust er Resources

=====> Quster Events

=======> Change/ Show Q uster Events

Modify the path for the event command so that the directory you chose
is used. An example of this screen is shown in Figure 79 on page 187.

5. Now change the AliasPGM_Path variable in the acquire_takeover_addr
and release_takeover_addr event scripts. The AliasPGM_Path variable
has to be set to the full path location of the cl_alias_IP_address and
cl_unalias_IP_address scripts.

7.3.2.9 Removing or Deactivating this Enhancement

This section gives you a brief overview of how to deactivate or remove this
enhancement. Depending on the installation method you choose, you have to
do different steps to remove or deactivate this solution:

¢ Removing when the Overwrite Method was used

The only thing you have to do here is to copy the saved original files back.
« Removing when the Alternative Path Method was used
Here you can choose between deactivating and removing:

« To deactivate, you have to use the SMIT screen Change/Show Cluster
Events to change the path information back to the original one.

* To delete, do the deactivation first and then remove the file.
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Appendix A. Our Environment

This appendix shows the environment we used to get the results documented
in this book. Some of the examples may use slightly different environments.
In these cases, we describe the differences.

A.1 Hardware and Software
Hardware
¢ RS/6000 SP wide node
* RS/6000 model 530

Software
¢ IBM Parallel System Support Programs for AIX Version 3 Release 1
¢ IBM HACMP Enhanced Scalability Version 4 Release 3
* IBM AIX Version 4 Release 3

Note

We did not use the GA versions of these products.
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A.2 Hardware Configuration

RS/6000 SP System A

sp21n15 (wide)

9333

sp21n13 (wide)

SP Switch

SP Ethernet

Ethernet

RS/6000 SP System B

RS/6000

- cluster_b

cluster_a

Figure 80. Hardware Configuration
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A.3 Cluster cluster_a

The cluster cluster_a uses the following nodes:

e sp21nl13 (SP node)
e sp21nl15 (SP node)

A.3.1 TCP/IP Networks
Cluster ID 1

Cluster Name cluster_a

Table 4. cluster_a TCP/IP Networks

Network Name Network Type Network Netmask
Attribute

ethernetl ether public 255.255.0.0

spether ether public 255.255.255.0

basecss hps private 255.255.255.0

aliascss hps private 255.255.255.0

A.3.2 TCP/IP Network Adapters

Node Name sp21n13

Table 5. cluster_a TCP/IP Network Adapters for sp21n13
Interface | Adapter IP | Adapter Adapter IP | Network Network
Name Label Function Address Name Attribute
enl nl3 svc svc 128.100.10.3 ethernetl public
enl nl3_boot boot 128.100.10.30 | ethernetl public
en2 nl3_stdby stdby 128.200.30.3 ethernetl public
en0 sp21n13 svc 192.168.4.13 spether private
cssO s021swl13 svc 192.168.14.13 | basecss private
css0 swl3 svc svc 140.40.4.13 aliascss private
css0 swl3_boot | boot 140.40.4.33 aliascss private
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Node Name sp21nl15
Table 6. cluster_a TCP/IP Network Adapters for sp21n15

Interface | Adapter IP | Adapter Adapter IP | Network Network
Name Label Function Address Name Attribute
enl nl5 svc svc 128.100.10.1 ethernetl public
enl nl5 boot boot 128.100.10.10 | ethernetl public
en2 nl5_stdby stdby 128.200.20.2 ethernetl public
en0 sp21n15 svc 192.168.4.15 spether private
css0 sp21swl5 svc 192.168.14.15 | basecss private
cssO swl5_svc svc 140.40.4.15 aliascss private
cssO swl5 _boot | boot 140.40.4.55 aliascss private

A.3.3 Shared Logical Volumes

Disk Device 9333

Table 7. cluster_a Shared Logical Volumes
Node Physical Volume File Logical Major
Name Volume Group System Volume Number
sp21n13 hdisk2, hdisk3 datavgl3 /fs13 Iv13 50
sp21n15 hdisk4 datavgl5 /fs15 Iv15 60

A.3.4 Cluster Resource Groups

A Mutual Takeover configuration is used in cluster_a. Two Cascading
Resource Groups have been configured. One is rgl3 and contains the
resources shown in Figure 81 on page 193:

192  HACMP Enhanced Scalability Handbook



# /usr/sbin/cluster/utilities/clshowes -g rgl3

Resour ce Goup Nane

Node Rel ati onshi p

Partici pating Node Nane(s)
Service | P Label

HTY Service | P Label

rgl3

cascadi ng
sp21nl13 sp21nl5
nl3_svc swi3 svc

F | esyst ens /fs13

F | esystens Qonsi stency Check fsck

Fi | esystens Recovery Met hod sequent i al

F | esystens to be exported

Fi |l esystens to be NFS nmount ed

\ol une G oups

Goncurrent Vol une G oups

O sks

Al X nnections Services

Application Servers

M scel | aneous Data

I nacti ve Takeover fal se

9333 DO sk Fenci ng fal se

SSA DO sk Fenci ng fal se

Fi |l esystens nounted before | P confi gured fal se

Run Ti e Paranet ers:

Node Nane sp21nl13

Debug Level hi gh

Host uses NS or Nane Server fal se

Node Nane sp21nl5

Debug Level hi gh

Host uses NS or Nane Server fal se
N /
Figure 81. Cluster Resource Group rg13
The second Resource Group is rgl5 and contains the resources shown in
Figure 82 on page 194:
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# /usr/sbin/cluster/utilities/clshowes -g rgls

Resour ce Goup Nane

Node Rel ati onshi p

Partici pating Node Nane(s)
Service | P Label

HTY Service | P Label

F | esyst ens

F | esystens Qonsi stency Check
Fi | esystens Recovery Met hod
F | esystens to be exported

Fi |l esystens to be NFS nmount ed
\ol une G oups

Goncurrent Vol une G oups

O sks

Al X nnections Services
Application Servers

M scel | aneous Data

I nacti ve Takeover

9333 DO sk Fenci ng

SSA DO sk Fenci ng

Fi |l esystens nounted before | P confi gured

Run Tinme Paraneters:

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

rgls

cascadi ng
sp21nl5 sp21nl3
nl5_svc swi5 svc

/fs15
fsck
sequent i al

fal se
fal se
fal se
fal se

sp21nl5
hi gh
fal se

sp21nl13
hi gh
fal se

Figure 82. Resource Cluster Group rg15

A.4 Cluster cluster_b

The cluster cluster_b uses the following nodes:

¢ sp21n1l (RS/6000 SP wide node)

¢ sp2n15 (RS/6000 SP wide node)
* risc71 (RS/6000)

A.4.1 TCP/IP Networks

Cluster ID 2
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Cluster Name

cluster_b

Table 8. cluster_b TCP/IP Networks

Network Name Network Type Network Attribute | Netmask
ethernet2 ether public 255.255.0.0
A.4.2 TCP/IP Network Adapters

Node Name sp21nl1l

Table 9. cluster_b TCP/IP Network Adapters for sp21nil
Inter | Adapter IP | Adapter Adapter Network Global Network
face Label Function IP Name Network | Attribute
Nam Address Name
e
enl nll_svc svc 80.7.6.11 | ethernet2 public
enl nll_boot boot 80.7.6.10 | ethernet2 public
en2 nll_stdby stdby 80.9.9.1 ethernet2 public

Node Name sp2nl15

Table 10. cluster_b TCP/IP Network Adapters for sp2n15
Inter | Adapter IP | Adapter Adapter Network Global Network
face Label Function P Name Network | Attribute
Nam Address Name
e
enl nl52_svc svc 80.7.6.31 | ethernet2 public
enl n152_boot boot 80.7.6.30 | ethernet2 public
en2 n1l52_stdby stdby 80.9.9.3 ethernet2 public

Node Name risc71

Table 11. cluster_b TCP/IP Network Adapters for risc71
Inter | Adapter IP | Adapter Adapter Network Global Network
face Label Function P Name Network | Attribute
Nam Address Name
e
en0 risc71_svc svc 80.7.6.71 | ethernet2 public
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Inter | Adapter IP | Adapter Adapter Network Global Network
face Label Function IP Name Network | Attribute
Nam Address Name

e

en0 risc71_boot boot 80.7.6.20 | ehternet2 public
enl risc71_stdby | stdby 80.9.9.2 ethernet2 public

A.4.3 Cluster Resource Groups

196

We had three Cascading Resource Groups configured

. The relationship was

mutual takeover, with two possible backup nodes. The names of the resource
groups are sp21nlirg, risc71rg and sp2n15rg.

Figure 83 on page 197 shows the configuration of the resource group
sp21nlirg.
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# [usr/sbin/cluster/utilities/clshowes -g sp2lnllrg

Resour ce Goup Nane

Node Rel ati onshi p

Partici pating Node Nane(s)
Service | P Labe

HTY Service | P Labe

F | esyst ens

F | esystens Qonsi stency Check
Fi | esystens Recovery Met hod
F | esystens to be exported

Fi |l esystens to be NFS nmount ed
\ol une G oups

Goncurrent Vol une G oups

O sks

Al X nnections Services
Application Servers

M scel | aneous Data

I nacti ve Takeover

9333 DO sk Fenci ng

SSA DO sk Fenci ng

Fi |l esystens nounted before | P confi gured
Run Ti e Paranet ers:

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

#

sp21nllirg

cascadi ng

sp21nll risc71 sp2nl5
nll_svc

/fsll
fsck
sequent i al

fal se
fal se
fal se
fal se

sp21nll
hi gh
fal se

risc7l
hi gh
fal se

sp2n15
hi gh
fal se

Figure 83. Resource Group sp21nllrg

Figure 84 on page 198 shows the configuration of resource group risc71rg.
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# /usr/sbin/cluster/utilities/clshowes -g risc7lrg

Resour ce Goup Nane

Node Rel ati onshi p

Partici pating Node Nane(s)
Service | P Label

HTY Service | P Label

F | esyst ens

F | esystens Qonsi stency Check
Fi | esystens Recovery Met hod
F | esystens to be exported

Fi |l esystens to be NFS nmount ed
\ol une G oups

Goncurrent Vol une G oups

O sks

Al X nnections Services
Application Servers

M scel | aneous Data

I nacti ve Takeover

9333 DO sk Fenci ng

SSA DO sk Fenci ng

Fi |l esystens nounted before | P confi gured
Run Ti e Paranet ers:

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

#

risc7irg

cascadi ng

risc7l sp2inll sp2nl5
risc7l_svc

/fs71
fsck
sequent i al

env

fal se
fal se
fal se
fal se

risc7l
hi gh
fal se

sp21nll
hi gh
fal se

sp2n15
hi gh
fal se

Figure 84. Resource Group risc71rg

Figure 85 on page 199 shows the configuration of resource group sp2n15rg.
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# /usr/shbin/cluster/utilities/clshowes -g sp2nl5rg

Resour ce Goup Nane

Node Rel ati onshi p

Partici pating Node Nane(s)
Service | P Label

HTY Service | P Label

F | esyst ens

F | esystens Qonsi stency Check
Fi | esystens Recovery Met hod
F | esystens to be exported

Fi |l esystens to be NFS nmount ed
\ol une G oups

Goncurrent Vol une G oups

O sks

Al X nnections Services
Application Servers

M scel | aneous Data

I nacti ve Takeover

9333 DO sk Fenci ng

SSA DO sk Fenci ng

Fi |l esystens nounted before | P confi gured
Run Ti e Paranet ers:

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

Node Nane
Debug Level
Host uses NS or Nane Server

#

sp2n15r g

cascadi ng

sp2nl5 sp21nll risc71
nl52_svc

fsck
sequent i al

fal se
fal se
fal se
fal se

sp2n15
hi gh
fal se

sp21nll
hi gh
fal se

risc7l
hi gh
fal se

Figure 85. Resource Group sp2nl5rg
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Appendix B. Script Files Used In This Book

The examples in this appendix are available at an FTP site and via the World
Wide Web.

— Note

These examples have been tested on pre-release versions of HACMP/ES
V4.3, IBM RS/6000 Cluster Technology Version 1.1 and IBM Parallel
System Support Programs for AIX V3.1. They may not be suitable for use
in a particular environment, and are not supported by IBM in any way. IBM
is not responsible for your use of these examples.

1. FTP Site

The files are available for anonymous FTP from www.redbooks.ibm.com. To
retrieve the files using FTP, you must have access to the Internet. You can
use the following procedure (Figure 86 on page 201):

#cd /tnp

# ftp wwu redbooks. i bm com
ftp> bin

ftp> cd /redbooks/ S245328
ftp> get disc5328.tar.Z
ftp> quit

#

# unconpress disc5328.tar.Z
# nkdir -p /usr/local/cluster
# cd /usr/local / cl uster

# tar -xf /tnp/disc5328.tar
# rm/tnp/ di sc5328. tar

\ J
Figure 86. I nstal ling Exanpl es by Wsing FTP

2. WWW Site

The examples can also be downloaded using the World Wide Web. The URL
w1 edbooks. i bm comprovides details on the procedure. You can use one of
the following examples:

ftp:// ww redbooks. i bm cond r edbooks/ S&245328

or

htt p: // waw r edbooks. i bm com

and then select Additional Materials.
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B.1 Application Start and Stop Scripts

This section contains the start and stop scripts we used for our application
(Netscape FastTrack Server).

B.1.1 Start Script
#!/ usr/bi n/ ksh

#

# This Program (webserv_start) starts the WEB server function
#

# (C) COPYR GHT International Business Machines Corp. 1998

#

PGVEns- ht t pd

PGWPat h=/ usr /| ocal / www hone/ bi n/ ht t pd

PGMpt ="-d /usr/ | ocal / www horre/ ht t pd- sp21n07/ confi g"
PGVDI R=/ usr/ 1 ocal / cl uster/bin

TMPDI R=/ usr/ 1l ocal / cl uster/tnp

if [ "$VERBOSE LOGA NG' = "high" ]
then

set -Xx
fi

# creating test directory for User Defined Event

if [ ! -d/usr/local/cluster/tnp ]
then

nkdir -p /usr/local/cluster/tnp
fi

print "$(date) Starting \"$PGM" "

# renove file which may be left froma failed User Event
rm-f $TMPDI R/ $PGM failure > /dev/null 2>&1

# Start the application
$PGWPat h/ $PGM $PGMOpt

sleep 2
ChkPQWES$(ps -e | grep $PGM| we -1)

if [ $ChkPGM!= 0 ]
then
# Programis up and running creating test file for User Defined Event
touch /usr/local/cluster/tnmp/ $PGV on
print "$(date) The $PGM server function is up and running"
el se
# Programis NOT up and running ! Try to restart
$PGWPat h/ $PGV $PGMXpt
sleep 2
ChkPGWS$(ps -e | grep $PAGM | wc -1)
if [ $ChkPGM!= 0 ]
t hen
touch /usr/local/cluster/tnmp/ $PGM on
print "$(date) The $PGM server function is up and running"
el se
print "$(date) The Start off \"$PGM program fai | ed"
exit 4
fi
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fi

exit O

B.1.2 Stop Script
#!/ usr/ bi n/ ksh

#
# This Program (webserv_stop) stops the WEB server function
#
# (C OOPYR GHT International Business Mchines Corp. 1998
#
PGVEns- ht t pd
if [ "$VERBOSE _LOGA NG' = "high" ]
then
set -x

fi
print "$(date) Stopping \"$PGN" progrant

# Sel ecting the right process nunber to stop the application
Stopl D=$(ps -ef |grep httpd | awk '{print $2 " " $3}’ | grep " 1" | awk '{print

kill $StoplD > /dev/null 2>&
rm-f /Jusr/local/cluster/tnp/ $PGM on > /dev/null 2>&1

# Check if application is stopped if not try it again
ChkPQWES$(ps -e | grep $PGM| wc -1)

if [ $ChkPGM 1= 0 ]
then
Stopl D=$%(ps -ef |grep httpd | awk '{print $2 " " $3}' | grep " 1" | awk '{print $1}')
kill $Stopl D > /dev/null 2>&1
ChkPGW$(ps -e | grep $PGM| wc -1)
if [ $ChkPGM!= 0 ]

t hen
print "$(date) Stopping off \"$PGU" program fail ed"
exit 4
fi
el se

print "$(date) Program\"$PGM" successful ly stopped"
fi

exit O

B.2 Files for User-Defined Events

This section contains the files we needed to get the User Event for our
application (Netscape FastTrack Server) working.

B.2.1 The webserv.rp File

#

# This file contains the HACOW ES recovery program for

# the user defined "webserv" event

#

# (C) COPYR GHT International Business Machines Corp. 1998

Script Files Used In This Book 203



#

# format:

# rel ationship command to run  expected status NULL
#

ot her "/usr/local/cluster/bin/webserv_renote" 0 NULL
event "/usr/local/cluster/bin/webserv_|local" 0 NULL

#

barrier

#

all "/usr/local/cluster/bin/webserv_conplete" X NULL

B.2.2 The webserv_remote Script

#!/usr/ bi n/ ksh

#

# This Program (webserv_renote) prints a nmessage to the logfile
# on the renote Nodes

#

# (C OOPYR GHT International Business Mchines Corp. 1998

#

Wil Path=/usr/sbin/cluster/utilities
PGVENs- ht t pd

if [ "$VERBOSE LOGA NG' = "high" ]
then

set -Xx
fi

HA NodeNarme=$($Uti | Pat h/ cl handl e -h $EVLOCATI ON | awk ' {print $2}")

print "$TI MESTAVP $EVNAME detected a failure of the \"$PGM" progrant
print "The failure occurred on the renote SP-Node $HA NodeNane"
print ""

exit 0

B.2.3 The webserv_local Script

#! [ usr/ bi n/ ksh

#

# This Program (webserv_local) prints a nmessage to the logfile
# and restarts the failed application

#

# (C) COPYR GHT International Business Machines Corp. 1998

#

set -Xx
Wil Path=/usr/sbin/cluster/utilities

if [ "$VERBOSE_LOGA NG' = "high" ]
then

set -Xx
fi

PGVEns- ht t pd

PGWPat h=/ usr/ | ocal / ww« horre/ bi n/ ht't pd

PGMOpt ="-d /usr/ | ocal / ww« hone/ ht t pd- sp21n07/ confi g"
PGVDI R=/ usr/ 1 ocal / cl uster/bin

TMPDI R=/ usr/ 1l ocal / cl uster/tnp
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# Start_Takeover
HHHH R HHHH
function Start_Takeover

{
sleep 5

/usr/sbin/cluster/utilities/clstop -y -N -gr
exit 0

}

# NoReExecut e

functi on NoReExecute

{
sl eep 20

rm-f $TMPDIR $PGM failure
exit 0

}

# MAIN

HA NodeNarme=$($Uti | Pat h/ cl handl e -h $EVLOCATION | awk ' {print $2}")
print "$TI MESTAMP $EVNAME detected a failure of the \"$PGM" progrant
print "The failure occurred on the local SP-Node $HA NodeNane"

print

if [ -f $TMPDIR $PGM on ]

then

if [ -f STMWWDR $PGM failure ]

t hen
print "$(date) Recovery of \"$PGM" programfailure"
print "termnated due to too quick occurrence of failure"
Start_Takeover &
print "Takeover initiated !!"
exit 0

fi

print "$(date) Going to restart the \"$PGW" progrant
$PGVPat h/ $PGV $PGMpt
[usr/bin/touch $TMPDI R/ $PGM fai l ure
NoReExecute &
sleep 1
ChkPGWS$(ps -e | grep $PAGM | wc -1)
if [ $ChkPGM!= 0 ]
then
print "$(date) The failed \"$PGM" program successfully restarted"
el se
print "$(date) The restart of the \"$PGM" program failed !'!"
wai t
/usr/bin/touch $TMPDI R/ $PGM fai |l ure
Start_Takeover &
print "Takeover initiated !!"
fi
el se
print "$(date) Recovery of \"$PGM" program fail ure"
print "terminated due to a stop of HACWP"
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fi

exit O

B.2.4 The webserv_complete Script

#!/usr/ bi n/ ksh

#

# This Program (webserv_conplete) prints a message to the logfile
# on all Nodes

#

# (C) COPYR GHT International Business Machines Corp. 1998

#

Wil Path=/usr/sbin/cluster/utilities
PGVENs- ht t pd
if [ "$VERBOSE LOGA NG' = "high" ]
then
set -x
fi
HA NodeNarme=$($Uti | Pat h/ cl handl e -h $EVLOCATI ON | awk '{print $2}")

print "$(date) Recovery programfor the \"$PGM" application failure handling conpleted
on $HA NodeNarne"

exit O

B.2.5 The rules.hacmprd File

| BM_PROLOG _BEG N_TAG
This is an autonatically generated prol og.

43haes430 src/ 43haes/ usr/sbin/cluster/events/rules.hacnprd 1.1
Li censed Materials - Property of |BM

(C) COPYR GHT International Business Machines Corp. 1996, 1997
Al R ghts Reserved

US Covernnent Users Restricted R ghts - Use, duplication or
di sclosure restricted by GSA ADP Schedul e Contract with |1BM Corp.

| BM_PROLOG_END_TAG

"@#)29 1.1  src/43haes/ usr/sbhin/cluster/events/rul es. hacnprd, hacnp.pe, 43
aes430 11/7/96 13:41:37"

COVMPONENT_NAME:  EVENTS

FUNCTI ONS:  none

CRIANS: 27

(C) COPYR GHT International Business Machines Corp. 1990, 1994

Al R ghts Reserved

Li censed Materials - Property of |BM
US Governnent Users Restricted R ghts - Use, duplication or

HHEHFHFRHRBHBFHERHFESOEH TR
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# disclosure restricted by GSA ADP Schedul e Contract wi th | BM Corp.
#

# HEHHHHHH
#

# This file contains the HAOW/ PE recovery programto event mapping
#

# format: (1) name

# (2) state (qualifier)

# (3) recovery program path

# (4) recovery type (Reserved for future use)

# (5) recovery level (Reserved for future use)

# (6) resource variable nanme (Used for Event Manager events)
# (7) instance vector (Used for Event Manager events)

# (8) predicate (Used for Event Manager events)

# (9) rearmpredicate (Used for Event Manager events)

#

###### Begi nning of Event Definition Node Up ####H#H##HIHE#HIHIHE

#

TE_JO N_NCDE

0

[ usr/sbin/cluster/events/node_up.rp

2

0

# 6) Resource variable only used for event nanagener events
# 7) Instance vector, only used for event nanager events

# 8) Predicate, only used for event manager events

# 9) Rearmpredicate, only used for event manager events

##### End of Event Definition Node Up #####H#

#

#

##### Begi nning of Event Definition Node Down  #####H#HI##T
#

TE_FAl L_NODE

0

[ usr/sbin/cluster/events/ node_down. rp

2

0

# 6) Resource variable only used for event managener events

# 7) Instance vector, only used for event manager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event nanager events

##### End of Event Definition Node Down HitHHH

#

#

##### Begi nni ng of Event Definition Network Up  ###H##HHH#H1
#

TE_JO N_NETWORK

0

[ usr/ sbhi n/cl uster/event s/ network_up.rp

2

0

# 6) Resource variable only used for event nanagener events

# 7) Instance vector, only used for event nanager events
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# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event nanager events

##### End of Event Definition Net wor k Up Hitit

#

#

##### Begi nning of Event Definition Net wor k Down  ######tHH#H
#

TE_FAI L_NETWORK

0

[ usr/ sbhi n/ cl ust er/ event s/ net wor k_down. rp

2

0

# 6) Resource variable only used for event nanagener events

# 7) Instance vector, only used for event nanager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event manager events

##t### End of Event Definition Net wor k Down HilE
#

#

##### Begi nning of Event Definition Swap Adapter ##H#H#HIHI#HE
#

TE_SWAP_ADAPTER

0

/usr/sbin/cluster/events/swap_adapter.rp

2

0

# 6) Resource variable only used for event nanagener events

# 7) Instance vector, only used for event manager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event manager events

###### End of Event Definition Swap Adapt er HitfttH
#

#

##### Begi nning of Event Definition Joi n Stabdby ####HHHHH#HI#
#

TE_JO N_STANDBY

0

[ usr/sbin/cluster/events/join_standby.rp

2

0

# 6) Resource variable only used for event managener events

# 7) Instance vector, only used for event nanager events
# 8) Predicate, only used for event manager events

# 9) Rearmpredicate, only used for event nanager events

##### End of Event Definition Joi n St andby HHERT

#

#

##t### Begi nni ng of Event Definition Fai | Standby #i##HH#HHIH
#

208  HACMP Enhanced Scalability Handbook



TE_FAl L_STANDBY

0

[ usr/sbin/cluster/events/fail _standby.rp

2

0

# 6) Resource variable only used for event managener events

# 7) Instance vector, only used for event nmanager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event nanager events

##### End of Event Definition Fai |l Standby idideararaid
#

#

##t### Begi nni ng of Event Definition DARE Topol ogy  ###Hi##HtH#H#H#
#

TE_DARE_TOPOLOGY

0

/usr/sbin/cluster/events/reconfig_topol ogy.rp

2

0

# 6) Resource variable only used for event nanagener events

# 7) Instance vector, only used for event nanager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event manager events

##### End of Event Definition DARE Topol ogy s
#

#

##### Begi nning of Event Definition DARE Resource #i#t#tt##
#

TE_DARE_RESOURCE

0

/usr/sbin/cluster/events/reconfig_resource.rp

2

0

# 6) Resource variable only used for event managener events

# 7) Instance vector, only used for event manager events
# 8) Predicate, only used for event manager events
# 9) Rearmpredicate, only used for event nanager events

##### End of Event Definition DARE Resource HitHHH
#

#

##### Begi nni ng of Event Definition WEBSERV Resource ###H#tHH#
#

UE_WEB_RESOURCE

0

/usr/1ocal/cluster/events/webserv.rp

2

0

# 6) Resource variable only used for event nanager events
| BM PSSP. Pr og. pcount

# 7) Instance vector, only used for event nanager events
NodeNum=*; Pr ogNane=ns- ht t pd; User Nanme=nobody
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# 8) Predicate, only used for event manager events

X@ == 0 && X@ !=0

# 9) Rearmpredicate, only used for event nanager events
X@ > 0

##### End of Event Definition LPD Resource HH T
#

B.3 Modified HACMP Scripts

This section contains the additional and modified script we used for our work
around described in 7.3, “Cascading by Using Standby and Aliasing” on page
180.

B.3.1 The HACMP Script acquire_takeover_addr

#!/ bi n/ ksh
| BM_PROLOG BEG N_TAG
This is an autonatically generated prol og.

43haes430 src/ 43haes/ usr/ sbin/cluster/events/acquire_takeover_addr.sh 1.16
Li censed Materials - Property of |IBM

(C) COPYR GHT International Business Machines Corp. 1990, 1998
Al R ghts Reserved

US Governnent Users Restricted R ghts - Use, duplication or
di sclosure restricted by GSA ADP Schedul e Contract wi th | BM Corp.

| BM_PROLOG_END_TAG
@#) 66 1.18 src/43haes/ usr/ sbin/cluster/events/acquire_takeover_addr. sh,
acnp. events, 43haes430, 9816A 43ha430 4/24/98 08: 55: 52

COVPONENT_NAME:  EVENTS

FUNCTI ONS:  nane_t o_addr

CRIGANS: 27

(CO COPYR GHT International Business Machi nes Corp. 1990, 1994
Al R ghts Reserved

Li censed Materials - Property of |BM

US Government UWsers Restricted R ghts - Use, duplication or
di sclosure restricted by GSA ADP Schedul e Contract with | BM Corp.

HHEHFHEFHHFEHRBFHEHFHFESOEHEH TR

Nane: acqui re_t akeover _addr

Descri ption: This script is called when a renote node
| eaves the cluster.
The script first checks to see if a
configured standby address exists and
is considered "up’ by clstrngr, then does
a standby_address -> takeover_address swap.

B I R T
HH o HH H H O HH S
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For an SP-switch, the script aliases the
t akeover address on the sanme adapter as the
| ocal service address

Cal |l ed by: node_down_r enot e, node_up_| ocal

Calls to: cl _swap_| P_address
cl _alias_| P_address

Argunent s: t akeover _address. .
Ret ur ns: 0 success

1 failure
2 bad argunent

B R T T S S
HHoH o H H OHH R HOH R H

PATH=$PATH: / usr/ sbi n/ cl uster:/usr/sbin/cluster/events:/usr/sbin/cluster/events/utils:/us

r/sbin/cluster/utilities
export PATH

PROGNAMVE=$0

TELI N T=f al se

DELAY=5

STATUS=0

Al i asPGV Pat h=/usr/l ocal / cl uster/events/utils

if [ ! -n "$SEMULATE' ]
then

EMULATE=" REAL"
f

if [ $# -eq 0]

then
cl _echo 1029 "Usage: $PROGNAME takeover_address...\n" $PROGNAMVE
exit 2

f

if [ "$VERBOSE_LOGG NG' = "high" ]
t hen

set -Xx
f

# Routine to turn NS on
turn_on_DNS N S() {
if [ "$NAVE SERVER' = "true" ]
then
if [ "$EMILLATE" = "EML" ]
then
cl _echo 3020 "NOTI CE >>>> The fol |l owi ng command was not executed <<<<\n"
echo "/usr/sbin/cluster/events/utils/cl_nmnis_on\n"
el se
/usr/sbin/cluster/events/utils/cl_nmnis_on
f
if [ $?2 -ne 0]
then
STATUS=%$7?
f

Script Files Used In This Book

211



212

addback_rout e

z
CE

#

#

# When two or nore standbys are on the sane subnet, only one of the
# standbys is in the routing table as the route. If this standby is
# used to takeover the renmpte address, the route al so gets destroyed
# inrouting table. This routine is used to restore the route for

# the renai ning standbys on the subnet.

#

# Arguments: standby_| P_address

#

# Returns: None

#

addback_route () {

NETWORK=‘ / usr/sbin/cluster/utilities/cllsif -cSn $1 | cut -d':’ -f3 | uniq

standby_list="/usr/sbin/cluster/utilities/clIsif -cS| grep "standby"

for standby in $standby_|ist

do
#
# Make sure the standby is not the same one
#
if [ "$standby" = "$1" ]
then
conti nue
f
#
# Make sure two standbys are on the same network
#
networ k=" /usr/sbin/cluster/utilities/cllsif -cSn $standby | cut -d’
if [ "$network" != "$NETWRK" ]
then
conti nue
f
#
# Make sure the standby is defined on | ocal node
#
lusr/sbin/cluster/utilities/clgetif -n $standby >/dev/null 2>&1
if [ $21=01]
t hen
conti nue
f
NETMASK=' / usr/sbhin/cluster/utilities/clgetif -n $standby
| NTERFACE='/ usr/sbin/cluster/utilities/clgetif -a $standby
#
# Make sure the standby is up on local node
#
addr =i " $st andby" _" $LOCALNCDENAVE"
addr =*/ bi n/echo $addr | /bin/sed -e s/[./]/x/g
VAR=\ $" $addr "
set +u
VAL="‘eval echo $VAR "
set -u
if [ "$VAL" I="UP" ]
then
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conti nue
fi

#

# Do ifconfig to add the route in. WIl be a no-op if already in
#

if [ "$EMILATE' = "EML" ]

then

cl _echo 3020 "NOTI CE >>>> The fol |l owi ng command was not executed <<<< \n"
echo "ifconfig $I NTERFACE $st andby net mask $NETMASK up \n"

el se
ifconfig $I NTERFACE $st andby netmask $NETMASK up

fi

done

}

#

# This routine maps a | abel _address to the internet_dot _address.

# Thus, given a |abel _address, we do not require the name server

# to get its corresponding dot address.

#

nanme_to_addr () {
/bin/echo ‘/usr/sbin/cluster/utilities/cllsif -cSn $1 | cut -d: -f7 | uniqg
exit $?

# Start of nodified part 1 (aliasing on other networks)

use_aliasing ()
{
save="pl acehol der j unk"
SERVS=‘/usr/sbin/cluster/utilities/cllsif -cS $LOCALNCDENAME \
| grep :service: | grep :$NETWORK: | /bin/cut -d':’ -f1'
for service in $SERVS
do
# Check if netnon thinks service/boot is up or down
servi ce_dot _addr=* nane_t o_addr $servi ce’
addr =i "$servi ce_dot _addr" _" $LOCALNCDENAME"
addr ="/ bin/echo $addr | /bin/sed -e s/[./]/x/¢g"

VAR=\ $" $addr "

set +u

SERVI CE_STATE="‘ eval echo $VAR "
set -u

boot = /usr/sbin/cluster/utilities/cllsif -cSi $LOCALNCDENAME | grep
tboot: | grep :$NETWORK: | /bin/cut -d:’ -f1'
boot _dot _addr =* nane_t o_addr $boot *
addr =i " $boot _dot _addr " _" $LOCALNODENAME"
addr ="/ bin/echo $addr | /bin/sed -e s/[./]/x/¢g"
VAR=\ $" $addr "
set +u
BOOT_STATE="' eval echo $VAR "
set -u

if [ "$SERVI CE_STATE" = "UP" -0 "$BOOT_STATE' = "UP" ]
t hen
| NTERFACE=' / usr/sbin/cluster/utilities/clgetif -a $service_dot_addr’
NETMASK=* / usr/sbin/cluster/utilities/clgetif -n $service_dot_addr*
if [ "$EMALATE' = "EML" ]
then
cl _echo 3020 "NOTI CE >>>> The fol |l owi ng conmand was not executed
<<<<\ n"
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echo "$A i asPGV Pat h/ cl _al i as_| P_address $I NTERFACE $addr _dot _addr

$SNETMASK\ n"
el se
$Al i asPGM Pat h/ cl _al i as_| P_address $I NTERFACE $addr _dot _addr
SNETMASK
f
STATUS=$?
fi
if [ $STATUS -eq 0 ]
then
br eak
f
done # for service in $SERVS
}

# End of nodified part 1 (aliasing on other networks)

#
# main routine
#

# Turn NIS of f
if [ "$NAVE_SERVER' = "true" ]
then
if [ "$EMILATE"
t hen
cl _echo 3020 "NOTI CE >>>> The fol | owi ng command was not executed <<<< \n"
echo "/usr/shin/cluster/events/utils/cl_nmnis_off\n"
el se
/usr/sbhin/cluster/events/utils/cl_nmnis_off

"EML" ]

f
if [ $2 -ne 0]
t hen
exit 1
f
f
set -u
BOOT_ADDR=""

SERVI CE_ADDR=""

for addr in $*
do

#

# Determine if address is already configured. |If not, try to
# acquire it

#

clgetif -a $addr 2>/ dev/nul

if [ $2 -ne 0]

then

#

# Cet dot address of takeover_address, network and configured standby

# addresses for |ater use

#

STATUS=1

addr _dot _addr =' nane_t o_addr $addr*

NETWORK=' / usr/sbin/cluster/utilities/cllsif -cSn $addr_dot_addr | /bin/cut -d
-f3 ] uniq
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# Cet the service address associated with this network
SERVI CE_ADDR=‘/ usr/sbin/cluster/utilities/cllsif -cSi $LOCALNCDENAME \

| grep SNETWORK | grep service | /bin/fcut -d:’ -f7 | uniq

# Determne he interface associated with the service address
| NTERFACE='/ usr/sbin/cluster/utilities/clgetif -a $SERVI CE_ADDR

if [ -z "$INTERFACE" ]

then

fi

# Get the boot address associated with this network
BOOT_ADDR=‘ /usr/sbin/cluster/utilities/cllsif -cS $LOCALNCDENANE \

# De

| grep $NETWORK | grep boot | /bin/cut -d:’ -f7 | uniq

termne the interface associated with the boot address

| NTERFACE=' / usr/sbin/cluster/utilities/clgetif -a $BOOT_ADDR

# Unable to determne |ocal boot/service interface. W should never be here
if [ -z "$I NTERFACE' ]

t hen

interface.\n

fi

MBG=' dspnsg scripts.cat 342 "Unable to determ ne | ocal boot/service

STATUS=1

# Determine if this is an SP switch interface. |f so
# execute appropriate script
if [ $INTERFACE = "css0" |

t hen

<<<< \n"

# De
for
do

done

if [
then

term ne the netnmask
interface i n $SERVI CE_ADDR $BCOT_ADDR

SP_SW TCH _NETMASK='/usr/sbin/cluster/utilities/clgetif -n $interface
if [ -n "$SP_SW TCH NETMASK" ]
t hen
br eak
fi

-n "$SP_SW TCH _NETMASK" ]
if [ "$EMULATE' = "EMUL" ]
then

cl _echo 3020 "NOTI CE >>>> The fol |l owi ng command was not execut ed

cl _echo "/usr/sbin/cluster/events/utils/cl_swap_| P_address

cascadi ng acqui re $I NTERFACE $addr $addr $SP_SW TCH_NETMASK"

el se

el se

fi

save

el se
/usr/shin/cluster/events/utils/cl_swap_| P_address \

cascadi ng acqui re $I NTERFACE $addr \
$addr $SP_SW TCH_NETMASK

fi

STATUS=$?

STATUS=1

="pl acehol der j unk"
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STDBYS='/usr/shin/cluster/utilities/cllsif -cSi $LOCALNCDENAME | grep
:standby: \
| cut -d:" -f1,3 | grep -w $NETWORK | /bin/cut -d ':’ -f1°

HHHH A
# Start of nodified part 2 (aliasing on other networks)

print "STDBYS=' $STDBYS
if [ -z "$STDBYS' ]
then
# run aliasing
use_al i asing
else # [ -n $STDBYS ]
St byAvai | abl e=f al se
# as nor mal

# End of nodified part 2 (aliasing on other networks)

for standby in $STDBYS
do
#
# Cet dot address of standby_label and its associated interface
# for later use.
#
st andby_dot _addr =* nane_t o_addr $st andby*
| NTERFACE=' / usr/sbin/cluster/utilities/clgetif -a $standby_dot _addr*

if [ -n "$I NTERFACE" ]|
t hen

# nodified part 3
St byAvai | abl e=t rue

#

# |f standby address in the |ocal node is 'up’,

# swap the standby_address to the takeover_address

# (cl _swap_| P_address).

#

NETMASK="' /usr/sbin/cluster/utilities/clgetif -n $standby_dot _addr*
save="i $st andby_dot _addr" _" $SLOCALNODENAME'

save='/bi n/ echo $save | /bin/sed -e s/[./]/x/g

VAR=\ $" $save”

set +u

VAL="*eval echo $VAR "

set -u

if [ -z "$VAL" -0 "SVAL" = "UP" ]

t hen
if [ "$EMULATE' = "EML" ]
then

cl _echo 3020 "NOTI CE >>>> The fol | owi ng command was not
executed <<<< \n"

echo "/usr/sbhin/cluster/events/utils/cl_swap_| P_address
cascadi ng acquire $|I NTERFACE $addr _dot _addr $st andby_dot _addr $NETMASK\ n"

STATUS=$?

echo "addback_route $standby_dot _addr\n"

br eak

el se

/usr/sbin/cluster/events/utils/cl_swap_| P_address \

cascadi ng acqui re $I NTERFACE $addr _dot _addr
$st andby_dot _addr $NETMASK

STATUS=$?

addback_rout e $st andby_dot _addr
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br eak

fi
done

# Start of nodified part 4 (aliasing on other networks)

if [ "$StbyAvailable" = "false" ]
then
use_al i asi ng
f
# fi fromnodified part 2
fi #if [ -n "$STDBYS" ]

# End of nodified part 4 (aliasing on other networks)
f

if [ $STATUS -ne 0 ]
then
MBG=' dspnsg scripts.cat 340 "I P Address Takeover of $addr_dot_addr failed.\n"
$addr _dot _addr
/ bi n/ echo $MSG >/ dev/ consol e

# Turn Nanme Service back on
turn_on_DNS_NI' S
exit 1
el se
#
# Mark this standby adapter 'DOAN , so it will not be
# used again in the next iteration

#
export $save=DOM
TELI NI T=true

f
f
done

# Turn on Nane Service
turn_on_DNS_N' S

#
# Start tcp/ip servers and network daenons via 'telinit a’
#
if [ "$TELINIT" = "true" ]
then
#
# Set hostnane to first public service address
#
# FI RST_SERVS=‘/usr/sbin/cluster/utilities/clIsif -cSi $LOCALNCDENAME \
# | grep :service: \
# | grep :public: | cut -d:" -f1
# FI RST_SERV=' echo $FI RST_SERVS |cut -d" ' -f1°
# if [ -n "$FI RST_SERV" ]
# t hen
# host name $FI RST_SERV
# fi
if [ ! -f Jfusr/shin/cluster/.telinit ]
then
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#

# 1n /etc/inittab, there is an entry to touch /usr/sbin/cluster/.telinit
# after tcp/ip is functionally up

#

#

# Save NFS exports list from/etc/xtab. telinit will cause rc.nfs to
# be run which blows away the entries

#
#H#
if [ "$EMULATE' = "EML" ]
then
cl _echo 3020 "NOTI CE >>>> The foll owi ng command was not executed <<<< \n"
echo " cp /etc/xtab /tnp/xtab"
el se

cp /etc/xtab /tnp/xtab
if [ $2 -ne 0]
then
cl _echo 1051 "Coul d not save xtab file. Please export hacnp defined
filesystenms\n"
fi

telinit a

while [ ! -f /usr/sbin/cluster/.telinit ]
do

sl eep $DELAY
done

cp /tnp/ xtab /etc/xtab
if [ $2 -ne 0]
then
cl _echo 1052 "Coul d not restore xtab file. Please export hacnp defined
filesystenms\n"
f
fi #if emulate

fi
fi

exit $STATUS

B.3.2 The HACMP Script release_takeover_addr

#!/bin/sh
| BM_PROLOG _BEG N_TAG
This is an autonatically generated prol og.

43haes430 src/ 43haes/ usr/ shin/cluster/events/rel ease_t akeover _addr.sh 1.4.1.5
Li censed Materials - Property of |BM

(C) COPYR GHT International Business Machines Corp. 1990, 1998
Al R ghts Reserved

US Covernnent Users Restricted R ghts - Use, duplication or
di sclosure restricted by GSA ADP Schedul e Contract with |1BM Corp.

| BM_PROLOG_END_TAG
@Q#)91 1.4.1.6 src/43haes/usr/sbin/cluster/events/rel ease_t akeover _addr. sh,
acnp. events, 43haes430, 9816A 43ha430 4/24/98 08:56: 07

HFoOH B HHFHHFH R
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#  COVPONENT_NAME: EVENTS

#

# FUNCTI ONS:  none

#

# CRIANS: 27

#

#

# (O COPYR GHT International Business Machines Corp. 1990, 1994

# Al Rghts Reserved

# Licensed Materials - Property of |BM

# US Governnment Users Restricted R ghts - Use, duplication or

# disclosure restricted by GSA ADP Schedul e Contract with | BM Corp

#

# #
# Nane: rel ease_t akeover _addr #
# #
# Descri ption: This script is called if the |ocal node has #
# the renpte node’s service address on its #
# standby adapter, and either the renote node #
# re-joins the cluster or the local node #
# | eaves the cluster gracefully. #
# #
# Cal |l ed by: node_down_| ocal , node_up_renote #
# #
# Calls to: cl _swap_| P_address #
# #
# Argunent s: t akeover - address. . . #
# #
# Ret ur ns: 0 success #
# 1 failure #
# 2 bad ar gurent #
# #

PATH=$PATH: / usr/ sbin/ cl uster: /usr/sbhin/cl uster/events:/usr/sbin/cluster/events/utils:/us
r/sbin/cluster/utilities
export PATH

PROGNAVE=$0
STATUS=0
Al i asP@V Pat h=/usr/l ocal / cl uster/events/utils

if [ ! -n "$SEMULATE' ]
then

EMULATE=" REAL"
f

if [ $# -eq 0]

then
cl _echo 1029 "Usage: $PROGNAME takeover-address..\n" $PROGNAME
exit 2

f

if [ "$VERBOSE_LOGA NG' = "high" ]
then

set -Xx
f

# Routine to turn NS on

turn_on_DNS NS () {
if [ "$NAME_SERVER' = "true" ]
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then
if [ "$EMULATE' = "EML" ]
then
cl _echo 3020 "NOTI CE >>>> The fol |l owi ng command was not executed <<<< \n"
echo "/usr/sbin/cluster/events/utils/cl_nmnis_on \n"
el se
lusr/sbin/cluster/events/utils/cl_nmnis_on
f
if [ $2 -ne 0]
then
STATUS=$?
f

#

# This routine nmaps a | abel _address to the internet_dot_address

# Thus, given a |abel _address, we do not require the nane server

# to get its correspondi ng dot address

#

nane_to_addr () {
Ibin/echo ‘/usr/sbin/cluster/utilities/cllsif -cSn $1 | cut -d: -f7 | uniq
exit $?

mai n routine

H* o BT

# Turn NS of f
if [ "$NAVE_SERVER' = "true" ]

then
if [ "$EMULATE' = "EML" ]
then
cl _echo 3020 "NOTI CE >>>> The fol | owi ng command was not executed <<<< \n"
echo "/usr/sbin/cluster/events/utils/cl_nmnis_off\n"
el se
lusr/sbin/cluster/events/utils/cl_nmnis_off
f
if [ $2 -ne 0]
then
exit 1
f
f
set -u
for addr in $*
do
#
# Determine if address is already unconfigured. |If not, try to

# release it. |f hostnane or interface not found, clgetif wl
# print error. |f hostname not found fail event
#
clgetif -a $addr
return_code=$?
if [ $return_code -ne 0 ]
then
# Only fail the event if hostnane not found (return_code = 1)
# If interface not found then al ready unconfigured so drop through
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if [ $return_code -eq 1 ]

then
exit 1

f

el se

STBY_| P_ADDR=""

addr _dot _addr=' nane_t o_addr $addr*

#

# Cet the standby interface to which the renote service address is mapped

#

STBY_| NTERFACE='/ usr/sbin/cluster/utilities/clgetif -a $addr_dot_addr"

if [ "$STBY_INTERFACE" = "" ]

then
cl _echo 318 "No service address $addr was taken by this node." $addr
conti nue

f

#

# Get the netnask and network nane for later use

#

NETMASK=' / usr/sbin/cluster/utilities/clgetif -n $addr_dot_addr

NETWORK='/ usr/sbin/cluster/utilities/cllsif -cSn $addr_dot _addr | cut -d:’' -f3

uni g

#

# CGet this node’s original standby address fromthe configuration

#

STBYS='/usr/sbhin/cluster/utilities/cllsif -cSi $LOCALNCDENAVME| grep :standby: \
| cut -d:" -f3,7 | grep -w $NETWORK | cut -d':’ -f2

# Start of nodified part 1 (aliasing on other networks)

Local _| P_Addr=$(/usr/sbin/cluster/utilities/cllsif -cSi $LOCALNODENAME| grep
iservice: | grep -w $NETWORK | cut -d: -f7)
Local _SVC Interface=$(/usr/sbin/cluster/utilities/clgetif -a $Local _| P_Addr)

if [ "$Local _SVC Interface" = "$STBY_| NTERFACE" ]
t hen
STBY_| P_ADDR=""
el se
for s in $STBYS
do
if [ "*/usr/sbin/cluster/utilities/clgetif -a $s'" ="" ]
then
#

# This standby is not configured, it is the m ssing standby
# Record it and exit |oop
#
STBY_| P_ADDR="$s"
br eak
f
done
f

# End of nodified part 1 (aliasing on other networks)

if [ -n "$STBY_I P_ADDR' ]
then

#

# Reconfigure the standby
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#

if [ "$EMULATE' = "EML" ]|
t hen
cl _echo 3020 "NOTI CE >>>> The fol |l owi ng conmand was not executed <<<< \n"
echo "/usr/sbin/cluster/events/utils/cl_swap_| P_address \
cascadi ng rel ease $STBY_| NTERFACE $STBY_| P_ADDR $addr _dot _addr

$NETMASK \ n*
el se
lusr/sbin/cluster/events/utils/cl_swap_| P_address \
cascadi ng rel ease $STBY_| NTERFACE $STBY_I P_ADDR $addr _dot _addr
$SNETMASK
f
if [ $21=01]
then
STATUS=1
f
el se
# Determine if the interface belongs to an SP switch. If so
# call the SP Switch-related script
if [ -n "$STBY_I NTERFACE' -a $STBY_| NTERFACE = "css0" ]
then
if [ "$EMULATE' = "EMUL" ]
then
cl _echo 3020 "NOTI CE >>>> The fol | owi ng command was not execut ed
<<<< \n"
echo "/usr/sbin/cluster/events/utils/cl_swap_| P_address \
cascadi ng rel ease cssO $addr_dot _addr $addr $NETMASK \ n"
el se
/usr/shin/cluster/events/utils/cl_swap_| P_address \
cascadi ng rel ease cssO $addr_dot _addr $addr $SNETMASK
f
if [ $21=01]
t hen
STATUS=1
f
el se

# Start of nodified part 2 (aliasing on other networks)

if [ "$EMLATE' = "EML" ]

then
cl _echo 3020 "NOTI CE >>>> The fol |l owi ng conmand was not executed <<<<\n"
echo "$Ali asPGM Pat h/ cl _unal i as_| P_address $STBY_| NTERFACE $addr

SNETVASK\ n*

el se
$Al i asPGM Pat h/ cl _unal i as_| P_address $STBY_| NTERFACE $addr $NETMASK

fi

if [ $21!=0]

then
cl _log 319 "No missing standby found for service address $addr." $addr
STATUS=1

fi

# End of nodified part 2 (aliasing on other networks)

done
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turn_on_DNS_N S
exit $STATUS

B.3.3 The Script cl_alias_IP_address

#!'/bin/sh
PROGNAME=" $0"

if [ "$VERBOSE_LOGA NG' = "high" ]
then

set -x
fi

DELETE_RQUTES=/ usr/shin/cluster/. del ete_rout es
ADD_ROUTES=/ usr/ sbin/cl uster/.add_routes
ROUTE_ADD=0

# Nane: flush_arp

#

#Fl ushes entire arp cache
#

# Returns: None.

flush_arp () {

for addr in ‘/etc/arp -a | /bin/sed - 's/* *(\([0-9].[0-9]\)).*$A\1/" -e incomplete/d*
do

[etc/arp -d $addr >/dev/null 2>&1

done

return O

}

# Name: add_routes

#

#  Echos route add commands nessary to restore routing table after
#adapter reconfiguration.

#

# Arguments: list of interfaces

#

# Returns: None

add_routes() {
/bin/echo "#!/bin/sh -x"
/bin/echo "PATH=$PATH"

for interface in "$@"

do

netstat -rn | fgrep $interface | fgrep " UG " |\
awk {print "route add -net " $1" "$2}’

netstat -rn | fgrep $interface | fgrep -v " UG " |\
fgrep -v " U " | awk {print "route add " $1" "$2}’
done

/bin/echo "exit 0"
return O

}

# Name: delete_routes
#
#  Echos route delete commands nessary to clear routing table
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# bef ore adapter reconfiguration.
#

# Arguments: list of interfaces

#

# Returns: None

del ete_routes () {
/ bin/echo "#!/bin/sh -x"
/ bi n/ echo " PATH=$PATH'

for interface in "$@
do
netstat -rn | fgrep $interface | fgrep -v "H' | \
awk '{print "route delete -net " $1" "$2¥
done

for interface in "$@"
do
netstat -rn | fgrep $interface | fgrep "H" |\
awk {print "route delete " $1" "$2}’
done

/bin/echo "exit 0"
return O

}

#
# Main entry point
#

cl_echo 33 "Starting execution of $0 with parameters $** $0 "$**
if [ "SVERBOSE_LOGGING" = "high" ]
then

set -x
fi

set-u

# this form for single interface
if [$#-eq 3]

then

IF=$1

ADDR=$2

NETMASK=$3

# Get routes bound to adapter and create script file
# to re-add routes later.

add_routes $IF | tee $ADD_ROUTES

#add_routes $IF > $ADD_ROUTES

chmod +x $ADD_ROUTES

# Prevent 'no routes to dest’ errors by adding default
# route to loopback. The packets will get dropped but
# TCP will endure

route add default 127.0.0.1 >/dev/null 2>&1
ROUTE_ADD=$?

# down old interfaces

cl_echo 60 "$PROGNAME: Configuring adapter $IF at IP address $ADDR" $PROGNAME $IF $SADDR
#ifconfig $IF down
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# Must del ete routes because of ifconfig down.
del ete_routes $IF | tee $DELETE_ROUTES
#del ete_routes $I F > $DELETE_ROUTES
chnod +x $DELETE_ROUTES
$DELETE_ROUTES

#set the specified interface to specified address
ifconfig $I F alias $ADDR net mask $NETMASK up
if [ $2 -ne 0]
then
ifconfig $IF alias $ADDR net mask $NETMASK up
if [ $2 -ne 0
then
cl _log 59 "$PROGNAME: Failed ifconfig $IF inet $ADDR net mask $NETMASK up. "
$PROGNAME $I F $ADDR $NETMASK
exit 1
f
fi

# flush arp table
flush_arp

# Add back pre-existing routes
$ADD_ROUTES

# Delete default route only if we succeed before
if [ $ROUTE_ADD -eq O ]

t hen

route delete default 127.0.0.1

fi

el se

# el se bad arg count

cl _echo 62 "usage: $PROGNAME interface address netmask” $PROGNAME

cl _echo 63 " or $PROGNAME interfacel addressl interface2 address2 netmask"” $PROGNAMVE
exit 2

f

cl _echo 32 "Conpl eted execution of $0 with parameters $*. Exit status = $?" $0 "$*" $?

exit O

B.3.4 The Script cl_unalias_IP_address

#!/bin/sh -x

#

# Returns: 0 - success

# 1 - ifconfig failure

# 2 - bad nunber of argunents
# 3 - Hardware swap failure
#

# Environnent: VERBCSE LOGGE NG PATH

NEW ADDRESSES=
PATH=$PATH: / usr/ sbi n/ cl uster/events/utils

PROGNAME=" $0"
if [ "$VERBOSE_LOGG NG' = "high" ]
t hen

set -x
f
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DELETE_RQUTES=/ usr/shin/cluster/. del ete_routes
ADD_ROUTES=/ usr/ sbin/cl uster/.add_routes
ROUTE_ADD=0

# Nane: flush_arp

#

#Fl ushes entire arp cache
#

# Returns: None.

for addr in ‘/etc/arp -a | /bin/sed -e 's/*.*(\([0-9].*[0-9]\)).*$\L/ -e /incomplete/d"
do

[etc/arp -d $addr >/dev/null 2>&1

done

return O

}

# Name: add_routes

#

#  Echos route add commands nessary to restore routing table after
#adapter reconfiguration.

#

# Arguments: list of interfaces

#

# Returns: None

add_routes() {
/binfecho "#!/bin/sh -x"
/bin/echo "PATH=$PATH"

for interface in "$@"

do

netstat -rn | fgrep $interface | fgrep " UG " |\
awk {print "route add -net " $1" "$2}’

netstat -rn | fgrep $interface | fgrep -v " UG " |\
fgrep -v " U " | awk {print "route add " $1" "$2}’
done

/bin/echo "exit 0"
return O

}

# Name: delete_routes

#

#  Echos route delete commands nessary to clear routing table
#  before adapter reconfiguration.

#

# Arguments: list of interfaces

#

# Returns: None

delete_routes () {
/bin/echo "#!/bin/sh -x"
/bin/echo "PATH=$PATH"

for interface in "$@"
do
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netstat -rn | fgrep $interface | fgrep -v "H' | \
awk {print "route delete -net " $1" "$2¥
done

for interface in "$@"
do
netstat -rn | fgrep $interface | fgrep "H" |\
awk {print "route delete " $1" "$2}’
done

[bin/echo "exit 0"
return O
}
#
# This routine maps a label_address to the internet_dot_address.
# Thus, given a label_address, we do not require the name server
# 1o get its corresponding dot address.
#
name_to_addr () {
/binfecho ‘usr/sbin/cluster/utilities/cllsif -cSn $1 | cut -d: -f7 | uniq’
exit $?
}
#
# Main entry point
#

cl_echo 33 "Starting execution of $0 with parameters $*" $0 "$*"

if [ "SVERBOSE_LOGGING" = "high" ]
then

set -x
fi

set-u

# this form for single interface
if[$#-eq 3]

then

IF=$1

NAME=$2

NETMASK=$3

ADDR=name_to_addr $NAME'

# Get routes bound to adapter and create script file
# to re-add routes later.

add_routes $IF > $ADD_ROUTES

chmod +x $ADD_ROUTES

# Prevent 'no routes to dest’ errors by adding default
# route to loopback. The packets will get dropped but
# TCP will endure

route add default 127.0.0.1 >/dev/null 2>&1
ROUTE_ADD=$?

# down old interfaces
cl_echo 60 "$PROGNAME: Configuring adapter $IF at IP address $ADDR" $PROGNAME $IF $ADDR
#ifconfig $IF down

# Must delete routes because of ifconfig down.

delete_routes $IF > $DELETE_ROUTES
chmod +x $DELETE_ROUTES
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$DELETE_ROUTES

ifconfig $I F $ADDR del ete

# flush arp table
flush_arp

# Add back pre-existing routes
$ADD_ROUTES

# Repl ace automated route - but use alias in case > 1 addresses
ADDRESS='ifconfig $IF | awk 'FNR==2 {print $2}"
NETMASK="usr/shin/cluster/utilities/clgetif -n $ADDRESS"

ifconfig $IF alias SADDRESS netmask SNETMASK up

# Delete default route only if we succeed before

if [ SROUTE_ADD -eq 0]

then

route delete default 127.0.0.1

fi

else

# else bad arg count

cl_echo 62 "usage: $PROGNAME interface address netmask" $PROGNAME
exit2

fi

cl_echo 32 "Completed execution of $0 with parameters $*. Exit status = $?" $0 "$*" $?

exit 0
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Appendix C. Special Notices

This publication is intended to help HACMP Enhanced Scalability and
RS/6000 SP specialists who want to know about RS/6000 Cluster
Technology. The information in this publication is not intended as the
specification of any programming interfaces that are provided by HACMP
Enhanced Scalability and RS/6000 Cluster Technology. See the
PUBLICATIONS section of the IBM Programming Announcement for HACMP
Enhanced Scalability and RS/6000 Cluster Technology for more information
about what publications are considered to be product documentation.

References in this publication to IBM products, programs or services do not
imply that IBM intends to make these available in all countries in which IBM
operates. Any reference to an IBM product, program, or service is not
intended to state or imply that only IBM’s product, program, or service may be
used. Any functionally equivalent program that does not infringe any of IBM’s
intellectual property rights may be used instead of the IBM product, program
or service.

Information in this book was developed in conjunction with use of the
equipment specified, and is limited in application to those specific hardware
and software products and levels.

IBM may have patents or pending patent applications covering subject matter
in this document. The furnishing of this document does not give you any
license to these patents. You can send license inquiries, in writing, to the IBM
Director of Licensing, IBM Corporation, 500 Columbus Avenue, Thornwood,
NY 10594 USA.

Licensees of this program who wish to have information about it for the
purpose of enabling: (i) the exchange of information between independently
created programs and other programs (including this one) and (ii) the mutual
use of the information which has been exchanged, should contact IBM
Corporation, Dept. 600A, Mail Drop 1329, Somers, NY 10589 USA.

Such information may be available, subject to appropriate terms and
conditions, including in some cases, payment of a fee.

The information contained in this document has not been submitted to any
formal IBM test and is distributed AS IS. The information about non-IBM
("vendor") products in this manual has been supplied by the vendor and IBM
assumes no responsibility for its accuracy or completeness. The use of this
information or the implementation of any of these techniques is a customer
responsibility and depends on the customer’s ability to evaluate and integrate
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them into the customer’s operational environment. While each item may have
been reviewed by IBM for accuracy in a specific situation, there is no
guarantee that the same or similar results will be obtained elsewhere.
Customers attempting to adapt these techniques to their own environments
do so at their own risk.

Any pointers in this publication to external Web sites are provided for
convenience only and do not in any manner serve as an endorsement of
these Web sites.

Reference to PTF numbers that have not been released through the normal
distribution process does not imply general availability. The purpose of
including these reference numbers is to alert IBM customers to specific
information relative to the implementation of the PTF when it becomes
available to each customer according to the normal IBM PTF distribution
process.

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:

AIX HACMP
IBM 0O RS/6000
SP

The following terms are trademarks of other companies:

C-bus is a trademark of Corollary, Inc.
Java and HotJava are trademarks of Sun Microsystems, Incorporated.

Microsoft, Windows, Windows NT, and the Windows 95 logo are trademarks
or registered trademarks of Microsoft Corporation.

PC Direct is a trademark of Ziff Communications Company and is used
by IBM Corporation under license.

Pentium, MMX, ProShare, LANDesk, and ActionMedia are trademarks or
registered trademarks of Intel Corporation in the U.S. and other
countries.

UNIX is a registered trademark in the United States and other
countries licensed exclusively through X/Open Company Limited.

Other company, product, and service names may be trademarks or
service marks of others.

HACMP Enhanced Scalability Handbook



Appendix D. Related Publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

D.1 International Technical Support Organization Publications

For information on ordering these ITSO publications see “How to Get ITSO
Redbooks” on page 233.

* RS/6000 SP High Availability Infrastructure, SG24-4838
RS/6000 SP Monitoring: Keep It Alive, SG24-4873

RS/6000 SP: PSSP 2.2 Survival Guide, SG24-4928

HACMP Enhanced Scalability, SG24-2081

HACMP Enhanced Scalability User-Defined Events, SG24-5327

D.2 Redbooks on CD-ROMs

Redbooks are also available on CD-ROMs. Order a subscription and
receive updates 2-4 times a year at significant savings.

CD-ROM Title Subscription Collection Kit
Number Number
System/390 Redbooks Collection SBOF-7201 SK2T-2177
Networking and Systems Management Redbooks Collection SBOF-7370 SK2T-6022
Transaction Processing and Data Management Redbook SBOF-7240 SK2T-8038
Lotus Redbooks Collection SBOF-6899 SK2T-8039
Tivoli Redbooks Collection SBOF-6898 SK2T-8044
AS/400 Redbooks Collection SBOF-7270 SK2T-2849
RS/6000 Redbooks Collection (HTML, BkMgr) SBOF-7230 SK2T-8040
RS/6000 Redbooks Collection (PostScript) SBOF-7205 SK2T-8041
RS/6000 Redbooks Collection (PDF Format) SBOF-8700 SK2T-8043
Application Development Redbooks Collection SBOF-7290 SK2T-8037

D.3 Other Publications
These publications are also relevant as further information sources:
e AlIX Version 3.2 and 4 Performance Tuning Guide, SC23-2365
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« HACMP for AIX, Version 4.3: Concepts and Facilities, SC23-4276
« HACMP for AIX, Version 4.3: Planning Guide, SC23-4277

* HACMP for AlX, Version 4.3: Installation Guide, SC23-4278

e HACMP for AlX, Version 4.3: Administration Guide, SC23-4279

« HACMP for AIX, Version 4.3: Troubleshooting Guide, SC23-4280

« HACMP for AlX, Version 4.3: Programming Locking Applications,
SC23-4281

« HACMP for AlX, Version 4.3: Programming Client Applications,
SC23-4282

« HACMP for AIX, Version 4.3: Master Index and Glossary, SC23-4285

« HACMP for AIX, Version 4.3: Enhanced Scalability Installation and
Administration Guide, SC23-4284

* |IBM RS/6000 Cluster Technology for AlX: Event Management
Programming Guide and Reference, SA22-7354

* IBM RS/6000 Cluster Technology for AIX: Group Services Programming
Guide and Reference, SA22-7355

e IBM Parallel System Support Programs for AIX Administration Guide,
SA22-7348
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How to Get ITSO Redbooks

This section explains how both customers and IBM employees can find out about ITSO redbooks,
CD-ROMs, workshops, and residencies. A form for ordering books and CD-ROMs is also provided.

This information was current at the time of publication, but is continually subject to change. The latest
information may be found at htt p: // ww r edbooks. i bm coni .

How IBM Employees Can Get ITSO Redbooks

Employees may request ITSO deliverables (redbooks, BookManager BOOKs, and CD-ROMSs) and
information about redbooks, workshops, and residencies in the following ways:

* Redbooks Web Site on the World Wide Web
http://w3.itso.i bmcom
« PUBORDER - to order hardcopies in the United States
* Tools Disks
To get LIST3820s of redbooks, type one of the following commands:

TOOLCAT REDPRI NT
TOOLS SENDTO EHONE4 TOOLS2 REDPRI NT GET SG24xxxx PACKAGE
TOOLS SENDTO CANVM2 TOOLS REDPRI NT GET SQ4xxxx PACKAGE (Canadi an users only)

To get BookManager BOOKSs of redbooks, type the following command:
TOOLCAT REDBAXKS
To get lists of redbooks, type the following command:
TOOLS SENDTO USDI ST MKTTOOLS MKTTOCLS GET | TSOCAT TXT
To register for information on workshops, residencies, and redbooks, type the following command:
TOOLS SENDTO WISCPCK TOOLS ZDI SK GET | TSOREG 1998
« REDBOOKS Category on INEWS
* Online — send orders to: USIB6FPL at IBMMAIL or DKIBMBSH at IBMMAIL

— Redpieces

For information so current it is still in the process of being written, look at "Redpieces" on the
Redbooks Web Site (htt p: // wwn redbooks. i bm comi redpi eces. ht nt ). Redpieces are redbooks in
progress; not all redbooks become redpieces, and sometimes just a few chapters will be published
this way. The intent is to get the information out much quicker than the formal publishing process
allows.
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How Customers Can Get ITSO Redbooks

Customers may request ITSO deliverables (redbooks, BookManager BOOKs, and CD-ROMs) and
information about redbooks, workshops, and residencies in the following ways:

* Online Orders - send orders to:

IBMMAIL Internet
In United States usib6fpl at ibmmail usib6fpl@ibmmail.com
In Canada caibmbkz at ibmmail Imannix@vnet.ibm.com
Outside North America dkibmbsh at ibmmail bookshop@dk.ibm.com
e Telephone Orders
United States (toll free) 1-800-879-2755
Canada (toll free) 1-800-IBM-4YOU
Outside North America (long distance charges apply)
(+45) 4810-1320 - Danish (+45) 4810-1020 - German
(+45) 4810-1420 - Dutch (+45) 4810-1620 - Italian
(+45) 4810-1540 - English (+45) 4810-1270 - Norwegian
(+45) 4810-1670 - Finnish (+45) 4810-1120 - Spanish
(+45) 4810-1220 - French (+45) 4810-1170 - Swedish
* Mail Orders — send orders to:
IBM Publications IBM Publications IBM Direct Services
Publications Customer Support 144-4th Avenue, S.W. Sortemosevej 21
P.O. Box 29570 Calgary, Alberta T2P 3N5 DK-3450 Allergd
Raleigh, NC 27626-0570 Canada Denmark
USA
» Fax — send orders to:
United States (toll free) 1-800-445-9269
Canada 1-800-267-4455
Outside North America (+45) 48 14 2207 (long distance charge)

« 1-800-IBM-4FAX (United States) or (+1) 408 256 5422 (Outside USA) — ask for:

Index # 4421 Abstracts of new redbooks
Index # 4422 IBM redbooks
Index # 4420 Redbooks for last six months

¢ On the World Wide Web

Redbooks Web Site http://www.redbooks.ibm.com
IBM Direct Publications Catalog  http://www.elink.ibmlink.ibm.com/pbl/pbl

— Redpieces

For information so current it is still in the process of being written, look at "Redpieces" on the
Redbooks Web Site (htt p: //wwv redbooks. i bm cornd redpi eces. ht nt ). Redpieces are redbooks in
progress; not all redbooks become redpieces, and sometimes just a few chapters will be published
this way. The intent is to get the information out much quicker than the formal publishing process
allows.
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IBM Redbook Order Form

Please send me the following:

Title

Order Number Quantity

First name Last name

Company

Address

City Postal code

Country

Telephone number Telefax number

O Invoice to customer number

VAT number

[J Credit card number

Credit card expiration date Card issued to

Signature

We accept American Express, Diners, Eurocard, Master Card, and Visa. Payment by credit card not
available in all countries. Signature mandatory for credit card payment.
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List of Abbreviations

ACK Acknowledgment

ADSM ADSTAR Distributed
Storage Manager

AlX Advanced Interactive
Executive

API Application Program
Interface

ARP Address Resolution
Protocol

ATM Asynchronous Transfer
Mode

C-SPOC Cluster Single Point of
Control facility

Clinfo Client Information
Program

clsmuxpd Cluster Smux Peer
Daemon

CNN Cluster Node Number

CP Crown Prince

CPU Central Processing Unit

CWS Control Workstation

DARE Dynamic Automatic
Reconfiguration Event

DMS Deadman Switch

DNS Domain Name Server

EM Event Management

EMAPI Event Management API

EMCDB Event Management
Configuration Database

FDDI Fiber Distributed Data
Interface

FSM Finite State Machine

GID Group ldentifier

GL Group Leader

GODM Global Object Data
Manager
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GPFS

GS

GSAPI

HACMP

HACMP/ES

HAI

HANFS

HB
HiPS

HWAT

HWM
IBM

ICMP

IPAT
ITSO

JFS
KA

LAN
LPP

LVCB

LVM

General Parallel File
System

Group Services

Group Services
Application
Programming Interface

High Availability Cluster
Multi-Processing

HACMP Enhanced
Scalability

High Availability
Infrastructure

High Availability
Network File System

Heartbeat

High Performance
Switch

Hardware Address
Takeover

High Water Mark

International Business
Machines Corporation

Internet Control
Message Protocol

Interface Protocol
IP Address Takeover

International Technical
Support Organization

Journaled File System
Keep Alive
Local Area Network

Licensed Program
Product

Logical Volume Control
Block

Logical Volume
Manager
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LWM
MAC
MIB

MIT

NFS
NIM

NIS

NS
ODM
PBS

Perl

PID
PING
PSSP

PTF

PTPE

PTX/6000

RAID

RMAPI
RSCT

SBS
SCSI

SDR

Low Water Mark
Medium Access Control

Management
Information Base

Massachusetts Institute
of Technology

Network File System

Network Interface
Module

Network Information
System

Name Server
Object Data Manager

Phoenix Broadcast
System

Practical extraction &
reporting language

Process ldentifier
Packet Internet Groper

Parallel System
Support Programs

Program Temporary
FIX

Performance Toolbox
Parallel Extension

Performance
Toolbox/6000

Redundant Array of
Independent Disks

Resource Monitor API

RS/6000 Cluster
Technology

Structured Byte String

Small Computer
System Interface

System Data
Repository
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SMP

SMUXD

SNMP

SP
SPMI

SPS
SRC

SSA

TCP

TCP/IP

TMSCSI

TMSSA

TS
ubP

uiD
VG
VGDA

VSD
VSM

System Management
Interface Tool

Symmetric
Multi-Processors

SNMP Multiplexor
Daemon

Simple Network
Management Protocol

RS/6000 SP

System Performance
Measurement Interface

SP Switch

System Resource
Controller

Serial Storage
Architecture

Transmission Control
Protocol

Transmission Control
Protocol/Internet
Protocol

Target Mode SCSI
Target Mode SSA
Topology Services

User Datagram
Protocol

User ldentifier
Volume Group

Volume Group Data
Area

Virtual Shared Disks

Visual System
Management



Index

Symbols

/.klogin 154

/.rhosts 144, 157
letc/hal/cfg/lem.domain_name.cdb 31
letc/krb-srvtab 153, 158
/etc/syslogd.conf 47

/sbin/rc.boot 105, 106
/tmp/clstrmgr.debug 109, 129
/tmp/clstrmgr.debug.1 53
/tmp/cspoc.log 48, 164
tmp/hacmp.out 91, 128
lusr/lpp/cluster/doc 125
lusr/sbin/cluster 126
lusr/sbin/cluster/etc/netmon.cf 167
lusr/shin/cluster/etc/objrepos/active 19
lusr/sbin/cluster/etc/objrepos/stage 19
lusr/sbin/cluster/events 110
lusr/sbin/cluster/snapshots 128
lusr/sbin/cluster/utilities/clcycle 46

lusr/sbin/rsct/install/config/fem.HACMP.cdb 31

/var/ladm/cluster.log 92, 101, 109, 129
Ivar/ha/log 55, 80, 129
Ivar/hal/log/topsves 51, 94, 100, 103
/var/ha/run 115, 129
Ivar/ha/run/grpglsm 51
Ivar/ha/run/grpsves 51
Ivar/ha/run/topsves 51

Numerics
1-phase protocol 86
32-node support 3

A

acquire_service_addr 174
Adapter Membership Groups 72
Additional IP Addresses 149
aixos 30, 31

alias 145

alias address 169

ATM 4

authenticated rsh 156

B
bos.adt.lib 8

© Copyright IBM Corp. 1999

bos.adt.libm 8
bos.adt.syscalls 8
bos.net.tcp.client 8
bos.net.tcp.server 8
bos.rte 8
bos.rte.libc 8
bos.rte.libcfg 8
bos.rte.libcur 8
bos.rte.libpthreads 8
bos.rte.lvm 8
bos.rte.odm 8
bos.rte.SRC 8
bosboot 106
broadcast sequence numbers 84

C

chfs 164
claddcustom 65
claddnetwork 63
cldomain 64
clgetesdbginfo 65
clhandle 52

clhandle -a 96

clinfo 60

cllockd 3

clisgnw 65

clmixver 62

clstat 60

clstrmgr 53
CLSTRMGR_1 73
clupdatevg 165
clupdatevgts 164
cluster 5, 26

cluster events 109
Cluster Manager 32
Cluster Node Number 25
cluster resources 3
cluster security 157
cluster single point of control 48
cluster synchronization 144
cluster topology 3
cluster verification 144
cluster.adt.es 12
cluster.clvm 12
cluster.cspoc 12
cluster.es 12
cluster.haview 12

239



cluster.man.en_US 13
cluster.man.en_US.haview 13
cluster.msg.en_US.cspoc 13
cluster.msg.en_US.es 12
cluster.msg.en_US.haview 13
cluster.taskguides 13
cluster.vsm.es 12

clvgdats 162

concurrent access 3

Control Message Protocol 167
core file 51, 115, 116, 129
crash 104

Crown Prince 52, 100, 103
C-SPOC 48, 162
cssMembership 73
cssRawMembership 72

D
DARE 3, 144, 157
Deadman Switch 103, 105, 106, 108
debug level 46
default vote 87
DM 103
DMS 104, 105, 106, 107
domain 5
HACMP domain 5
PSSP domain 5
dual daemons 6
Dynamic Automatic Reconfiguration Events 144

E

Echo Message 167
emaixos 30

EMCDB 30

emsves 30, 50, 68, 111, 115
emsvcsctrl 68
enMembership 72, 96

env 19

errpt 111

event condition 141

event emulation 48

Event Management 42, 129
Event Management Configuration Database 30
event scripts 139

exportvg 161

ext_srvtab 151

240  HACMP Enhanced Scalability Handbook

F

FSM 34
G

GL 77

Global ODM 19

globalname 27

GODM 4,19,57,62,64

godm 151

GODM class 20
HACMPadapter 22
HACMPcluster 20
HACMPcommand 24
HACMPcustom 24
HACMPdaemons 25
HACMPevent 25
HACMPfence 25
HACMPgroup 23
HACMPnetwork 21
HACMPnim 22
HACMPnode 21
HACMPresource 24
HACMPserver 24
HACMPsp2 25
HACMPtopsves 23

Group Leader 52,55, 66, 77, 100, 103

Group Services 42, 50, 129
client 56
provider 56, 72
subscriber 56, 72

Group Services Application Programming Interface

71

grpglsm 51, 53, 115

grpsves 50, 51, 52, 53, 102, 115

grpsvcsctrl 68

H

HA_DOMAIN_NAME 118
HA_GS_CONNECT_FAILED 121
ha_gs_init() 71

HA GS OK 121

HA_GS SUBSYS 119

HA _GS VOTE_REJECT 122
HACMP/ES V4.3 1
HACMPcommand 24
HACMPcustom 24
HACMPdaemons 25
HACMPevent 25



HACMPfence 25
HACMPgroup 23
HACMPnetwork 21
HACMPnim 22
HACMPnode 21
HACMPresource 24
HACMPserver 24
HACMPsp2 25
HACMPtopsves 23
haemaixos 30
haemctrl 68
hagscl 69
PID 71
socketFd 71
hagscounts 87
hagsctrl 68
hagsgr 73, 95, 96
Insert Pending 74
Inserted 74
Not inserted 74
hagsmg 78
hagsns 80
hagsp 87
hagspbs 83
hagsreap 87
hagsvote 85
HAI 4, 67
handle 25
hatsctrl 67
HB Interval 108
heartbeat rate 4
heartbeats 52, 90, 100, 107
High Water Mark (HWM) 84
host responds 109

I
I/O pacing 106, 107

IP Address Takeover 181
IP alias addresses 150
IPAT 181

K

kadmin 151
kdestroy 155
Kerberos 144, 146
kinit 156

klist 153

klist -srvtab 154
ksrvutil 147, 153

L

Lazy update 161

log file
/tmp/clstrmgr.debug 53
/tmp/emuhacmp.out 48
/tmp/hacmp.out 46
tmp/hacmp.out.1 46
/tmp/hacmp.out.2 46
/tmp/hacmp.out.3 46

lusr/sbin/cluster/history/cluster.mmdd 48

Ivar/adm/cluster.log 47

EVENT COMPLETED 47

EVENT FAILED 47
EVENT START 47

Ivar/ha/log/grpglsm.default.X_Y 53
Ivar/ha/log/grpglsm_X_Y.clustername 53
Ivar/ha/log/grpsvcs.default. X_Y 52
Ivar/hal/log/grpsvcs_X_Y.clustername 52

System Error Log 50
log files 45, 50, 90, 127

Logical Volume Control Blocks 162

Low Water Mark (LWM) 84
Issrc 54, 98, 99, 107

IBM High Availability Cluster Multi-Processing for emaixos 59

" emsvcs 58
AIX Enhanced Scalability 1 groglsm 57
IBM Parallel System Support Programs for AIX 1 grpsves 56

IBM RS/6000 Cluster Technology 4
IBM.PSSP.harmpd 31

ifconfig 171

importvg 161

Group name 57
Number of local providers/subscribers 57
Number of providers 57

_ topsvcs 54

!nstanceNum 27 Adapter ID 55

interfacename 27

mene e 181 Defd 55
address aliasing Group ID 55

IP address swapping 181 HB Interval, Sensitivity 55

241



Indx 55 event 140

Mbrs 55 expected_status 140
Network Name 54 NULL 140
St 55 other 140
relationship 140
M recovery script

release_service_addr 174
release notes 124
reliable broadcast message stream 79
RS/6000 Family 2

machine 28
Membership 31
meta group 78

RSCT 4
N rsct.basic 13
name server 66, 81 rsct.basic.hacmp 13
netstat 97, 100 rsct.basic.rte 7, 13
NIM 56 rsct.basic.sp 13
node 25 rsct.clients 13
node number 52,57, 77 rsct.clients.hacmp 13
node_handle 25 rsct.clients.rte 7, 13
n-phase protocol 86 rsct.clients.sp 13
NS 66, 74 rsh 144, 154

rules.hacmprd 3, 42, 109, 110, 141
@]
ODM 128 S
odmget 19 sample_test 118

lusr/sbin/rsct/samples/hags 118

P SDR 4, 19, 55, 146
packaging 3 SDR_C.h_angeAttrVaIues 149
perfagent.tools 8 sensitivity 108
Pheonix Broadcast Services (PBS) 83 setup_server 158
Pheonix Broadcast System (PBS) 79 snapshqt 3, 12_7’ 128
ping 167 socket file descriptor 71, 77
protocols SP Ethernet 63, 89, 131, 144

SP Switch 89, 145, 150

n-phase protocol 86 lstdata 146
splstdata

providers 102

PSSP 3, 144 Starting Node’s IP Address or Hostname 149
PTE 126 state 34
BARRIER 33
CBARRIER 33
R INIT 32
remd 146 JOINING 32
rcp 144, 154 RP_RUNNING 33
readme file 125 STABLE 32
realm 6 UNSTABLE 32
recovery command 140 VOTING 32
recovery program 42,139, 141 syncd 105, 106
# 140 synchronization point 140
all 140 syslogd 47
barrier 140 System Data Repository 146

command_to_run 140

242 HACMP Enhanced Scalability Handbook



system dump 104, 105
System Error Log 104, 111

T
theGROVELgroup 80

Topology DARE 3

Topology Services 50, 52, 90, 103, 129
topsves 50, 51, 100, 115

topsvesctrl 67

U

user event scripts 139
user-defined event 3, 108, 110

\%
varyonvg 161
version 26

Volume Group Data Area 161

Z
ZtheNameServerXY 80

243



244 HACMP Enhanced Scalability Handbook



ITSO Redbook Evaluation

HACMP Enhanced Scalability Handbook
SG24-5328-00

Your feedback is very important to help us maintain the quality of ITSO redbooks. Please complete

this questionnaire and return it using one of the following methods:

» Use the online evaluation form found at http://www.redbooks.ibm.com

» Fax this form to: USA International Access Code + 1 914 432 8264

« Send your comments in an Internet note to redbook@us.ibm.com
Which of the following best describes you?
_ Customer _ Business Partner __Independent Software Vendor
_None of the above

Please rate your overall satisfaction with this book using the scale:
(1 =very good, 2 =good, 3 = average, 4 = poor, 5 =very poor)

Overall Satisfaction
Please answer the following questions:
Was this redbook published in time for your needs? Yes____ No

If no, please explain:

_IBM employee

What other redbooks would you like to see published?

Comments/Suggestions: (THANK YOU FOR YOUR FEEDBACK!)

© Copyright IBM Corp. 1999

245



HACM P Enhanced Scalability Handbook

Printed in the U.SA.

SG24-5328-00

SG24-5328-00

i



	Contents
	Figures
	Tables
	Preface
	The Team That Wrote This Redbook
	Comments Welcome

	Chapter 1. Introduction
	1.1 Terminologies
	1.2 HACMP/ES V4.3
	1.3 IBM RS/6000 Cluster Technology

	Chapter 2. Installation and Migration
	2.1 Prerequisites
	2.1.1 Hardware Prerequisites
	2.1.2 Software Prerequisites
	2.1.3 Software Installation and Configuration

	2.2 Migration
	2.2.1 Migration from HACMP for AIX
	2.2.2 Migration from HACMP/ES V4.2.x
	2.2.3 Configuration Changes during Migration
	2.2.4 Fallback to Previous Version
	2.2.5 Node-by-Node Migration


	Chapter 3. Component Design
	3.1 Global Object Data Manager
	3.1.1 System Data Repository and GODM
	3.1.2 Structure of the GODM Class
	3.1.3 GODM Changes
	3.1.4 Topology Services and GODM

	3.2 Daemons
	3.2.1 Event Management
	3.2.2 aixos Resource Monitor
	3.2.3 Event Management Configuration DataBase (EMCDB)

	3.3 Cluster Manager
	3.3.1 Control Flow
	3.3.2 Initial Cluster Formation
	3.3.3 Node Departure
	3.3.4 Node Rejoining the Cluster

	3.4 User-Defined Events

	Chapter 4. Log Files and Commands
	4.1 Log Files
	4.1.1 Log Files in Common with HACMP for AIX
	4.1.2 Log Files Specific to HACMP/ES V4.3

	4.2 Commands
	4.2.1 Commands for AIX
	4.2.2 Commands for HACMP/ES
	4.2.3 Commands for RSCT


	Chapter 5. Problem Determination
	5.1 Adapter Failure
	5.2 Node Failure
	5.3 Deadman Switch
	5.3.1 How to Prevent the Deadman Switch Problem

	5.4 User-Defined Event Problem
	5.5 The emsvcs Daemon Problem
	5.6 Cluster Manager
	5.7 Using the sample_test Utility
	5.8 Release Notes and Readme Files
	5.8.1 HACMP/ES Release Notes and Readme Files
	5.8.2 IBM RS/6000 Cluster Technology Readme Files

	5.9 Data Necessary for IBM Support to Troubleshoot a Problem
	5.9.1 HACMP/ES V4.3 Cluster Snapshot
	5.9.2 Miscellaneous Commands and Files
	5.9.3 Description of the Customer Environment


	Chapter 6. Configuration Examples
	6.1 Global Network
	6.2 User-Defined Events
	6.2.1 The Script Files
	6.2.2 The Recovery Program
	6.2.3 The rules.hacmprd File
	6.2.4 Configuration Steps

	6.3 Kerberos
	6.3.1 Cluster Configuration
	6.3.2 Configuring Kerberos Using the cl_setup_kerberos Utility
	6.3.3 Configuring Kerberos Manually
	6.3.4 Potential Problems when Using Kerberos


	Chapter 7. Resource Management Considerations
	7.1 Shared Disk Operation
	7.1.1 New Flags for AIX Disk Operation Commands
	7.1.2 C-SPOC Operation

	7.2 Single Network Adapter Configuration
	7.2.1 Basic Situation
	7.2.2 Single Adapter IP Address Takeover Examples

	7.3 Cascading by Using Standby and Aliasing
	7.3.1 Situation
	7.3.2 Our Workaround


	Appendix A. Our Environment
	A.1 Hardware and Software
	A.2 Hardware Configuration
	A.3 Cluster cluster_a
	A.3.1 TCP/IP Networks
	A.3.2 TCP/IP Network Adapters
	A.3.3 Shared Logical Volumes
	A.3.4 Cluster Resource Groups

	A.4 Cluster cluster_b
	A.4.1 TCP/IP Networks
	A.4.2 TCP/IP Network Adapters
	A.4.3 Cluster Resource Groups


	Appendix B. Script Files Used In This Book
	B.1 Application Start and Stop Scripts
	B.1.1 Start Script
	B.1.2 Stop Script

	B.2 Files for User-Defined Events
	B.2.1 The webserv.rp File
	B.2.2 The webserv_remote Script
	B.2.3 The webserv_local Script
	B.2.4 The webserv_complete Script
	B.2.5 The rules.hacmprd File

	B.3 Modified HACMP Scripts
	B.3.1 The HACMP Script acquire_takeover_addr
	B.3.2 The HACMP Script release_takeover_addr
	B.3.3 The Script cl_alias_IP_address
	B.3.4 The Script cl_unalias_IP_address


	Appendix C. Special Notices
	Appendix D. Related Publications
	D.1 International Technical Support Organization Publications
	D.2 Redbooks on CD-ROMs
	D.3 Other Publications

	How to Get ITSO Redbooks
	How IBM Employees Can Get ITSO Redbooks
	How Customers Can Get ITSO Redbooks
	IBM Redbook Order Form

	List of Abbreviations
	Index
	ITSO Redbook Evaluation

