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Preface

This redbook provides detailed information about the Tivoli Management
Environment (TME) on AIX. Information is included about how to install and use
TME 10 systems management products with the AIX operating system.

The book uses practical examples to illustrate the basic installation and
configuration tasks for all of the currently available products that use the Tivoli
framework. It also shows some examples of how the base function can be
extended, by means of Tivoli/Plus modules and customization. In addition there
are more detailed customization examples that exploit some of the programming
interfaces that TME provides.

This redbook was written for system administrators and support staff who need
to know more about the Tivoli Management Environment for systems and
network management. When combined with the Tivoli product documentation it
provides a good source for information about planning, implementing and
maintaining a TME configuration. The redbook is also of benefit to consultants
and managers who need to gain broad understanding of the capabilities of the
Tivoli Management Environment for planning and design purposes.

System support professionals and administrators will find the step-by-step
examples within the book are an invaluable guide when starting out on a new
TME-related project. Further redbooks will be produced in the ensuing months
which will expand on these examples in specific areas of detail.

How This Redbook Is Organized

This redbook contains 555 pages. It is organized as follows:
Part 1, “Introduction, Installation and Base Platform Capabilities”

This section introduces the concepts on which the Tivoli Management
Environment (TME) is based, and describes how it is installed and
configured.

- Chapter 1, “Introduction to the Tivoli Management Environment”

This chapter explains the concepts behind the Tivoli Management
Environment as well as the Tivoli management principles.

- Chapter 2, “Planning and Installing the Tivoli Management Platform”

This chapter describes the configuration tasks and provides additional
information on various tasks and topics.

— Chapter 3, “Configuring the TME Management Platform”

This chapter guides you through the steps necessary to connect TMRs,
to set up policy regions, and to create TME administrators.

- Chapter 4, “Task Libraries, Tasks and Jobs”

This chapter describes the TME built-in services and the creation of task
libraries, tasks, and jobs.

Part 2, “Deployment Applications”
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This section describes the TME core applications that are used for deploying
distributed applications, primarily for software distribution and user
administration.

Chapter 5, “Tivoli/Courier”

This chapter discusses the features and uses of the Tivoli/Courier
product for deployment management (software distribution).

Chapter 6, “Tivoli/Inventory”

This chapter discusses the features and uses of the Tivoli/lnventory
product for deployment management (software distribution).

Chapter 7, “Tivoli/Courier and Tivoli/Inventory Interoperability”

This chapter describes how to query Tivoli/Inventory data to select end
points for Tivoli/Courier software distribution.

Chapter 8, “TME 10 User Administration”

This chapter discusses the features and uses of the Tivoli/Administration
product for central management of remote systems for the configuration
of users and groups, host configurations (including NIS), mail aliases,
and a number of standard system configuration files. This chapter
concentrates on user management.

Part 3, “System Monitoring and Event Handling Applications”

This section describes the TME core applications that are used to monitor
distributed systems and provide centralized event handling.

Chapter 9, “TME 10 Distributed Monitoring”

This chapter describes the Tivoli/Sentry product, which is used for
monitoring the performance and behavior of remote systems.

Chapter 10, “Introduction to the TME 10 Enterprise Console,” Chapter 11,
“Tivoli/Enterprise Console Adapters,” and Chapter 12, “More Advanced
TME 10 Enterprise Console Customization”

These chapters introduce the TME 10 Enterprise console. They also
explore the different sources of T/EC events and the facilities for
extending the base capabilities of T/EC.

Part 4, “Integrating Management Applications into TME”

This section describes how the core applications within TME are integrated
together to provide solutions for systems management problems. It also
discusses some of the facilities for extending TME capabilities.

TME 10 Cookbook for AIX

Chapter 13, “Tivoli/Plus Modules” and Chapter 14, “TME 10
Net.Commander”

These chapters describe pre-packaged solutions that use the TME
components to deliver systems management functions

Chapter 15, “Adding Function to the TME Desktop”

This chapter gives detailed examples of some of the facilities for
extending TME platform capabilities, namely Task Library Language
(TLL), Policy Methods and Application Extension Facility (AEF).

Chapter 16, “Integrating NetView for AIX with Other TME Functions”

This chapter describes how NetView for AIX can be further integrated
with the other TME 10 components.
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Chapter 1. Introduction to the Tivoli Management Environment

The architecture of the Tivoli Management Environment is organized around the
principle that certain systems management processes must be standardized
across the enterprise to ensure a consistent, policy ruled management of all
systems within that enterprise. But contrary to other designs that only focus on
defining the architecture, the Tivoli Management Environment also provides a set
of fundamental tools for managing client/server systems. Figure 1 shows the
TME architecture model.

TME Architecture

Graphical User Interface Look & Fee
Tivoli Third Custom Eg‘;'rzt od
Applications Party Applications
Applications
Toolkits e
Tivoli . . Hides
Management DIStI’IbUted FramEWO rk Location
Platform
Objects Complexiy

Figure 1. TME Architecture

In order to understand the later chapters in this book, which explain our specific
setup of the Tivoli Management Environment at the ITSO, as well as the usage
and the capabilities of all the TME products, it is essential to understand the
concepts and expressions used when working in a Tivoli managed environment.

This chapter explains the concepts behind the Tivoli Management Environment
as well as the Tivoli management principles.
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1.1 Components of the Tivoli Management Platform

4

The Tivoli Management Platform (TMP) provides the foundation for managing
resources in a distributed environment in two ways:

1. As the basic administrator's view into the network, as well as with a set of
tools that are applicable across functions and applications

2. As the run-time platform for TME applications

The platform provides the ability to create administrators and assign them
authorization roles based on the systems management tasks they are to
perform. It also includes a notification facility that tracks changes made in the
TME and reports these changes to the appropriate administrator.

The Tivoli Management Platform provides a set of systems management
services that enable you to install both the platform and selected applications on
multiple, heterogeneous systems. Once installed and configured, the platform
provides a robust foundation for managing TME resources, policies and policy
regions.

The following list provides you with an overview of the functionalities available
after the initial installation of the Tivoli Management Environment:

An administrator's desktop which gives access to all or part of the
management functions. This includes the functions provided by all of the
add-on modules such as Tivoli/Admin, Tivoli/Courier, Tivoli/Inventory and
Tivoli/Plus modules.

Bi-directional communication link between multiple policy regions. This
allows distributed management from one central source.

Graphical installation facility to easily install the Tivoli components and
modules on the TME servers and clients.

An ability to catalog managed nodes and install the TME client code on
remote clients from the TME server.

Ability to define multiple administrators, define their privileges and
customize their desktops.

Ability to define tasks. That is assigning an icon to an executable and
specifying the conditions for its execution (for example, a UNIX shell script),
then executing the program by double-clicking on the icon.

Some basic functions on UNIX managed nodes such as view properties and
run X-term.

Ability to define policies for the TME framework.

The capability to visually organize resources into logical groups. For
example, a policy region "Accounting” can hold all managed systems used
by the Accounting department.

The scheduler facility for controlling scheduled jobs initiated by the Tivoli
applications.

A graphical user interface to perform certain TME administration tasks. For
example, to perform a TME database backup. (The full set of functions for
administering the TME environment is also provided by a set of commands.)

A notice icon for all Tivoli messages. These messages can be filtered and
assigned to particular administrators.
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1.1.1 TME Resources

TME resources correspond to the systems, devices, services and facilities in a
distributed system. Some examples of TME resources are workstations, software
products, files and directories and people such as users or administrators.

After a resource management application is installed (for example, Tivoli/Admin,
which is used to manage users and groups), the Tivoli Management Platform
provides you with a single logical view of all resources managed by that
application. It also enables you to make changes to these logical resources and
updates the actual system resources when the corresponding TME resources get
updated.

1.1.2 Tivoli Management Region (TMR)

To meet the demands of managing potentially thousands of geographically
dispersed resources, the Tivoli Management Environment provides the capability
to logically partition an installation into multiple connected Tivoli Management
Regions (TMRs). Each TMR has its own server for managing local clients.

Tivoli Management Regions can be connected together to coordinate activities
across the network. This enables large scale systems management activities and
provides the ability for remote site management and remote site operation.

TMR inter-region connections are directed, meaning that the connections can
either be one-way or two-way. In a two-way connection each of the TMRs is
aware of the existence of the other TMR. Information exchanges about system
resources can occur in both directions. In a one-way connection, only one TMR
has knowledge of the other, so information is exchanged from the managed
system only.

One-way connections are useful where a central site is responsible for
administering remote sites, and none of the remote sites have any need to
manage resources at the central site or at other remote sites. Each remote site
could also have its local operator who might be responsible for managing
day-to-day operations on local resources, while the connection from the central
site is used for more global updates across the company, such as new versions
of an application.

Two-way connections are useful in a variety of situations, including that of a very
large local area network that is logically partitioned. This allows you to spread
the management server load across multiple TME servers. In addition, two-way
connections are needed when two or more TMRs have systems management
staff who need to have access to resources at other TMRs.

1.1.3 Policy Regions

A policy region is a collection of TME resources that are controlled by a common
set of policies. In practical terms this means that policy regions define the
boundaries of the authority of each system administrator.

Policy regions provide a mechanism for organizing and managing system
resources in a hierarchical structure. Administrators can be assigned different
roles for each policy region therefore providing a convenient way to provide
restrictive access to the management functions and data. Policy regions also
provide a logical view of the organization. Policy regions are often created to
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1.1.4 Policies

represent a management domain or the geographical organization of your
company.

For example, you can set up policy regions to reflect your company's
departmental structure. Let's assume your company has two departments:
Administration and Sales. You could create two policy regions (Administration
and Sales), each containing the resources (computers, databases, applications)
that belong to that department. As you define TME administrators you give them
authorization roles within a policy region to control what level of control they
have over the resources within the region.

You could then further subdivide the resources in each of these policy regions by
creating subregions.

Policies are rules that control the management of TME resources, such as saying
that all users must have passwords. Traditionally these rules take the form of
written procedures, guidelines or shell scripts. For many environments policies
are simply a set of conventions that may or may not always be followed.

With Tivoli Management Platform you have a policy facility that enables you to
encode acceptable policies and values for individual resources. As a result, the
rules for managing TME resources can now be enforced. This allows the
delegation of systems management tasks, knowing that only changes within the
constraints of the defined rules and policies can be made.

1.1.5 Profile Endpoints

A profile endpoint is a system resource such as a managed node or an NIS
domain that is the final destination of a profile.

1.1.6 Managed Nodes and PC Managed Nodes

1.1.7 Profiles

When the Tivoli Management Environment is installed, a managed node resource
is created for each client added to the TMR. This is also true for PC managed
node resources that are not already clients of a NetWare managed site.

Managed nodes and PC managed nodes are basically the same; they are both

managed resources in the TME database that represent a single machine. The

main difference is that a PC managed node has a TME agent installed, whereas
a managed node has the Tivoli Management Platform installed.

Managed nodes represent machines running a supported version of UNIX or
Windows NT. PC managed nodes are TME resources representing machines
running Windows, Windows 95, Windows NT, DOS, 0OS/2, and NetWare.

A profile is a collection of application-specific information. The information in a
profile is specific to the particular profile type.

For example, a user profile will contain information such as the user names,
login names, etc., whereas a software distribution profile contains names of
software files to be installed, names of pre-installation scripts, etc. Managed
resources (which can be systems, but also databases, applications or even other
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profiles) subscribe to these profiles. Therefore, all systems subscribing to a
particular user profile would have identical user definitions.

For a practical example, let us assume that a new user starts working in the
Accounts department, and needs a user ID created on multiple UNIX systems
used by this department.

The steps to perform this in TME 3.0 would be as follows:
1. Open a Profile Manager that manages users.
Profile managers serve as containers that link profiles with their subscribers.
2. Open the Profile containing the user IDs for the Accounts department.

A profile contains all of the information for a specific managed resource (in
this case, users). It is possible to have multiple user profiles, each for a
different department.

3. Add the new user definition to the profile and save.

This updates only the profile in the TME database; the actual UNIX machines
in the Accounts department will not show any changes.

4. Distribute the profile to all of its subscribers.

Our subscribers would, in this case, be all of the UNIX systems in the
Accounts department.

1.1.8 Profile Managers

A profile manager is a container for multiple profiles, which are subscribed to as
one unit by individual profile endpoints.

A profile manager contains a list of subscribers to which the profile data can be
distributed. The subscribers can be managed nodes or PC managed nodes. In
addition to this, other profile managers can subscribe to other profile managers.

Profile managers control the handling of any differences between the local
profile records and the original profile records.

When a profile manager distributes a profile copy to a subscriber, the source
data is merged with the subscribers local database, unless otherwise specified.
The database that results in the merging of the local profile data and the source
profile data is then passed on down the hierarchy. This process continues
recursively until a profile reaches an endpoint. When the endpoint is reached,
the data is passed to the client's object dispatch broker that then actually
modifies the system files.

1.2 Tivoli Administrators

A Tivoli administrator is a system administrator who has been established as a
Tivoli Management Environment administrator. The installation of the Tivoli
Management Environment is performed by the root user. Therefore, root
becomes the initial Tivoli administrator. After TME is installed, other non-root
administrators can be defined and given roles in the TME.

Tivoli administrators can perform systems management tasks and manage
various regions. Systems management tasks can be delegated to different
system administrators by:
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Assigning individual authorization roles
Moving or copying policy regions between desktops

Moving or copying system resources between policy regions

With authorization roles, you can assign different roles to administrators for
various policy regions. This allows them to do certain systems management
tasks within the policy regions for which they are responsible, yet still limits their
access to other system resources.

This ability to delegate authority gives senior administrative personnel complete
control over who can perform specified operations on different sets of resources.

When an administrator starts a Tivoli desktop, it displays those Tivoli policy
regions and resources that the administrator has authorization to manage. In
order to assign roles and to delegate management for certain resources, the
respective policy region icon can be dragged and dropped onto the
administrator's desktop.

1.2.1 Authorization Roles

When new administrators are added, they are assigned certain administration
roles. These administration roles can be altered at any time by an administrator
with the super or senior role.

An administrator can be assigned authorization roles on TMR or resource level:

Authorization roles given in a TMR enables an administrator to perform
actions that may affect resources anywhere in the local TMR. These roles
(except super) map across the boundaries of all two-way connected TMRs.

Authorization roles on the resource level enable an administrator to perform
management tasks over that specific resource. If, for example, an
administrator is responsible for managing the systems in the Accounts
department, the administrator would most likely have the senior role in the
Accounts region, and have the user role in the Sales region. This is because
managing the systems in the Sales department is not part of an
administrator’'s responsibilities.

The possible authorization roles for administrators defined in the Tivoli
Management Platform are shown in Table 1.

Table 1 (Page 1 of 2). Authorization Roles for Administrators

Role Authorization

Required only for high security operations such as:
super - Connect/disconnect TMRs

Change license key

Required for configuration and policy tasks such as:
senior « Creating administrators

Setting policies
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Table 1 (Page 2 of 2). Authorization Roles for Administrators

Role Authorization
Required for general systems administration tasks such
as:
admin . .
Pushing a file package
Adding a user item to a profile
Allows limited operations that do not affect configuration
user information:
Required to bring up desktop
Required to restore TME databases:
restore The restore role is required in the TMR that contains
the TME server and the clients to be restored.
Required to back up TME databases:
backup - The backup role is required in the TMR that contains
the TME server and the clients to be backed up.
install-product Required to install new applications into the local TMR
install-client Requwed to install new managed nodes within policy
regions

— Authorization roles are not hierarchical

The authorization roles provided by the Tivoli Management Platform are
mutually exclusive, not hierarchical. This means that each role provides its
own set of privileges and no role provides the privileges of any other role.

1.2.2 Notice Groups
A notice is generated when a TME management operation is performed, and the
notices are sent to an application or operation-specific notice group. A notice
group stores and distributes messages pertaining to specific TME functions. For
example, the TME Administration notice group receives notices from such
operations as creating an administrator or changing the set of resources
managed by a policy region.
The Tivoli Management Environment provides a default set of notice groups:
TME Scheduler
Contains notices related to the operation of the scheduler

TME Administration

Contains notices related to the general functions of the Tivoli Management
Environment such as installation of applications, management of TME
administrators, etc.

TME Authorization

Contains notices related authorization errors, or to changes in administrator
roles, etc.

TME Diagnostics

Chapter 1. Introduction to the Tivoli Management Environment 9




Contains notices generated by maintenance operations such as running the
wchkdb command that verifies and repairs the TME database.

—— Notice Groups are TMR specific

In a Tivoli Management Environment that consists of multiple connected
Tivoli Management Regions, each TMR controls its own set of notice groups.
This means that if you want to receive notices from a remote TMR, you have
to explicitly subscribe to the remote TMR's notice groups.

1.3 A Practical Example of a TME Management Concept
The main structures in your Tivoli Management Environment are as follows:
Tivoli Management Regions (TMR)
Policy regions
Profile managers
Tivoli Management Region:
To size a TMR, you have to consider various factors, such as the network

topology and bandwidth, number of managed nodes, geography, and
organizational considerations, such as different departments.

—— How Many Clients per TMR Server

A single server can support up to 200 managed nodes. PC managed nodes
do not count toward this number, and there can be an arbitrary number of
clients running on a PC platform, although other load related figures still
need to be considered.

Refer to the Tivoli Management Platform Planning and Installation Guide for more
information on TMR sizing aspects.

For our example let's assume that this customer wants to centrally manage all
decentralized systems, except the machines used for software development,
which are going to be managed by this department’'s own administrator. After
careful planning the customer decided to implement the TMR structure as shown
in Figure 2 on page 11.
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Figure 2. Example of a TMR Structure

The production environment

TMR ops contains all systems of the Operation Center, TMR admin is used
for all back-office systems and TMRs south and north are used for the front
office systems.

The Operation Center's TMR server is one-way interconnected with the front-
and back-office TMRs and functions as the managing server. This means
that all resources from the managed TMRs are visible and accessible to the
Operation Center, but the Operation Center's resources cannot be accessed
from the managed TMRs.

The development environment

The Development department has its own three TMRs: TMR dev used for
software development, TMR sw_test for the initial testing, and TMR b_test for
final testing in a production-like environment. The TMR b_test contains two
test environments, representing branches from the southern and the
northern hemisphere.

The TMRs dev and sw_test are two-way interconnected. This means that
they can transparently access each other's resources. Additionally they
have a one-way connection to TMR b_test, which allows them to access the
resources in that TMR.

Despite the fact that the Development department is managing its own
environment autonomously, the Operation Center has a one-way connection
to each of these three TMRs. They are mainly used to keep the
configuration of the branch test systems synchronized with the actual branch
systems in terms of fix levels or software releases.

Chapter 1. Introduction to the Tivoli Management Environment 11



Policy Regions:  As you might recall, our customer wants to manage all of the
resources centrally, except for the resources of the Development department.
Therefore, we decided to create the policy region structure as shown in Figure 3
on page 12, where the Development department is given its own policy region,
containing various subregions. The resources of the production environment
were grouped in logical entities according to geography, department, or function.

AV
T

OpsCenter \F\ FrontOffice SW_Develop
/’ TestBranch _N \»}
Y £

Test Branch _ S

SD_North

Admin

SD_Personnel

SD_Accounting

SD_TestBr N

SD TestBr S

SD_SW _Dev

SD_SW_Test

0
=
I |
9

SD_OpsCenter

Figure 3. Example of a Policy Region Structure

FrontOffice

The policy region FrontOffice contains the two subregions North and South.
These subregions contain most of the logical resources, such as profile
managers and profiles, and all end nodes (systems) for the respective
geographic area.

In this example, each subregion contains the physical resources of one TMR.
Admin

The policy region Admin also contains two subregions, namely Personnel
and Accounting. These subregions contain most of the logical resources,
such as profile managers and profiles, and all end nodes (systems) for the
respective management domain.
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In this example, both subregions together contain the physical resources of
one TMR.

SW_Develop

The policy region SW_Develop contains four subregions, namely
TestBranch_N, TestBranch_S, SW_Dev and SW_Test. These subregions
contain most of the logical resources, such as profile managers and profiles,
and all end nodes (systems) for the respective management domain.

In this example, the subregions SW_Dev and SW_Test contain the physical
resources of one TMR, whereas the two subregions TestBranch_N and
TestBranch_S together contain the physical resources of another TMR.

OpsCenter

The policy region OpsCenter has no subregion, and contains those logical
resources of the Operation Center that are not related to software
distribution. Nevertheless, in our example it contains all of the physical
resources of one TMR.

SW_Dist

The policy region SW_Dist contains one subregion for each management
domain. These subregions are only used to group the logical resources
required for software distribution, such as profile managers, that hold
profiles of the type FilePackage and their subscribers.

In this example, no physical resources are contained in any of these
subregions.

Profile Managers: In the example shown in Figure 4 on page 14, we define a
profile distribution structure for TCP/IP name resolution.
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Figure 4. Example of a Profile Manager Structure

Each level in Figure 4 represents a level within the profile distribution hierarchy.
This means that profile data from the highest level (in our example Level 1,
which represents the Corporate level) is applicable for all subscribers, whereas
profile data from an intermediate level is only applicable to subscribers
belonging to a specific department or project.

Level 1

Profile data defined on this level is applicable to all subscribers of our Tivoli
Management Environment.

On this level we would, for example, define all the gateways that all systems
in the whole Tivoli managed environment need to know.

The only subscribers to the profile manager containing this corporate
profile(s) are, in our example, other profile managers.

Level 2
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Profile data defined on this level is only applicable to subscribers that are
hierarchically below level 2.

On this level we would, for example, define all gateways or systems that are
common to the Development department.

The only subscribers to the profile managers containing these departmental
profiles are, in our example, other profile managers.

Level 3

Profile data defined on this level is only applicable to subscribers that are
hierarchically below level 3. On this level we would, for example, define all
gateways or systems that are common to the Software Test group.

In our example, we find on this level the first profile endpoints subscribing to
the profile manager of the Test_Branch. This means that the accumulated
host namespace data is going to be applied to the system files on the
subscribing endnodes of the Test_Branch, whereas for SW_Test and
SW_Develop the merged profile data is being distributed to the profile
managers on level 4.

Level 4

Profile data defined on this level is only applicable to subscribers that are
hierarchically below level 4.

On this level we would, for example, define all systems that are common to
Project 8.

In our example, there are no further profile managers subscribing to the
profile manager on this level. This means that the accumulated host
namespace data is going to be applied to all profile endpoints (systems)
belonging to the respective project.

Administrators: ~ Administrators can be given various roles on various resources.
This permits you to provide a specific administrator with powerful roles in one
policy region and with much less powerful role in another region.

In our example, we assigned roles to four different administrator levels to
manage our Tivoli Management Environment. The administrator levels in
Table 2 do not represent individual TME administrators. Instead, they show the
management levels we chose for our example.

Table 2. Administrator Function to Policy Region

Administrator

Level FrontO | Admin | OpsC SW_Di| SW_De| T_BrN | T_BrS

HotShot

Senior_Prod
Admin_Prod v v v v v v

Senior_Dev

Abbreviations used in Table 2:
FrontO Policy Region FrontOffice
OpsC Policy Region OpsCenter
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SW_Di Policy Region SW_Dist

SW_De Policy Region SW_Dev
T_BrN Policy Region TestBranch_N
T_BrS Policy Region TestBranch_S

Authorization Level Symbols sed in Table 2 on page 15:
Authorization role of super or senior
v Authorization role of admin

The labels we used to name the administrator levels for our example were
chosen freely. They can be anything and can have no special meaning in the
Tivoli Management Environment.

HotShot

An administrator belonging to this level has a top level support function in
the whole TME. This administrator is provided with the highest authorization
roles for all policy regions.

The regions TestBranch_N and TestBranch_S are subregions of the top
policy region SW_Develop. Therefore, there is no need to individually
authorize an administrator for these two subregions, because the
authorization roles from a policy region are inherited by that region's
subregions.

Senior_Prod

An administrator belonging to this level has got high-level privileges in all
policy regions making up the production environment. He is provided with
no roles for the policy region SW_Develop, because the Development
department administers its resources autonomously. The roles for the
subregions TestBranch_N and TestBranch_S are necessary to keep the test
environment synchronized with the actual production environment.

Admin_Prod

An administrator belonging to this level has the roles required to perform the
day-to-day systems management tasks in all policy regions making up the
production environment, such as pushing a file package or adding a user to
a profile. The administrator is provided with no roles for the policy region
SW_Develop, because the Development department administers its
resources autonomously. The roles for the subregions TestBranch_N and
TestBranch_S are necessary to keep the test environment synchronized with
the actual production environment.

Senior_Dev

An administrator belonging to this level has high-level privileges in all policy
regions making up the development environment. The administrator is
provided with no roles for any policy region belonging to the production
environment.

Note: In our example, software distribution is considered a separate, centrally
managed task and is performed by the Operation Center for the whole
Tivoli managed environment.
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Chapter 2. Planning and Installing the Tivoli Management Platform

This book is the result of several projects, whose aims were to familiarize us
with the facilities and features of the Tivoli Management Environment and its
core applications. Nevertheless, to set up our test environment, we had to go
through the same configuration tasks necessary to set up a production
environment.

This chapter describes the configuration tasks we performed and provides
additional information on certain tasks and topics to the level of detail we found
appropriate at the time of writing. By no means does it substitute any of the
official Tivoli documentation, which is the most current source of information to
the various Tivoli products, and which describes the complete set of functions in
full detail.

Note: All of the functions we used to set up and administer our test environment
were provided by the Tivoli Management Platform and not (as its name
might imply) by the Tivoli/Admin product, which is used to manage users
and groups across multiple UNIX systems.

2.1 TME Management Concept

Setting up and structuring a Tivoli Management Environment is no trivial task
and requires a fair amount of planning. Many factors such as the speed and
layout of the network, size and geographic location of the administration
domains, and type of systems to be managed influence the structure of your
Tivoli Management Environment. We therefore recommend that you decide on
the sizes and boundaries of your Tivoli Management Regions before you install
your TME servers.

— Planning Information

Refer to the Tivoli Management Platform Planning and Installation Guide for
detailed information on the various components comprising the Tivoli
Management Environment and for instructions on how to plan your TME
installation.

Because there were several projects running concurrently at the ITSO in
Raleigh, we structured our Tivoli Management Environment in such a way that
all of the Tivoli projects were able to use the same environment without
interfering with each other.

This structuring by project (as shown in Figure 5 on page 18) can be compared
to the structuring of a productive environment into branches or departments.
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Figure 5. Structure by Project

Tivoli Management Regions are used to partition the Tivoli Management
Environment and may be administered locally or remotely from one central site.

Our project required access to all resources in all TMRs; therefore, we used
two-way connections to interconnect the TMRs. Refer to 1.1.2, “Tivoli
Management Region (TMR)” on page 5 for a brief description on the concepts
and functions of Tivoli Management Regions.

After setting up the TMRs, you have to create one or more policy regions.
Figure 6 on page 19 shows the policy regions and subregions used for our
project.
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Figure 6. Policy Regions

Policy regions are often created to represent a management domain. One policy
region might be sufficient for a simple environment, whereas for a more complex
environment multiple regions and subregions may be required.

For our project we created the policy region Top containing the subregions Prod
and SD. We then assigned the managed resources to the respective subregions.
These resources, for example, were of the type ManagedNode or FilePackage.
Refer to 1.1.3, “Policy Regions” on page 5 for a brief description on the policy
region concept.

Note: A policy region is not limited to the boundaries of a TMR. It may include
many resources belonging to multiple TMRs or only a few resources
within a single TMR.

In a structured TME environment, you will most likely find various administrators
with different roles in different management domains. This means that
authorization roles are usually assigned depending on the administrator's
responsibilities within a given Tivoli managed environment. If, for example, an
administrator’'s only responsibility is managing resources of the Accounting
department, he or she will be given powerful roles for the Accounting region but
read-only privileges for other policy regions. Refer to 1.2, “Tivoli Administrators”
on page 7 for a brief description on Tivoli administrators and their administration
roles.

Note: For detailed information on the Tivoli administrator subject, refer to the
Tivoli Management Platform User's Guide.
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2.2 The Environment at the ITSO

Our Tivoli test environment, as shown in Figure 5 on page 18, consists of the
following software components:

TME Server OS AIX 3.2.5

RDBMS Oracle 7.1.6

Tivoli TMP 3.0.1
Courier 3.0

Inventory 3.0
Managed Nodes AlIX 3.2.5
AlX 4.1
PC Managed Nodes 0OS/2 (only for Courier)
MS Windows 95
MS Windows NT 3.5.1

2.3 Security

Network security is an important issue in any client/server environment. The
chance of being affected by network intruders increases as the size of the
network and the number of connections to other networks increases.

The Tivoli Management Environment provides you with a number of built-in
security functions, where you can choose whether and to what extent you want
to use the provided functionality.

There are several security issues to consider when setting up a Tivoli
Management Environment. This section provides you with the information
needed to tailor the Tivoli security functionality to your needs.

2.3.1 Encryption Levels and Passwords

The Tivoli Management Environment provides a facility to encrypt TME security
credentials. These security credentials include sensitive data such as
Administrator or root passwords.

The TME provides three levels of data encryption for TME security:

None: The TME does not encrypt any of the TME security data if you choose
an encryption level of None. Tivoli recommends that you do not choose this
encryption level if your network is not completely secure, all systems on the

network are trustworthy and there are no programs or programmers with the

ability of network snooping or to tap into the network cabling.

Generally speaking, the little communication overhead gained by choosing
an encryption level of None compared to an encryption level of Simple does

not justify the risk of your environment being compromised easily by network

intruders.

Simple: The Simple encryption level provides a simple, key-based encryption

scheme that protects TME security credentials from casual viewing. The
impact on performance of this encryption level is minimal. The
communication overhead impact is typically less than five percent. The
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Simple encryption scheme is not unbreakable, but a non-trivial amount of
time and effort is required to crack the encryption and view any TME security
data.

Choosing the Simple encryption level is useful if your network is physically
secure and there is no large threat of internal security breaches.

DES: The DES encryption level provides a high level of security, but it also
has a significant performance impact. The network overhead is typically
more than 12 percent. No encryption scheme is completely unbreakable, but
DES security is widely considered to be one of the most secure encryption
schemes available.

—— Simple Encryption is Recommended

Tivoli recommends that you use the Simple encryption scheme for most
installations, because this encryption scheme provides a fair level of
protection from unauthorized network intrusion at a reasonable cost in terms
of communication overhead involved.

Kerberos principals can be used, if required, to authenticate TME
administrators without using the DES encryption level.

Inter-Region and Intra-Region Encryption: The Tivoli Management Platform
provides you with the ability to set different encryption levels for TME operations
within a TMR and between connected TMRs. You can also specify different
encryption passwords for intra-region and for inter-region communication, even if
both operations use the same encryption level. Additionally, to the different
encryption levels, you can specify different TME installation passwords for every
TMR, thereby controlling who has the ability to install TME components within
this TMR.

You can use any mix of encryption levels and encryption passwords for
intra-region, inter-region and TMR installation options.

Note: For more information on the security subject, refer to the Tivoli
Management Platform Planning and Installation Guide.

2.3.1.1 Setting Encryption Levels and Passwords

When you select an encryption level of Simple or DES you also need to provide
an encryption password. The encryption password is used during the encryption
process and should be protected like any other password.

This topic provides you with the information necessary to set or change
encryption levels, encryption keys and the installation password.

Note: To change the installation password or encryption information you need
the super or the senior role.

Installation Password: During the installation of the Tivoli Management Platform
you are provided with the Install Tivoli Server dialog as shown in Figure 8 on
page 27. Amongst other fields, this dialog contains a field labeled Installation
Password. This is the field where you enter the installation password for the
local TMR at installation time.

If you want to change the TMR installation password after the initial installation,
you do this via the command line.
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The following command changes the installation password for the local TMR
(you will be prompted to enter both the old and new key):

odadmin set_install_pw

Intra-TMR and Inter-TMR Encryption: During the installation of the Tivoli
Management Platform you are provided with the Install Tivoli Server dialog as
shown in Figure 8 on page 27. Amongst other fields, this dialog contains a field
labeled Encryption Level. This is the field where you choose the encryption level
for your TMR at installation time. The available encryption levels are DES,
Simple or None.

If you choose any other encryption level than None, you may also want to
provide an encryption key:

If you do provide an Installation Password at installation time, TME uses this
password as the installation key (the password to enter for client
installations) as the inter-region key (the password required to connect
TMRs) and as the intra-region key.

If you don't provide an Installation Password at installation time, TME uses a
default key as the inter-region and as the intra-region key. No password is
required for client installations.

All encryption levels and encryption keys can be entered or changed via the
command line. Here are some examples:

This command sets the inter-region encryption level:
odadmin region set_region crypt Tevel simple

The following procedure sets the intra-region encryption level. You will have
to shut down all client object dispatchers.

odadmin shutdown clients
odadmin set _crypt level simple
odadmin start clients

The following procedure sets the intra-region encryption key for the client
with object dispatcher number 3. You will have to shut down the affected
client’s object dispatchers. odadmin odlist provides you with the client's
object dispatcher number (Disp).

odadmin shutdown 3
odadmin set_ORB_pw 3

Change the current directory to the server database directory (for example,
/var/local/Tivoli/rs60008.db). Copy the file hosthname-od-odb.adj to the file
odb.adj in the client's database directory (for example,
Ivar/local/Tivoli/rs60004.db).

odadmin start 3

— Installation Password cannot be reset to NULL

You can set or change the installation password at any time. However, if you
set an installation password, you cannot set it back to Null.
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Installing the TME Management Platform

The installation of the Tivoli Management Platform can be divided into three
tasks:

1. Planning the TME installation
2. Installing TME on a server

3. Installing TME on clients

2.4.1 Planning the Installation

Preparing for a Tivoli Management Platform installation can be divided into tasks
related to a TME server installation or to the installation of managed nodes (TME
clients).

Managed nodes can again be divided into UNIX or NT managed nodes, which
are generally referred to as managed nodes or the so called PC managed nodes.

The main difference between managed nodes and PC managed nodes is that a
PC managed node is a machine that has the TME agent installed, whereas a
managed node is a machine with the Tivoli Management Platform installed.

TME servers and managed nodes can be implemented on various platforms. The
installation examples provided are for TME servers running UNIX (AIX), managed
nodes running UNIX (AlIX), and PC managed nodes running Windows 95.

2.4.1.1 Planning a TME Server Installation

License Key: Before you can install the Tivoli Management Environment on a
server, you need to obtain a license key. This license key is server-specific and
must be entered during the installation process.

The wnodekey command generates a unique identifier for your system, which is
then used to generate the license key. Refer to the Tivoli Management Platform
Planning and Installation Guide for current information on how to obtain a license
key.

Installation Directories: By default the Tivoli Management Platform will be
installed into the following filesystem areas:

lusr/local/Tivoli

Binaries, libraries, message catalogs, etc.

/var/spool/Tivoli

TME server database
These paths can be changed if required; nevertheless, for our examples we used

the default paths.

Required Disk Space: We recommend you install the Tivoli Management
Platform into two separate filesystems, one for the binaries and the other for the
database.

The initial installation of the Tivoli Management Environment needs
approximately 60 MB of disk space in /usr/local/Tivoli and 20 MB in
/var/spool/Tivoli.
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Name Resolution: Make sure your TME server and all clients (managed nodes
and PC managed nodes) are able to resolve each other's hostnames before you
start the installation.

Reinstallation of the TME: If you reinstall your system you might already have
an oserv process running. Stop oserv with the following command:

/etc/Tivoli/oserv.rc stop

Installation Sequence: Before a client can be installed, the installation of the
TME server must be complete.

Encryption Levels and Passwords: During the installation process, you will have
to decide on the encryption level used within your local TMR and the installation
password used for further client installations or for inter-TMR connections. Refer
to 2.3, “Security” on page 20 and to the Tivoli Management Platform Planning
and Installation Guide for more information.

2.4.1.2 Planning for a UNIX Managed Node Installation
Installation Directories: By default the Tivoli Management Platform will be
installed in the following filesystem areas:

lusr/local/Tivoli

Binaries, libraries, message catalogs, etc.
/var/spool/Tivoli

TME server database

These paths can be changed if required; nevertheless, for our examples we used
the default paths.

Note: To save disk space, you might want to mount some directories from a file
server instead of locally installing the code. Nevertheless, Tivoli
recommends that you keep at least the binaries and the database local.

Required Disk Space: We recommend you install the Tivoli Management
Platform into two separate filesytems, one for the binaries and the other for the
database.

The initial installation of the Tivoli Management Environment needs
approximately 60 MB of disk space in /usr/local/Tivoli and 8 MB in
/var/spool/Tivoli.

Name Resolution: Make sure your TME server and all clients (managed nodes
and PC managed nodes) are able to resolve each other's hosthames before you
start the installation.

Reinstallation of the TME:  If you reinstall your system you might already have
an oserv process running. Stop oserv before initiating the installation process.

Installation Sequence: Before a client can be installed, the installation of the
TME server must be complete.
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2.4.2 Installing TME on a Server

1. Log in as root.

2. Verify the installation prerequisites as shown in 2.4.1.1, “Planning a TME
Server Installation” on page 23.

3. Make sure the DISPLAY variable is set to your window.
4. Mount the binaries to install the TME:

mkdir /tiv_code
mount device path /tiv_code

5. Create an installation directory and make it the current directory. The
objects placed into this directory are used by the installation process and
require very little disk space.

mkdir /tiv_inst
cd /tiv_inst

6. Start the preinstallation script:
/tiv_code/tivoli.MgmtPlatform.3.0.rev-C.5-3-96/wpreinst.sh

The wpreinst.sh script creates a couple of links required by the installation
process. These links point from the installation directory to the installation
media.

7. Install the TME:

./wserver -c /tiv_code
:il.wserver

/tiv_code is the directory containing the code for the Tivoli Management
Platform.

8. Set the installation directories and the installation options as desired. Refer
to Figure 7 on page 26 for an example.
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Figure 7. Installation Directories

The Arrange for start of of the Tivoli daemon at system reboot time
option creates the following entry in /etc/rc.nfs.

if [ -f /etc/Tivoli/oserv.rc ]; then
/etc/Tivoli/oserv.rc start
echo "Tivoli daemon started.”
fi
The Configure remote start capability of the Tivoli daemon option
modifies /etc/services and /etc/inetd.conf.

# /etc/services
objcall 94/tcp # Tivoli 2.0 daemon
objcall 94/udp # Tivoli 2.0 daemon

# /etc/inetd.conf
objcall dgram udp wait root /etc/Tivoli/oserv.rc /etc/Tivoli/oserv.rc inetd

9. Enter the installation specific information. Refer to Figure 8 on page 27 for
an example.

26  TME 10 Cookbook for AIX



Figure 8. Installation Specific Information

You can choose from three available encryption levels: None, Simple and
DES. For more information on TME security aspects, refer to 2.3,
“Security” on page 20.

Simple encryption provides a simple key-based encryption. The impact
of this encryption on performance is minimal, typically less than five
percent of communication time overhead. When you select an
encryption level of Simple, provide an encryption password.

DES encryption provides a high level of security, but also has a
significant performance impact, typically 12 percent or more of
communication time overhead. When you select an encryption level of
DES, provide an encryption password.

If your network is physically secure, Tivoli recommends that you use
Simple encryption.

If you provide a password in the Installation Password field, it will be
required for any client installation or when creating inter-region
connections.

Region Name is the initial name of your new policy region. You may
change this name at any time.

10. Check the various installation messages and confirm or cancel the
installation as required. After a successful installation the TME desktop will
be displayed. Figure 9 on page 28 shows an example of a TME
administrator desktop.
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Figure 9. Initial Desktop

11. Update the administrator environment ($HOME/.profile) with the following:

if [ -f /etc/Tivoli/setup_env.sh ]; then
. /etc/Tivoli/setup_env.sh

:il./etc/Tivoli/setup_env.sh

fi

2.4.3 How to Start the Tivoli Management Environment

You can only start the Tivoli Management Environment if your user ID is defined
as a Tivoli administrator login, and when your desktop contains at least the
Notices icon.

Additionally you should update your environment with the required variables for
the TME (refer to 2.4.2, “Installing TME on a Server” on page 25), and make sure
that your DISPLAY variable is set correctly.

To start the Tivoli Management Environment enter tivoli.

Note: If you don't get help messages, the problem might be that the message
catalogs are not available. In this case export the LANG=C variable.
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2.4.4 Installing UNIX Managed Nodes as TME Clients
After the Tivoli Management Platform is installed on the server, you can perform
a remote TME installation on the TME clients. This is a very convenient method,
since you can install all of the TME clients remotely.

1. Log in as root.

2. Verify the installation prerequisites as shown in 2.4.1.2, “Planning for a UNIX
Managed Node Installation” on page 24.

3. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

4. If you want to install TME clients into any other policy region than the initial
region, make sure that the resource ManagedNode is a valid resource type
in that policy region:

To make ManagedNode a valid resource type, double-click on the region.
Then select Properties => Select Resources and move the resource
ManagedNode from Available Resources to Current Resources.

Figure 10 shows an example of the Set Managed Resources dialog.

Figure 10. Set Managed Resources
5. On your desktop, double-click on the policy region in which you want to
create the managed node.
6. Select ManagedNode from the policy region’'s Create menu.

7. Define the client install options. Figure 11 on page 30 shows the Client
Install dialog.
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Figure 11. Create Managed Node
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If you defined an installation password when you installed the TME
server, enter this same password in the TMR Installation Password field.
Otherwise, leave this field blank.

Select one of the radio buttons to specify the Default Access Method.

Enter root if the TME server has to provide a password to interact with
the managed node.

Select Trusted Host if the TME server can access the client without
providing a password. This means that the TME server is granted
trusted host access on the client via an entry in the .rhosts file or by
some other authentication mechanism.

Select Add Clients to add one client at a time. Enter the clients on the
Add Clients window shown in Figure 12 on page 31. Multiple clients can
be entered by selecting Add Clients From File

If you want to add clients from a file, the input file must have the following
format:

rs60004
rs60005,
rs60006,password

hostname only means you want to add rs60004, for example, and use the
Default Access Method.

hostname followed by a comma means you want to add rs60005, for
example, and use Trusted Host Access.



hostname followed by a comma and a password means you want to add
rs60006, for example, and enter root to use a password for authentication.

Figure 12. Add Client Dialog

8. Activate Select Media and select the path to your Tivoli Management
Platform installation media. In our environment, we used

/tiv_code/tivoli.MgmtPlatform.3.0.rev-C.5-3-96.
9. Select Install & Close to start the client installation.

Note: Now that the Tivoli Management Platform is installed, you might want to
install the newest Service Pack (Patch). See 2.4.6, “TME Service Pack
Installation” on page 40 for an example.

2.4.5 Installing PC Managed Node as TME Client
Once the TME Server is installed, you may install TME clients. The installation of
TME PC managed clients is different from the installation of UNIX managed
nodes, so you will not be able to install them remotely from the TME server. You
have to install them by hand.

The TME includes two different types of agents: an IP agent and an IPX/SPX
agent. The IP agent can be installed on a PC running Windows 95, Windows NT,
Windows, DOS, NetWare, or OS/2. In our project we installed Windows NT,
Windows 3.X, and Windows 95. The following scenario will describe the
installation of Tivoli on a node running Windows 95. Insert the Tivoli
Management Platform for NT CD-ROM in your CD drive on the PC.

1. Click on the My Computer icon. The pop-up window will show your devices
defined at the PC. Double-click on the CD-ROM icon.
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Figure 13. Devices Defined at Your PC

In our case the CD-ROM is drive E.
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Figure 14. Files and Directories on the CD-ROM

2.
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As shown in Figure 14 you may see the Pc directory, which contains the
software for TME clients. Get to the Setup program by double-clicking on Pc,
TCPagent, and Cd. Now you get the window shown in Figure 15 on page 33.
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Figure 15. Directory of TCP/IP Client Software

3. Selecting the Setup program will start up the Tivoli Systems TME Agent
Setup.

Figure 16. Welcome Panel

4. Select the Next > radio button to continue the installation.
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Figure 17. Platforms

5. Choose the platform on which to install the PC client. If you want install the
agent software on Windows NT, there will be two agents available. Select
the service agent if you want the agent to run continually when Windows NT
is running. Select the console agent if you want the agent to run only when
the user is logged in. That is, the console agent runs only if it is specified in
the Startup group or if the user explicitly starts it. Select the Next > button
to get Figure 18.

Figure 18. Confirm Continuing Installation

6. Select Next > or Continue TME Agent Installation
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Figure 19. Enter Destination Drive

7. Enter your choice of destination drive on which the TME agent should be
installed at your PC. The default installation device will be C. Select Next >
to continue the installation.

Figure 20. Enter Destination Directory

8. Enter your destination directory where the agent software should be installed
at your PC. The default is the \TIVOLNTMEAGENT\ directory. Depending on
the platform you chose, the SETUP program copies the files to the machine
and appends the platform name to the directory name. For that information,
refer to the Management Platform Planning and Installation Guide.
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Figure 21. Accept Installation Settings

9. The setup program prompts you to accept your choice of settings. If you
want to accept the settings, select the Yes radio button. If not, select the No
radio button and you have the option to change the default installation
directory and default drive settings.

Figure 22. Select Startup Functions

10. Select the startup options of the TME agent.

Install Agent

This is the check box to copy agent's binaries to the hard disk. Select
this option if the TME Agent was not installed previously.

Start Automatically
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Select this check box if the PC agent should start up every time the
system starts. For modification of startup files, refer to TME Management
Platform Planning and Installation Guide.

Start after install
Select this check box if the agent should start up after installation.

Select Next > to continue the installation.

Figure 23. Confirm Continuing Installation

11. Select Next > or Continue TME Agent Installation

Figure 24. Enter Name of the Machine

12. Enter the name of the machine where the PC agent should be installed. For
more information, refer to TME Management Platform Planning and
Installation Guide. Select Next > to continue the installation.
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Figure 25. Remote Server for IP Synchronization

13. Confirm if you want the agent to synchronize its IP address with the server
by selecting Yes.

Figure 26. Remote Server Name

14. Enter the name of your remote server and select Next >. In our project we
used rs600011.

Figure 27. Allow IP Synchronization at Bootup

15. To give the agent access for synchronizing its IP address at bootup select
Yes.
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Figure 28. Enter Update Interval

16. You have to specify how often the agent will be able to synchronize with the
server. Enter your choice in minutes. Select the Next > button to continue
the installation.

i ;? | :' B
i Pophdenu exe etFinity
i Server Support
Frogram
gﬂ
Start
Distribution ;
Client g IF)
THE Agent THE Agent
: Felease
: Motes
THE Agent

Figure 29. Installation Completed

17. The setup program installs the agent based on your selection at the startup
group. A group called Tivoli will be added to your desktop including the
Tivoli agent. Refer to Figure 22 on page 36. We selected all options so that
setup installs the agent in the startup window, too.

2.4.5.1 Updating the TME Agent on PC Managed Nodes
Since the PC agent software is installed successfully to the PC, you may think
you can install updates from TME server, but you can't.

— NOTE

To update a PC managed node, install a new TME agent.
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2.4.6 TME Service Pack Installation
In the following example we install the Tivoli Management Platform 3.0 Service
Pack 01. It is located in the /TIV_MGMT_PLATFORM_3.0.1 directory on the
installation media.

1.

Log in as root or as any other TME administrator with the super or
install_product role.

From the administrator desktop select Desktop . Then select Install = >
Install Patch .

Note: There might be an error message, saying that there is no
PATCHES.LST file. Disregard it and select the installation directory
from either the File Browser or the Install Patch window.

On the Install Patch window (shown in Figure 30) select Select Media, then
the directory containing the service pack, and finally Set Media & Close .

Select Patch to Install and Clients to Install On and start the installation.

Figure 30. Patch Installation

2.5 Product Installation

The Tivoli core applications (Tivoli/Courier, Tivoli/Admin, etc.) are normally
installed remotely, either from the Tivoli desktop or the command line.

To install the products you need the following:

The product install code
License Key (if applicable, this is not required for TME 3.0 or later)

Installation password for the TMR
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- An administrator ID with either super or install-product authorization roles
for the TMR

You need to start the TME Desktop with this admin ID.

2.5.1 Product Installation Using the TME Desktop
1. Select Desktop from the TME desktop menu bar.

2. Select Install = > Install Product from the pull-down menu. This will display
the Install Product dialog as shown in Figure 31.

Figure 31. Install Product Dialog

If the Select Product to Install list does not have the product you want to

install, or it is empty, then click on Select Media in the Install Product dialog

to change the path to the install media. This will display the File Browser
dialog as shown in Figure 32 on page 42.
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Figure 32. File Browser Dialog

Use the File Browser dialog to change the path to the location where you
have the installation code. You can install the product from the CD-ROM or
copy it to a disk file system and install it from there.

3. Highlight the product by clicking on it in the Select Product to Install list.

You can only install one item at a time from the list. If you need to install
another item, select this item again after you finish installing the first one.

When you have selected the product in the list, you may be prompted to
enter some additional installation options. These are options that are
specific to the product in question, such as special disk directories or
configuration parameters. Usually you can safely leave these to default.

4. Fill in the Clients to Install On list by selecting clients from the Available
Clients list (the two lists combined will display all of the valid clients
available in the TMR, including the TMR server).

Note that once the TME platform is installed, additional products can be
installed on any machine in the TMR, thereby allowing you to distribute
application load.

5. Click on Install & Close to install the product.

This will close the Install Product dialog when the installation is completed.
If you need to install another product, then click on the Install button instead.
This will keep the Install Product dialog open at the end of current product
installation.

6. When you select either Install & Close or Install, you will get a Product Install
dialog requesting your confirmation to continue.
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Figure 33. Product Install Dialog

The dialog lists the actions that the install program is about to execute. It
may also give you error messages. If there are no error messages, click on
Continue Install to continue.

The Product Install dialog will display status information during the product
installation. At the end of installation it will display a dialog as shown in
Figure 34 on page 44.
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Figure 34. Product Install Dialog at the End of Installation

2.6 Diagnosing Installation Problems

Usually, if you follow the instructions in the product documentation, installation of
TME components is straightforward. However, we set up a number of different
scenarios for our project and in doing so we came across a few installation
problems. The cause for failure was not apparent in every case. For that

reason you may find the following descriptions of the problems we encountered
to be a useful source of clues if you have similar problem symptoms.

2.6.1 UNIX Environment Problems

44

We received the following message when we entered the wserver command. We
were using telnet to access the system.

using the interpreter type aix4-rl as set in your environment.

wserver: Your $DISPLAY environment variable is not set, and you did not
select a non GUI install by setting the environment variable $DOGUI to
something other than $DISPLAY. To recap:

If you want to use a GUI (X11) based install, set $DISPLAY and unset
$DOGUI

If you want to use a CLI (command line) based install, set $DOGUI=no
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in this case, you can still have your $DISPLAY set to bring up
the initial Tivoli desktop.

This means that, assuming that you want to use the GUI installation option, you
should set the DISPLAY environment variable. In Korn shell, it is set by entering
export DISPLAY=myhost:0. You may then see a message like the following:

X1ib: connection to "rs600010:0.0" refused by server
X1ib: Client is not authorized to connect to Server
Error: Can't open display: rs600010:0

This means that you need to give the server machine X-windows access on your
own machine. The command to do this is xhost. If you are not too concerned
about security, the easiest entry is xhost +, which gives access to all machines.

Once the installation is complete, you normally set up the Tivoli environment by
running the following command:

. /etc/Tivoli/setup_env.sh

We showed an example of adding this to the .profile script on 28.

One related problem we encountered was where the environment variables set
by this script had already been hardcoded into root's .profile, pointing at an old
release of the Tivoli code. This caused a number of problems with the
installation. This is unlikely to happen in other environments. However, similar
problems are possible. For example, some other product or application may use
the $BINDIR, $LIBDIR or $DBDIR environment variables for its own purposes. If
you get unexplainable errors, check that you are not suffering from such a
conflict.

2.6.2 Space Problems

On a number of occasions we had installation failures due to not having
allocated enough space in the Tivoli filesystems. The installation processes
attempt to prevent you from continuing by presenting the message shown in
Figure 35.

The following problems were encountered:
Host rs600024:
There is not enough disk space for the Binaries portion on rs600024:/usr/local/Tivoli/bin/aixd—r1.

Unless vou cancel, the following operations will be executed:

need to copy the machine independent Message Catalogs to:
rs600024:/usr/local/Tivolifmsg_cat

rs600024 already has the X11 Resource Files installed (from rs600024).

need to copy the machine independent Generic Binaries to:
rs600024:/usrflocal/Tivoli/bin/generic_unix

need to copy the machine independent Client Installation Bundle to:
rsE00024:/usr/local/Tivolifbin/client_bundle

need to copy the architecture specific Libraries to:
rsG00024/ usr/local/Tivoliflib/aind—r1

need to copy the architecture specific Server Database to:
rsB00024:/var/spool/Tivolifrs600024.db

need to copy the architecture specific Man Pages to:
rs600024/usr/local/Tivoli/manfaixd—r1

need to copy the architecture specific Public Domain Contrib to:
rs600024/usr/local/Tivoli/bin/aixd—r1/contrib

Figure 35. Not Enough Space to Install Message
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To fix this, simply extend your existing filesystems or create a new filesystem
using the guidelines for size specified in the installation guide.

Unfortunately the error message is only one message out of many on the
window. If you disregard it and select Continue Install , the installation continues
even with the errors. In that case you may get the following messages:

Figure 36. Continuing without Enough File System Space

If you see this message, the df command may not show the filesystem to be full.
For example, in our installation the df showed the following:

/dev/1v06 356352 64332 81% 6106 6% /usr/local/Tivoli
However, if you see error messages like the one at the top of Figure 36 showing

that a copy function has failed, it is a good indication that you have run out of
space somewhere.
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If you have not allocated enough space for your server database, you will see
the messages shown in Figure 37 on page 47.

The following problems were encountered:
Host rs600024:

There is not enowgh disk space for the Server Database portion on rsE00024/var/spool/Tivoli/rs600024.db.

Unless vou cancel, the following operations will be executed:

need to copy the machine independent Message Catalogs to:
rsB0002d:/usr/local/Tivoliymsg_cat

rs600024 already has the K11 Resource Files installed (from rs600024).

need to copy the machine independent Generic Binaries to:
rsb00024:/usr/local/Tivoli/binfgeneric_unix

need to copy the machine independent Client Installation Bundle to:
rsE00024: usr/local/Tivolifbin/client_bundle

need to copy the architecture specific Lihraries to:
res00024:/usr/local/Tivoli/lib/aird-r1

need to copy the architecture specific Binaries to:
rs600024:/usrflocal/Tivolifbinfaixd—r1

need to copy the architecture specific Man Pages to:
rs600024:/usr/local/Tivoli/man/aixd—r1

need to copy the architecture specific Public Domain Contrib to:
rs600024: usr/local/Tivoli/bin/aind—r1/contrib

Continue Install

Figure 37. Insufficient Space for the Server Database

In this case, if you miss the message and select Continue Install , the installation
may appear to complete successfully (see Figure 38 on page 48).
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Installing TME Server...

Executing queued operation(s)
Distributing architecture specific Libraries for rs600024
completed.

Distributing architecture specific Binaries for rs600024
completed.

Distributing architecture specific Man Pages for rs600024
completed.

Distributing machine independent Message Catalogs for rsG00024
.. completed.

Distributing machine independent Generic Binaries for rs600024
. completed.

Distributing machine independent Client Installation Bundle for
rsbO00024
. completed.

Distributing architecture specific Public Domain Contrib for rs600024
« completed. :

Registering installation information..finished.

Completed;

Figure 38. Seemingly Successful Installation Messages

As before, you may find that the df command does not indicate a full filesystem,
for example:

/dev/1v01 4096 1868  55% 19 2% /var/spool/Tivoli

However, you will probably find that the oserv daemon is not running and that
trying to start it manually with the command oserv -k
/var/spool/Tivoli/rs600024.db produces the following message:

get_boot_info failed (30)
loserv: odlist init failed. requested resource not found. (30)

The solution in this case was to increase the space allocated to the server
database, remove the files currently under /var/spool/Tivoli and reinstall.

—— Starting oserv

Note that this is not the normal way to start oserv. The preferred command
to use is odadmin start. However, in this case starting oserv directly allowed
us to see the error message, instead of having to look for it in
$DBDIR/oservlog.
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2.6.3 Reinstallation

Because of the fluid nature of our lab environment, we had to reinstall both the
TME server and the clients a number of times. In general, to reinstall the server
you have to erase the contents of the Tivoli directories and restart the original
installation procedure.

You may not always have to remove everything before performing a
reinstallation. For example, if you have a space problem on the database
directory and the bin, lib, msg_cat and man files appear to install correctly, it is
not necessary to remove those directories before reinstalling. However, at this
stage, you will be losing nothing by removing all of the files. If you have any
doubts about the status of the installation, it is best to remove everything.
Remember that you can also place an exclamation point (!) after each directory
name in the install options window (see Figure 7 on page 26) to force a
reinstallation of those files.

If you choose not to remove the files, you will see messages indicating what is
already installed and what now needs to be copied (see Figure 39).

Unless you cancel, the following operations will be executed:

rs600024 already has the Message Catalogs installed {from rs600024).

rs600024 already has the X11 Resource Files installed {(from rs600024).

rs600024 already has the Generic Binaries installed {from rs600024).

rs600024 already has the Client Installation Bundle installed (from rs600024).

rs600024 already has the Libraries installed {from rs600024).

rs600024 already has the Binaries installed (from rs600024).

need to copy the architecture specific Server Database to:
rs600024:/var/spool/Tivoli/rse00024.db

rs600024 already has the Man Pages installed (from rs600024).

rs600024 already has the Public Domain Contrib installed (from rs600024).

Figure 39. Messages When Installing with Some Files Already Installed

2.6.4 Problems Installing Products and Patches

After installing the server, you may next want to install some additional products
or patches (as described in 2.4.6, “TME Service Pack Installation” on page 40).
The first time the Install Product or Install Patch option is selected after Tivoli is
started, you will see the warning shown in Figure 40 on page 50.
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Zomething iz wrong with the current installation
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Figure 40. Warning on First Product Install

This warning looks serious, but in fact it only says that you have not yet defined
a source directory. In addition, the File Browser window mentioned in the error
message will appear automatically after you click on OK. It may take several
seconds to appear, so do not try to select Install Product from the menu again,
or else you will have multiple File Browser panels on your window.

2.6.5 TME Client Installation Problems
The TME base code is quite large, so one recommended option to conserve disk
space is to use NFS to mount some of the file systems from the TME server. The
installation guide suggests that the libraries and database should be stored
locally. We decided to also store the X11 resource files locally. The remaining
directories are bin, man and msg_cat. We exported these directories from our
server and created NFS mounts on our client.

When we then tried to create the client managed node, we received the errors
shown in Figure 41 on page 51.
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Figure 41. Error Messages from Client Install

We found that the error log mentioned in the message is /tmp/client.cfg.error.
However, it gave us no clues as to where the problem was, except that the error
appeared to occur as the installation process executed the gcoadd command.
We found at this point that the oserv daemon was running successfully on the
client. But when we closed the Client Install window, we did not see a new
Managed Node icon on the Policy Region window.

We then used the following command to check if the new Managed Node actually
existed in the oserv database on the server:

wlookup -a -r ManagedNode

rs600020 1495096850.2.7#TMF_ManagedNode: :Managed Node#
rs600024 1495096850.1.323#TMF_ManagedNode: :Managed Node#

From this display you can see that two managed nodes are known: the server

(rs600024) and our new client (rs600020). This seemed to suggest that rs600020
had been registered correctly in the database, but it still did not appear on the
Policy Region display.

Our next step was to check the integrity of the oserv database with the wchkdb
command. This command returned the following errors (among various other
inconsistencies):
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Unable to examine or fix member "rs600020" (1495096850.2.9#TMF_

ManagedNode:Managed Node#). The following error was received while

attempting to access the member:

-> System Exception: communication failure: completion status: NO
destination dispatcher unavailable

This gave us the clue we needed. The message says that oserv on the server is
unable to communicate with oserv on rs600020. We know that oserv was
running on both machines, but for some reason they would not communicate.
We surmised (and subsequently proved) that the problem lay in our use of NFS
and the levels of code being shared with the server:

TME Management Platform on the server was at Level 3.0 with a 3.0.1 patch
installed on top.

The TME Management Platform being installed on the client (rs600020) was
the base level 3.0.

Therefore, the client had access to the Level 3.0.1 binaries through the NFS
mount, but its library files were at Level 3.0. This mismatch caused oserv to
behave incorrectly.

The lesson to be learned here is to be very careful with how you use NFS so as
not to cause incompatibilities in levels of code. In fact, unless disk space is very
limited, our experience suggested that installing all of the files locally is safer
and more reliable than using NFS.

2.6.6 Some Useful Diagnostic Commands

Before running any Tivoli commands from the command line, remember to set
up the environment if this has not already been done:

. /etc/Tivoli/setup_env.sh

We found the following commands useful when diagnosing installation problems:

wlookup -R To list resource types in the database

wlookup -r <resourcetype> -a To list resouces of a specific resource type

wchkdb To check the database for inconsistencies

wchkdb -u To fix database inconsistencies

Useful information is found in the following log files:
/var/spool/Tivoli/rs600024.db/oserviog

/tmp/*inst* (these may not have Tivoli in their names)

2.7 Setting up a Backup Schedule

52

It is important to take regular backups of the Tivoli object database. The first
reason for taking backups is a common sense one: the TME database contains
important systems management information that you want to protect from
hardware or software failures.

The second reason for taking backups is less obvious. When you install TME
products, the installation process is in fact performing a sequence of actions:
Installing code on the managed node(s)

Executing local configuration programs
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Updating configuration entries in the TME database

If there is some problem during installation, or if you need to reinstall a product,
the easiest way to reverse the process is to restore the TME database from a
backup taken prior to the installation.

There is a built-in facility for scheduling a backup as a regular job and we
recommend that you set this up after the initial TME installation.

2.7.1 Backup Prerequisites

At first, you have to decide the following:
When you will take backups

Where you will store backups

Also, before creating the backup schedule, you need to confirm:

If administrators who want to schedule backups have admin and backup
authority roles over the TMR

If administrators have write permission to the target backup directory

If administrators are a member of the Scheduler notice group
If the administrators don’'t meet the above criteria, you need to set them. Also,
you need enough free disk space for backups. You can confirm the current free

disk space on the system by entering the df command. You can estimate the
required disk space for one-time backup from TME GUI:

Select Desktop... from the desktop menu bar.
Select Backup... from the pop-up menu.
Select at least one managed node that you want to backup.

Select Estimate Backup Size button.

2.7.2 Example Backup Schedule

This example will be done with the following conditions:

Backups will be taken under /var/spool/Tivoli/backups (which is a default
directory for the backup) on TMR server rs600011 in prod-region.

Backups will be taken at 3:00 a.m. on every weekday.
The scheduling administrator user ID is root.
To schedule a backup, perform the following steps:

1. Start the TME desktop with the tivoli command.

2. Select Desktop from the menu bar, then select Backup... . You will see the
Backup Tivoli Management Region dialog.

3. Select all nodes from Available managed nodes:, then add them to
Backup these managed nodes: (see Figure 42 on page 54).

4. Change Device/File: to /var/spool/Tivoli/Backups/all_nodes_DB_%t. In
this case % means date, and t means time. So, for example, a backup
taken on August 13 at 13:00 will have the file name
all_nodes_DB_Aug13-1300.
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Figure 42. Backup Tivoli Management Region Dialog

5. Click on Schedule Backup... . The Add Scheduled Job window will appear
(see Figure 45 on page 56).

6. Give the backup job a label and change the hour in the Schedule Job
For: field to 3. Select Repeat the job indefinitely in the Repeat The Job:
field. You have to set an interval time when you schedule a job
repeatedly. Set the The job should start every field to 24 hours to take a
backup every day.

7. To receive the notification of the scheduled backup results from the
scheduler, select Post Tivoli Notice: in the When Job Complete: option,
and click on Available Groups... . You will see the Select Notice Groups
panel shown in Figure 43.
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Figure 43. Select Notice Groups Panel

8. Select TME Scheduler#prod-region in the Log to Groups field and click on
Set.

9. On the Add Scheduled Job panel, select Set Retry/Cancel Options.... The
Set Retry/Cancel Options dialog appears (see Figure 44 on page 55).
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Figure 44. Set Retry/Cancel Options Panel

10.

11.

12.

Select Retry the job 0 times... from the Retry Options: field, and enter 1
to replace the 0. Also enter 5 to replace the 0 in the The job should retry
every 0 minutes field.

Select During the week in the Restrictions: field, and set Monday as the
first day of the week. By this, DB backup will be taken from Monday to
Saturday at 3:00 a.m. on every week. Click on Set.

Note: When you want to take backups from Tuesday at 3:00 AM to
Saturday at 3:00 AM, you should not select both During the week and On
weekends on the same panel but should create two schedules for During
the week (from Tuesday to Friday) and On weekends (from Saturday to
Saturday) separately. If you select both options on the same panel, your
scheduled job would not work even though the Scheduler accepts your
setting.

The final Add Scheduled Job window is shown in Figure 45 on page 56.
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Figure 45. Add Scheduled Job Panel

13. Click on Schedule Job & Close

Your scheduled backup can be seen in the Browse Scheduled Jobs panel of the
scheduler (see Figure 46 on page 57).
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Figure 46. Browse Scheduled Jobs Panel

You can find the backup file under /var/spool/Tivoli/backups when your
scheduled backup works correctly. You will receive a notice from the scheduler
when this occurs.
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Chapter 3. Configuring the TME Management Platform

To configure the Tivoli Management Environment in a way that best suits the
management objectives of your organization, you need to have a management
concept in place. This TME Management Concept must define at least the
fundamental cornerstones of your Tivoli Management Environment, such as
centralized or decentralized operation, sizes and boundaries of the Tivoli
Management Regions and the management domains. Refer to 1.3, “A Practical
Example of a TME Management Concept” on page 10 for an example.

The topics in this section guide you through the steps necessary to connect
TMRs, to set up policy regions and to create TME administrators.

3.1.1 Connecting Tivoli Management Regions
To connect TMRs you need to know the following:

Type of connection, one-way or two-way, secure or remote:

- If it is a one-way connection, define which TME server is the managing
server and which server is the managed server.

- If you make a secure connection you need the region numbers of both
TMRs. To get the region number of the local region enter odadmin.

Encryption level and encryption password for inter-region connection
In our example, we used two-way interconnect between the TME servers

rs600011 (TMR Prod) and rs60004 (TMR SD). The encryption level is Simple. We
performed the Remote connection procedure.

—— Remote versus Secure Connections

When using the secure connection approach, the connection process is
performed locally on each TMR (or on the TME server in each TMP). When
using the remote TMR connection approach, the connection process is run
remotely from one of the TMRs you are connecting to the other through
either the trusted host facility or the remote login access.

Deciding whether to connect TMRs using the remote or the secure
connection procedure is a question of network security. In other words,
decide whether it is acceptable to send a password over the network or allow
trusted host access during the connection process.

Once the connection is established, there is no difference between a
connection made using the secure connection procedure and one using the
remote connection procedure.

1. Log in as root or as any other TME administrator with the super role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. From the administrator desktop select Desktop . Then select TMR
Connections => Connect

4. Fill in the The Connect to a Remote TMR dialog. Figure 47 on page 60
shows an example.
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Figure 47. Connect to a Remote TMR

Enter the host name of the remote server.

Fill in the Remote Inter-Region Encryption and Local Inter-Region
Encryption fields.

Enter the same encryption level and the same password as specified
during the TME server installation. Refer to Figure 8 on page 27 for an
example of the Install Tivoli Server dialog.

Select One-way or Two-way connection.

In a one-way connection, only the managing node has information about
the resources and roles in the other TMR, and management tasks can
only be performed in one direction.

In a two-way connection, both servers have information about the
resources and roles in the other TMR, and management tasks can be
performed in both directions.

Choose one of the options in the Access for Connection Process field.

Select Shell Service if you are going to provide a user ID and a password
to access the remote server.

Select Trusted Host Facility if this server can access the other TME
server without providing a password. This means that this server is
granted trusted host access on the remote server via an entry in the
.rhosts file or via another authentication mechanism.

5. Select Connect & Close to start the connection process.

6. Choose whether you want to synchronize the Name Registries immediately.
Figure 48 on page 61 shows an example of a Confirm Connect dialog.

60 TME 10 Cookbook for AlX



Figure 48. Confirm TMR Connection

If you would like the TME database synchronization to take place later, refer
to chapter 3.1.4.1, “Synchronize TMR Databases” on page 65 for the
procedure.

3.1.2 Create Policy Regions

There are two types of policy regions: top level policy regions and subregions.
Top level policy regions are useful for organizing the resources to be managed
into broad organizational categories, and are visible across TMRs.

Once the top level policy regions are defined, subregions under the top level
policy region can be created to further subdivide administrative authority and

policy.
The following example creates the top level policy region REGIONL.
1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. On the TME desktop select Create = > Region and fill in the name in the
Create Policy Region dialog as shown in Figure 49 on page 62.

4. Select Create & Close .
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Figure 49. Create Policy Region

The only resources that a new policy region can handle are subregions. To
enable a policy region to handle other resource types such as
ManagedNode, InventoryProfile, etc., you have to add these resource types
to the region's managed resources. This is done by double-clicking on the
policy region icon. You then select Properties => Managed Resources and
move the required resource types from the Available Resources area to the
Current Resources area. Refer to Figure 10 on page 29 for an example of
the Managed Resources dialog.

Subregions are created by double-clicking on the icon of the policy region that is
going to contain the subregion. You then select Create => Subregion and fill in
the Create Policy Region dialog as shown in Figure 49.

3.1.3 Arrange Policy Regions

A policy region is a collection of resources that share one or more common
policies. Policy regions are abstract entities that are often used to model the
organization of a distributed environment and are well suited to represent a
management domain.

As shown in Figure 6 on page 19 we arranged our environment in such a way
that the policy region Top was used as a container for policy regions Prod and
SD. In other words, policy regions Prod and SD became subregions of the policy
region Top.

This procedure shows how we arranged our top level policy regions to reflect
the organization of our project.
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1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. From the administrator desktop select Desktop . Then select TMR
Connections => Top Level Policy Regions . The Top Level Policy Region
window as shown in Figure 50 is displayed.

Figure 50. Top Level Policy Regions

4. Select the policy regions to be moved and drop them onto the policy region
named Top.

On the Top Level Policy Regions window select the policy regions (while
holding down the Shift key, click and hold the left mouse button) and then
drag and drop (release the left mouse button) them onto the policy region
icon where they should be contained.

If the operation was successful you will see a message similar to the
following in the Tivoli desktop message area:

The following resources were moved to the PolicyRegion named "Top”.
Prod (PolicyRegion)
SD (PolicyRegion)

Despite the above message indicating that the policy regions were moved,
some or all of them might actually only get copied into the target collection.
Remove them from the unwanted location on the desktop by selecting the
policy region and Edit => Remove .

Make sure that you don't accidentally delete them, because the Delete
operation deletes a resource from the TME database whereas the Remove
operation only removes it from the selected location on the TME desktop.

Figure 51 on page 64 shows that the policy regions Prod and SD are now
subregions of policy region Top.
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Figure 51. Subregions of Policy Region Top

—— How to Change a Subregion Back to Top Level

Top level policy regions can be arranged to become subregions of another
policy region by dragging and dropping them onto the desired policy region
icon. With our level of the Tivoli Management Platform we were unable to
reverse this using the drag and drop functionality of the TME desktop.
Instead, we had to use the command line.

The following example changes the subregion SD contained in the Top policy
region back to a top level policy region by doing the following:
1. Linking it to the top level policy region collection.

This means that the policy region icon SD exists now as a subregion of
Top and in the top level policy region as well.

2. Removing the subregion SD from the desktop, as follows:

win /Regions/Top/SD /Regions
:il.wln

wrm /Regions/Top/SD

:il.wrm

3.1.4 TMR Resource Updates

The name registry (or TMR database) is used as an intra-TMR name service and,
when TMRs are connected, as an inter-TMR name service. To reduce the
number of cross-TMR messages that must be sent during name lookups, the
resource information of one TMR is maintained in the name registry of all
connected TMRs.

During the initial connection process, the administrator is asked whether a
resource update should be performed immediately upon connection. This is the
only time that an update takes place automatically. To keep information on
remote resources currently in the local name registry, updates must be
scheduled at regular intervals.
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TMR updates are always pull operations. This means that one TMR requests
information from one or more connected TMRs, but that one TMR cannot push its
current name registry resources to a connected TMR.

Frequency of Updates:  After connecting TMRs, Tivoli recommends that you
immediately exchange resource information between the TMRs. After this initial
update, resource information should be updated on a regular basis. The
frequency of these updates depends on the stability of your installation. For
example, during the initial implementation of a Tivoli Management Environment,
it might be necessary to run updates a few times per day. When the
environment becomes more stabile, one update per day might be sufficient.

—— Updating Registries is Resource-Intensive

Updating registries is a very resource-intensive operation that could cause
other performance problems. Therefore, Tivoli recommends resource updates
not to be scheduled more frequently than once every one to two hours.

If a remote resource is needed immediately, initiate an update for this
resource type only. Do not update all of the resource types.

3.1.4.1 Synchronize TMR Databases

Resource names are not updated automatically in the name registries of
connected TMRs. Therefore, the names of remote resources can become stale.
This means, for example, that a new resource created in a remote TMR is not
registered in the local TMR's registry, and thus cannot be used for local
operations until the next update is performed.

A TMR database update is a pull operation, and must therefore be initiated from
the TMR to be updated. This means that to update the registries of two-way
connected TMRs, one update process must be started on each TMR.

—— One-way versus Two-way Connections

In a two-way connected environment, both TMRs have knowledge of the other
TMR's resources. In a one-way connected environment, only the managing
node's name registry is updated with the other TMR's resources.

There are two ways to initiate a TMR database update:
1. Manual updates, using the TME desktop or the command line

This method is mainly used to start updates if a remote resource is needed
immediately.

2. Scheduled updates, using a scheduling function such as the TME Scheduler
or UNIX crontab entries.

Scheduled updates are used to keep name registries updated without
administrator intervention.

Manual Updates: The following procedure uses the TME desktop and updates
the TMR prod-region with information related to the top level policy regions of
TMR SD:

1. Log in as root or as any other TME administrator with the senior role.
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2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. On your TME desktop select Desktop = > TMR Connections = > Update
Resources . This brings up the Update Resources from Multiple TMRs dialog
as shown in Figure 52.

Figure 52. Update Resources from Multiple TMRs

- Select the remote TMR(s) to update from in the Remote TMRs area.

- Select the resources to update by moving them from the Available
Resources area to the Resources to Update area.

- If you want to schedule the update by using the Tivoli Scheduler function,
select the Schedule Update option. This brings up the Add Scheduled Job
dialog as shown in Figure 53 on page 68. Refer to “Scheduled Updates”
on page 67 for more details on how to use the Tivoli Scheduler facility to
update TMR name registries.

4. Select Update & Close .
Command Line Examples:  Updating name registries can also be done using the
command line. Here are some update examples:

+ This example updates the local TMR with information on the resource types
TopLevelPolicyRegion and ManagedNode from TMR SD:

wupdate -r TopLevelPolicyRegion -r ManagedNode SD

+ This example updates the local TMR with information on all resource types
from TMR SD:

wupdate -r A1T SD
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This example updates the local TMR with information on all resource types
from all TMRs:

wupdate -r A1l All

Scheduled Updates: Updates can be scheduled either by using operating
system-specific functions such as crontab entries in UNIX or by using the TME
Scheduler facility. This procedure shows how to schedule a TMR name registry
update that runs every day at midnight using the TME Scheduler.

—— Before you begin

Before you can use the TME Scheduler to run a job, there must be a task
library, containing the task and the job to be executed.

Refer to 4.1.1, “Create Task Libraries” on page 81, 4.1.2, “Create Tasks” on
page 82, and 4.1.3, “Create Jobs” on page 84 for information on how to

create task libraries, tasks and jobs.

1. Log in as root or as any other TME administrator with the admin role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Open the policy region containing the task library where your update registry
job can be found.

4. Drag and drop your job icon onto the TME Scheduler icon. The Add
Scheduled Job dialog appears, as shown in Figure 53 on page 68. Fill in the
required fields and select Create & Close .

Chapter 3. Configuring the TME Management Platform 67



Figure 53. Add Scheduled Job

Enter the date and time into the fields of the Schedule Job For area.
Fill in the fields in the Repeat the Job area.
Set the notice options in the When Job Complete area.

Note: For more information on the Scheduler function, refer to the Tivoli
Management Platform Planning and Installation User Guide.

3.1.5 Create Profile Managers
Usually there are many profiles used to describe the entire configuration of a
profile endpoint. Profile managers provide you with a convenient method of
grouping profiles and other resources. Profile managers are not only used to
group profiles and their subscribers; they also control the distribution of profiles
to other profile managers or to profile endpoints across an entire network.
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Defining a profile manager is a fairly simple task. The following example creates
a profile manager called BigBoxes in policy region SD.

1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Select the policy region you want to contain the new profile manager by
double-clicking on the policy region icon and select Create =>
ProfileManager .

If there is no ProfileManager entry on the Create menu, you have to add
ProfileManager as a managed resource type for the policy region. This is
done by double-clicking on the policy region icon. Then select Properties
=> Managed Resources and move the ProfileManager entry from the
Available Resources area to the Current Resources area.

4. Fill in the Name/lcon Label field in the Create Profile Manager dialog as
shown in Figure 54.

Figure 54. Create Profile Manager

3.1.6 Subscribe to Profile Managers

Subscribing profile managers or profile endpoints to a profile manager
determines which resources will receive a profile when it is distributed.
Subscribers can be added in three different ways to a profile manager:

1. By drag and drop. With this method you select the subscribers and drop
them onto the profile manager icon.

2. By selection. With this method you select the subscribers from a list of
available subscribers.

3. By command line.

In the following example we use the selection method and add the profile
endpoints rs60008 and rs60004 as subscribers to the profile manager BigBoxes.

1. Log in as root or as any other TME administrator with the admin role.
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2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Select the policy region containing the profile manger to which you want to
add subscribers by double-clicking on the policy region icon.

4. Select the profile manager by double-clicking on the profile manager icon.

5. On the profile manager window select Profile Manager = > Subscribers .
The Subscribers dialog shown in Figure 55 is displayed.

Figure 55. Add Subscribers to a Profile Manager

If you have Tivoli/Inventory installed you can select the Query button to run a
predefined query against the available subscribers. For example, this could
be used to select all systems from the available subscribers that run
Windows 95. Refer to 6.5, “TME Query Facility” on page 235 for more
information on the Query facility.

3.1.7 Create Administrators

The installation of the Tivoli Management Environment is performed by the user
root. Therefore, root becomes the initial Tivoli administrator.

The default privileges of the root user comprises super authorization. The super
role is only necessary to connect/disconnect TMRs and for other high security
operations. The super role is not mapped to the super role in connected TMRs; it
is mapped to the user role instead. Therefore, it is not necessary nor is it
advisable to use root or any other administrator with the super role for
day-to-day administration tasks.

—— Don't use root for daily business

In a Tivoli Management Environment you can assign various authorization
roles to any administrator, thus avoiding the need to use root for normal
systems management tasks.

For our Tivoli environment at the ITSO, we applied the following administrator
concept:

Root: The authorization roles of the root user were left unchanged. We used
this administrator only when the super role was required.
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TME Specialist: The highest role assigned to this generic administrator was the
senior role. An administrator with the senior role can create and define all TME
resources and is able to create other administrators.

We used this administrator to perform similar tasks in TME as one would use the
root user in a traditional UNIX environment.

TME Administrator:  The highest role assigned to this generic administrator was
the admin role. An administrator with the admin role can perform day-to-day
systems management tasks such as pushing a file package or adding a user
item to a profile.

We used this administrator for day-to-day operation tasks.

Table 3. Roles on Resource Level

Resource Roles

Administrator
Administrators Scheduler Region
TME Specialist n/a n/a n/a
TME admin admin admin
Administrator user user user
install_client install_client install_client

Table 4. Roles on TMR Level

Administrator TMR Roles Notice Groups Desktop

senior Administrators

admin Notices

user Scheduler
TME Specialist install_client all Region

install_product

backup

restore

user Administrators
TME backup all Notices
Administrator install_product Scheduler

Region

There are different approaches of providing an administrator with the desired
roles in a TME:

Individual Definition

This means that every administrator is assigned roles on an individual basis.
It has the advantage that every administrator will have a personal desktop,
but the task to individually assign roles can be quite time consuming. If
multiple TME administrators must be defined individually, we recommend
that you automate this process by using a script.

Generic Definition

This means that administrators will be assigned roles in the TME by adding
their login names to a generic TME administrator's logins. It has the
disadvantage that all administrators assigned to this generic TME
administrator have the same desktop, but the definition process is quick. All
defined roles are consistent and alterations to those roles can be done to the
generic administrator.

To manage our TME environment, we used the generic definition approach.
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3.1.7.1 Creating Administrators Using the Graphical Interface

The Tivoli Management Environment contains an easy-to-use graphical interface
to perform most of the systems administration tasks necessary in a TME
environment.

The following example shows how to create the generic TME administrator using
the TME graphical user interface. Refer to 3.1.7, “Create Administrators” on
page 70 for more information on the roles and the use of this administrator
account.

1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Bring up the administrator window by double-clicking on the Administrators
icon on the TME desktop.

4. Select Create = > Create Administrator to display the Create Administrator
dialog as shown in Figure 56.

Figure 56. Create Administrator Dialog

Enter the name of the administrator in the Administrator Name/lcon
Label field.

This is the name displayed with the administrator icon on the TME
desktop.

Enter the administrator's user login name (not user ID) in the User Login
Name field.

This must be a valid user name on all machines managed with this TME
administrator account, because various operations will be performed
with the user ID derived from this user name. For example, an operation
such as Run Xterm on a managed node will fail if this user name cannot
be resolved to a valid user ID on the managed node.
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Enter the administrator’'s group name (not group ID) in the Group Name
field.

This must be a valid group name on all machines managed with this
TME administrator account, because the group ID derived from this
group name will for example be used for all output operations to a file.

5. Select Set TMR Roles and select the roles for this new administrator as
shown in Figure 57.

Figure 57. Set TMR Roles
Selecting roles is done by moving them (double-clicking) from the Available
Roles area to the Current Roles area on the Set TMR Roles window.

6. Roles given to an administrator on TMR level are applicable to all resources
in this TMR. TMR roles are only required for TMR-wide operations.
Therefore, roles should be assigned on an individual resource level.

7. Select Set Resource Roles and select the roles for this new administrator as
shown in Figure 58 on page 74.
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Figure 58. Set Resource Roles

If you want, for example, to enable an administrator to create other Tivoli
administrators or to schedule operations, the administrator must have one or
more roles over the Administrators collection or the Scheduler resource.

8. Select Set Logins to bring up the Set Login Names dialog as shown in
Figure 59.

Figure 59. Set Login Names

74 TME 10 Cookbook for AlX



Enter the login names in the Add Login Names field, under which you want
the new administrator to be able to start the TME desktop:

A user name specfied as user_name will allow this user to start the
Tivoli desktop from any system within the local TMR.

A user name specified as user_name@hostname will allow this user to
start the Tivoli desktop only from one particular system within the local
TMR.

If you use generic administrators, this is the place to add all of the login
names that should have the same administration roles.

9. Select Set Notice Groups to bring up the Set Notice Groups dialog as shown
in Figure 60 and subscribe the administrator to the desired notice groups.

Figure 60. Set Notice Groups

Notices are generated when TME management functions are performed and
are sent to an operation-specific notice group. This means that an
administrator, for example, will only receive messages related to the
creation of a new administrator if the administrator is subscribed to the TME
Administration notice group.

10. Click on Select & Close to create the new administrator.

11. Add resources to the administrator's desktop by dragging and dropping the
required resources onto the new administrators desktop.

When new administrators are created, they will only have the Notices icon
on their desktop. To assign them a set of resources to manage from their
TME desktop, the icons representing these resources must be copied to the
new administrator's desktop:

Open the Administrators collection by double-clicking on the
Administrators collection icon.

Select the resources to copy and drag/drop them onto the new
administrator's icon in the Administrators collection.
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3.1.7.2 Creating Administrators Using the Command Line Interface

The easiest way to create multiple individual administrators with the same or
similar set of roles is to create them by means of a script. Figure 61 shows how
to create a Tivoli administrator with wcrtadmin from the command line or with a
script.

wcrtadmin -1 test_adm \
-1 sniffy@rs60008.itso.ral.ibm.com \
-n "TME Administration” \
-n "TME Authorization” \
-r global,user:admin:backup \
-r /Administrators,user:admin:senior \
-r /Scheduler,user:admin:senior \
-r @PolicyRegion:sd-region,user:admin:senior \
-u test_adm -g staff "Muhammad Ali"

Figure 61. Create Tivoli Administrator from Command Line

The example in Figure 61 creates an administrator with the following roles and

attributes:
Login Names test_adm
sniffy@rs60008.itso.ral.ibm.com
Notice Groups TME Administration
TME Authorization
TMR Roles admin
user
backup
Resource Roles Administrators senior
admin
user
Scheduler senior
admin
user
Region senior
admin
user
Principal user name test_adm
Principal group name staff
Administrator label Muhammad Ali

3.2 Some Performance Considerations within the TME Environment

This section covers the performance analysis for the TME region used for the
development of this redbook. The performance figures shown here represent the
ITSO TMR configuration and should not be used for sizing purposes.

The performance data gathering process used here could be adapted to suit any
particular RS/6000 environment.

We set up a the Performance toolkit to monitor the memory requirements for the
TME 10 environment. The data was collected from a number of the servers within
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the ITSO TME 10 framework. We wanted to see what the impact was to the
RS/6000 resources before, during and after starting the TME applications.

The hard disk requirements for each of the machines can be found in the
installation chapter in this book.

The TME application servers monitored are listed below:

rs600024 The TMR Server

rs600021 A Managed Node

rs600020 The T/EC Server

3.2.1 Installation of the Performance Toolkit

3.2.2 Approach

The Performance toolkit server was loaded on rs600021. All of the other RS/6000
machines have the agent loaded and configured.

One performance toolkit console was created for the purpose of data collection,
and is named:

TME_MEMORY_STATS

The performance data was collected for a number of different phases for each
machine. This enabled us to calculate the impact of each software component on
each system. The data collected was for the overall system requirements. We
did not monitor any particular processes.
The memory configuration for each processor is listed below:

rs600024

- Paging space 200 MB

- RAM 128 MB

- Hard disk space 2.2 GB

rs600020

- paging space 256 MB

- RAM 128 MB

- hard disk 4.5 GB

rs600021

- Paging space 280 MB

- RAM 128 MB

- Hard disk 2.2 GB
In Figure 62 on page 78 you can see the performance variables that we
monitored. These are detailed below:
Real/noncomp Non-computational memory shows the shared program memory.
Real/comp Computational memory shows the actual private memory used.

PageSp/totalfree The actual free paging space.
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Figure 62. Performance Data Capture Values

The data was collected for a number of phases. These phases represent different
stages of starting up the TME 10 applications:

Start Recording data Record data in file /u/paul/XmRec/R.TME_MEMORY_STATS.
phase 1 Base system Monitor all three systems to get the baseline values.

Phase 2 on rs600024 Run odadmin start (start the Tivoli management server).
Phase 3 on rs600021 Run odadmin start (start the Tivoli daemons).

Phase 4 on rs600021 Run Tivoli (start the Tivoli desktop).

Phase 5 on rs600020 Run odadmin start (start the Tivoli Daemons & T/EC
Server).

Phase 6 on rs600021 Start the T/EC console paul from the Tivoli desktop.
Phase 7 on rs600020 Run Tivoli (start the Tivoli desktop).

Phase 8 on rs600020 Start the T/EC console root from the Tivoli desktop.
Phase 9 on rs600024 Run Tivoli (start the Tivoli desktop).

End of phases Stop recording data.

During the data capture, we allowed a five-minute gap to let the systems settle
down after the initial hit on memory.

The capture file in our case was called:
/u/paul/XmRec/R.TME_MEMORY STATS

The capture file was then analyzed using the following commands:
ptxtab R.TME_MEMORY_ STATS
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This command creates one ASCII file for each of the three monitored machines.
In our case, the files are named:

A.TME_MEMORY_STATS_02
A.TME_MEMORY_STATS_03
A.TME_MEMORY_STATS_04

The data captured was then analyzed.

3.2.3 Analyzing the Data

Once the data was converted into ASCII format we evaluated the output against
the phases. Each phase was time stamped.

The data captured represents values of 4 KB blocks of memory. For example,
the line below shows an extract from the data collected for rs600020.

Monitor: TME_MEMORY_STATS --- hostname: rs600021
Mem Mem
Real Real PagSp
Timestamp noncomp comp totalfree
1996/09/10 11:51:01 8742 22932 36126
1996/09/10 11:52:00 8864 23774 35103

Figure 63. Snapshot of Data Collected

The evaluation process was to calculate the overall memory required for each
phase. For example, the first line in Figure 63 shows the system rs600021
without the Tivoli daemons running, and the second line with the Tivoli daemons
running.

Here we can observe an increase in both computational and non-computational
memory, while there was a decrease in the available paging space.

In each of the nine stages, we allowed data to be captured at 20-second intervals
for a total of five minutes. An average of the memory was taken for that period.

The findings from the data captured are detailed below.

The base figures show the following memory requirements for the systems,
rs600024, rs600020, and rs600021, with no Tivoli applications running.

The impact on rs600024 when the odadmin start was executed is on paging
space and overall RAM.

Table 5 (Page 1 of 2). Performance Data Collection Phases

Phase Machine Description.

1 rs600024 odadmin start
2 rs600021 odadmin start
3 rs600020 odadmin start
4 rs600021 tivoli

5 rs600020 tivoli

6 rs600024 tivoli
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Table 5 (Page 2 of 2). Performance Data Collection Phases

Phase Machine Description.

7 rs600021 T/IEC

8 rs600020 T/IEC

9 rs600024 T/IEC

3.2.4 Results of Data Analysis

Table 6. Data Analysis

Phase Machine RAM Required Paging Space
Used

1 rs600024 2452 2008

2 rs600021 1244 1068

3 rs600024 14124 13156

4 rs600021 1996 2724

5 rs600020 2228 3020

6 rs600024 2728 1720

7 rs600021 540 negligible

7 rs600020 2700 2414

8 rs600020 2880 1616

9 rs600024 902 negligible

9 rs600020 2412 1260

3.2.5 Observations

The following observations were derived from the captured data. The overall
memory requirements for our environment are shown in Table 7.

Table 7. Overall Memory Requirements

Node Shared Memory Private Memory Paging Space
rs600020 negligible 22 MB 24 MB
rs600021 negligible 3.7 MB 6 MB
rs600024 negligible 12 MB 9.5 MB

The memory requirements for the T/EC server increase depending on the
number of alerts generated. In our case, we have around 2000 events in the T/EC
database.
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Chapter 4. Task Libraries, Tasks and Jobs

The TME platform provides a number of built-in services, all of which are based
around the object request broker architecture. However, in general you cannot
actually do anything with the platform until you have installed an application that
makes use of the base services. The notable exceptions to this rule are task
libraries, tasks and jobs.

A task library is a feature of the TME that enables you to create and store tasks
and jobs. Tasks and jobs are programs or commands that can be run on
multiple machines in the network as required. Task libraries are defined in the
context of a policy region and you can create multiple task libraries in different
policy regions. This is useful if you want to create sets of tasks that are specific
for a particular function, set of resources or group of administrators.

A task defines certain operations that usually have to be performed on a regular
basis, such as clearing a printer queue, starting backups, etc. Each of these
operations is routinely performed on various machines and even on various
platforms on the network. A task defines the executable to be run, the TME role
required to execute the task, etc. A task does not define the detailed information
required to run the task, such as the systems to run on, what output type you
would like, etc. This information must be provided when the task is executed.

A job is a task that is executed on a specifically managed resource. When you
create a job you select an already defined task to be executed and you define
the execution information required to execute the task. Once a job has been
created you can run the job without providing any further information.

4.1 A Simple Task Library Example

First we show a simple example of creating a task and a job in a task library.
Later we look further at the requirements needed to set up administrators for
task execution.

4.1.1 Create Task Libraries

In this example we created a task library called Resource Updates in the policy
region Raleigh:

1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Select the policy region you want to contain the task library by
double-clicking on the policy region icon and select Create => TaskLibrary .

If there is no TaskLibrary entry on the Create menu, you have to add
TaskLibrary as a managed resource type for the policy region. This is done
by double-clicking on the policy region icon. Then select Properties =>
Managed Resources and move the TaskLibrary entry from the Available
Resources area to the Current Resources area.

4. Fill in the Name/lcon Label field in the Create Task Library dialog and select
Create & Close . This creates the new task library within the selected policy
region as shown in Figure 64 on page 82.
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Figure 64. Task Library

4.1.2 Create Tasks

In this example we created the task Upd_reg_tsk within the task library Resource
Updates:

1. Log in as root or as any other TME administrator with the admin role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Open the policy region containing the task library in which you want to
create the task. Then double-click on the task library icon.

4. On the Task Library window select Create = > Task. The Create Task dialog
as shown in Figure 65 on page 83 appears. Fill in the required fields and
select Create & Close .
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Figure 65. Create Task

- Select the platform for which you want to create the task in the Platforms
Supported area.

Multiple platforms can be selected. You will have to provide the host
name and the path to the executable for each platform you select.

If you have a generic executable, such as a shell script, that can run on
multiple architectures, select Generic. Otherwise, select the matching
platform / operating system combination.

+ Select the roles required to run the task from the Roles Required to
Execute Task area.

« If you want the task to run under a specific user ID or group ID fill in the
fields in the Execution Privileges field. If you leave these fields
unchanged the task will run under the ID of the administrator executing
the task.

Chapter 4. Task Libraries, Tasks and Jobs 83



4.1.3 Create Jobs
In this example we created the job Upd_reg_job within the task library Resource
Updates :
1. Log in as root or as any other TME administrator with the admin role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Open the policy region containing the task library in which you want to
create the job. Then double-click on the task library icon.

4. On the Task Library window select Create = > Job . The Create Job dialog
as shown in Figure 66 appears. Fill in the required fields and select Create &
Close.
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Figure 66. Create Job

- Select the required Execution Mode.
Parallel means that this job will run concurrently on all systems.
Serial means that this job will run sequentially on all systems.

Staged means that this job will run in staged sets. If you select staged,
also select the staging count and the staging interval.

- Enter the timeout value (seconds) for the job. If the job does not
complete in the given period of time, any output from this job will be lost.
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Select the Execution Targets by moving them from the Available area to
the Selected area.

You can select systems from the Available Task Endpoints area or profile
managers from the Available Profile Manager area or a combination of
both. If you select a profile manager, all systems subscribing to this
profile manager will be execution targets for this job.

4.2 A More Complex Task Example

In this example, we look in more detail at the task facility, with the aim of tying
together the steps needed to use them productively. Some of the areas we
cover include:

The authorization roles that are required by administrators to execute tasks
How to execute tasks from the command line

How to create tasks that require user input

4.2.1 Create an Administrator
First we define a new TME administrator ID to execute the tasks that we create.

Administrator lynn will be created with the authorization roles required to create
tasks:

1. From root's Desktop, select Administrators = > Create Administrator

2. Enter the administrator name, the login name and the group name.
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Figure 67. Create a New Administrator

3. Select Set TMR Roles. If lynn's desktop will be run on a client, the minimum
authority required to start the desktop is user. If the desktop is going to be
run only on the server, a TMR role is not required.
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Figure 68. Set TMR Roles

4. Select Set Resource Roles . The authorization required to create tasks in a
Task Library is admin.

Figure 69. Set Resource Roles

5. Select Set Logins .

6. Enter the login name and optionally the name of the machine where this
Administrator is allowed to start the desktop or run commands. Don't forget
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to press Enter after keying in the name. If you click on Set & Close without
first pressing Enter, the name is not saved.

Figure 70. Set Logins

7. At this stage, you do not need to select Set Notice Groups , so simply select
Create & Close . Administrator lynn will appear on the Administrators
window, as shown in Figure 71.

Figure 71. New Administrator Ilcon Appears

8. With the right mouse button, select the lynn icon, then select Open from the
menu list or double-click on it with the left mouse button. This will open
lynn's desktop.
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Figure 72. Open Administrator Desktop

9. With the left mouse button, drag and drop the Policy Region in which you
want to create a task library (rs600024-region in our case) from root's
desktop onto lynn's desktop.

Figure 73. Lynn's Desktop with One Policy Region

10. On lynn's desktop, select Desktop => Close .
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4.2.2 Create a Task Library
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Creating task libraries requires senior authority in the Policy Region and at least
user authority in the TMR. If the Administrator has no authority at the TMR level,
the option Task Library will not appear under the Create menu. Administrator
lynn has been given admin authority (to allow creation of tasks) at the Policy
Region level and user authority at the TMR level. If lynn tries to create a task
library, the message shown in Figure 74 will appear.

Figure 74. Insufficient Authorization to Create a Task Library

Now remove lynn's user authority at the TMR level. This is in preparation for the
example we will show later when lynn tries to execute a task. However,
remember that if lynn has no authority at the TMR level, lynn's Desktop can only
be started on the TME Server, not on a Client.

To create the task library we need to use a suitably qualified administrator 1D,
for example:

1. From root's desktop, double-click on the policy region icon, and then select
Create => Task Library from the menu bar. Enter the name for the new
task library (see Figure 75 on page 91) and select Create & Close .
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Figure 75. Creating a New Task Library

2. On lynn's desktop, the Task Library General_Tasks will appear under policy
region rs600024-region panel and lynn can now add tasks to it by opening the
Task Library icon and selecting Create => Task from the menu bar.

4.2.3 Create a Task

The next step is for lynn to create a task. The first task we use as an example
will run the df command on target systems to show file system statistics. Some
programs (notably shell scripts) can run on any operating system within the
TMR. Other programs are system-specific. If the command or script to be
executed is not the same on all platforms, separate entries will have to be made
for each platform. In this case, the command will be the same on all platforms
in the policy region, so we used the Generic system platform, as shown in
Figure 76 on page 92. Note that you have to specify from where the program is
to be retrieved by entering the managed node and file path where the
executable can be found.
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Figure 76. Creating a New Task Library

There are some additional details that you need to specify at this point:

1. Select arole from the list in the Roles Required to Execute Task field. This
is where you control who has the ability to execute the task. In this case the
task is a simple one and so we are not concerned with who can perform it.
Therefore, the field was set to user, so that any Administrator with this level
of authorization in the Policy Region can execute the task. Other tasks may
be set to higher levels where they need to be restricted.

2. The Execution Privileges field can usually be left to default. This represents
the ID under which the task will run on the managed node. The default is an
asterisk (*), meaning the ID of the user running the task.

3. You can optionally add comments to describe the task.

4. When all is complete, select Create & Close .

4.2.4 Create Task Libraries and Tasks from the Command Line

All of the preceding functions executed at the TME desktop can be run at the
command line. This means the commands can also be set up in a shell script.

Here are all of the commands required to replicate the above sequence:
Create Administrator (wcrtadmin) lynn from root: To create tasks from the

command line, lynn requires a TMR role of user as well as a policy region role
of admin, whether running the command from the server or from a client.
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wcrtadmin -1 Tynn@rs600024.itso.ral.ibm.com \
-1 1ynn@rs600020.itso.ral.ibm.com \
-r global,user \
@PolicyRegion:rs600024-region,admin \
-u lynn -g resident Tynn

Create the Task Library (wcrttlib) from root

werttlib General_Tasks rs600024-region

Create Task (wcrttask) Show_Filesystems from lynn

wcrttask -t Show_Filesystems -1 General Tasks -r user \
-c "Runs the df command to show Filesystems” \
-i default rs600024 /usr/bin/df

4.2.5 Executing the Task

Now that the task has been created, administrator lynn can try to execute it
lynn does this by double-clicking on the task icon, or by clicking on it with the
right mouse button and selecting Execute Task (see Figure 77 on page 94).
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Figure 77. Executing a Task

The resulting dialog is shown in Figure 78 on page 95. Default values can be
taken for the Execution Mode, Execution Parameters and Output Format, but you
have to supply values for Output Destination and Task Endpoints. In this case
we selected Display on Desktop as the Output Destination. We also selected one
machine from the available Task Endpoints.
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Figure 78. Execute Task Dialog

Next we click on Execute with the result shown in Figure 79.

Figure 79. Task Fails to Execute Due to Insufficient Authorization
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The fact that the task has failed may seem strange, given that it was
administrator lynn who created it. The reason she cannot execute the task is
because the task requires authorization of user and lynn has only admin. This
highlights the fact that the authorization roles are not a hierarchy, but a set of
individual roles. However, if we had not removed lynn's user authority on the
TMR, the task could be executed by lynn.

From root's desktop, add user to lynn's resource roles in the policy region (see
Figure 80).

Figure 80. Modifying the Policy Region Resource Roles

Or from the command line:
wsetadmin -r @PolicyRegion:rs600024-region,admin:user Tynn

Once lynn's desktop has been restarted, the task can now be executed, with the
result shown in Figure 81 on page 97.
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Figure 81. Successful Task Execution

Tasks can also be executed by dragging and dropping using the mouse. Hold
down the left mouse button on the Show_Filesystem (Task) icon and drag it over
one of the machines in the Policy Region window. Release the button to execute
the task on that node.

Although we did not find this specifically documented, we discovered that we
needed to add a TMR Role to administrator lynn to be able to use the drag and
drop facility. We found that an authorization of user was sufficient.

4.2.6 Administrator Roles Needed to Execute a Task
The Tivoli Platform User's Guide shows the authorization roles required to
perform all activities and can be referenced to gain a general understanding of
the requirements. However, we found that sometimes access to tasks using a
combination of authorization roles did not exactly give us the results we
expected (as the previous example demonstrates).

The following table shows the results of trying to run a task with different levels
of authorization for an administrator. There are three variables on the left side
of the table:

1. The role required to execute the task. This is the role defined when the task
was originally created (see Figure 76 on page 92).

2. The role held by the administrator over the TMR.
3. The role held by the administrator over the Policy Region.

The two columns on the right of the table show the result of trying to run the task
with these authorization roles. A value of Y means that the task execution was
successful, and N means that it failed.
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Role required TMR role Policy Region Execute from Execute from
by Task held by role held by Client Node Server Node
Administrator Administrator
user - - N/A N
user - user N/A Y
user - admin N/A N
user - user,admin N/A Y
user user - Y Y
user admin - N
user user,admin - Y Y
admin - user N/A N
admin - admin N/A Y
admin user - N N
admin user admin Y Y
admin admin - Y Y
admin admin user Y Y

This table can be summarized as follows:

Whatever the task requirement is set to, the same authorization must be set

for the Administrator.

The Administrator authorization can be at the Policy Region level or the TMR

level.

The admin level is not higher than the user level.

A TMR role is required to start the desktop from a client.

4.2.7 Executing a Task with Arguments from the Command Line
Both of the tasks we have created so far are simple operations, with no

requirement for arguments to be passed. How do we handle commands that
require a command line argument?
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If we are executing the task from the command line, the answer to this is
straightforward. For example, the wruntask command is used to execute the
Show_Filesystems task on managed node rs600024 from the command line:

wruntask -h rs600024 -t General_Tasks -1 Show_Filesystems

If we want to pass an argument to the command, we simply define it using the -a

flag. For example:

wruntask -h rs600024 -t General Tasks -1 Show Filesystems -a /tmp -a /

This command passes two arguments to the df command. These are the names

of the two filesystems for which to display statistics. The output from this
command will appear as shown in Figure 82 on page 99.
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[fiidasaddddssaaddsadadissaddaddssaddaddstagdiddssadddnd
Task Name: Show_Filesystems

Task Endpoint: rs600024 (ManagedNode)

Return Code: 0

------ Standard OQutput------

Filesystem 512-blocks Free %Used Iused %Iused Mounted on
/dev/hd3 24576 14504  41% 403 10% /tmp
/dev/hd4 40960 20872  50% 1313 13% /

------ Standard Error Output------
liddaasidadassddidasaiddsdaaaidisdapsidaddasaddassasddansd

Figure 82. Result of the Show_Filesystems Task with Arguments Supplied

See the Tivoli Platform Reference Guide or the man pages for all of the options
that can be set on the wruntask command.

4.2.8 Executing a Task with Arguments from the Desktop

To execute a task from the desktop, where the task requires arguments, we must
use the Task Library Language (TLL). This is a more advanced topic than
simple task creation, but it is not as complex as it may appear. We show an
example of using TLL in 15.1, “Using the Task Library Language (TLL)” on

page 455.
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Part 2. Deployment Applications
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Chapter 5. Tivoli/Courier

A primary issue in Information Technology is deployment management. It is
even more complicated by large, distributed networks with multiple operating
systems and applications. A successful deployment management solution
should be able to:

Configure machines running different operating systems, which are
geographically dispersed

Install software in a timely and efficient manner

Maintain software by performing frequent updates

Having the capability to remove software updates when required

Monitor the software and data to ensure that it is synchronized with other

systems

Existing deployment management solutions often fail to reduce the complexity of
heterogeneous and distributed environments.

Courier provides a means of managing and distributing software across a
multi-platform network including the machines listed below:

UNIX servers

NetWare servers

PCs running Windows

Windows NT servers

0S/2 servers and workstations

MSDOS workstations

Courier gives the administrator a centralized software management capability to
add new applications, update existing software with newer versions, and
synchronize software on distributed systems.

5.1 Courier Features

In this section, we discuss features and capabilities of Courier.

5.1.1 File Packages

Courier uses the concept of file packages to distribute software from a source
machine to target machines. A file package contains the information relating to
the files and directories that will be distributed, not the actual files and
directories. It also contains the necessary actions to be executed as part of the
distribution. For example, you may want to mount a CD-ROM to a drive on the
source machine before the distribution starts, because the files that you are
going to distribute are in the CD-ROM.

Since the actual files are not contained in the file package, it is possible to
change or update the files without changing the file package. The next time you
distribute the file package it will be distributing the updated files. A file package
is treated as a profile in Tivoli Management environment (TME).
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A Courier File Package is therefore different from a NetView DM Change File.

Courier lets you take a snapshot of a file package to create a file package block
or fpblock. The fpblock will contain all of the files and directories to be
distributed and any configuration programs required. Once the fpblock is
created, its content cannot be changed. This is similar to a NetView DM Change
File.

Once the file package has been created, you can then create the fpblock from
the command line only. Refer to the Tivoli/Courier Reference Manual & User's
Guide for a detailed description of the commands to manipulate the fpblock.

The commands are as follows:
wcrtfpblock to create an fpblock
wdistfpblock to distribute the fpblock
wrmfpblock to remove the fpblock

wcpfpblock to copy the fpblock from one TME node to another

So when should you use a file package instead of an fpblock? A file package
will allow you to dynamically change the files that you want to distribute without
the need to rebuild an fpblock every time. An fpblock will ensure that once you
have the file package, the contents will never change. This will enable you to
distribute identical copies of the file package to all targets at any time.

If you have a slow network connection between servers, such as a WAN, and
each server is connected by a LAN to many PC clients, you will distribute the
fpblock from the controlling TMR to each server. Then each server will manage
the installation of the fpblock to its PC managed nodes increasing the
performance of the distribution.

5.1.1.1 Source Host

The source host is where files and directories are kept for distribution. It must
be a UNIX managed node. A file package can only have one source host. The
source host can belong to any Tivoli Management Region (TMR). For example,
you can have your source host in one TMR and have your target machines in
some other TMR.

5.1.2 Nested File Packages
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A file package can contain other file packages in addition to having files and
directories. When a file package is being referred by another file package, then
it is called a nested file package.

When you distribute a file package that has files, directories and nested file
packages, you are distributing files and directories referred by the main file
package and nested file packages.

If you distribute a nested file package that does not have any file packages
included in it, only the files and directories referred by the nested file package
will be distributed.

It is also possible to create a file package that does not distribute any files or
directories, but only performs actions.
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5.1.3 File Package Operations
After you create a file package, you can distribute the file package to its
subscribers. Subscribers can be managed nodes, PC managed nodes, and other
profile managers. When you distribute the file package, the files specified in the
file package are actually distributed to the target systems.

5.1.3.1 Distribute

The Distribute operation will distribute the file package on the specified targets.
It will also trigger any before and after distribution programs contained in the file
package.

Courier supports only the push method of distributing file packages. To pull a file
package, you need to have Tivoli/UserLink installed on a Windows, Windows 95
or Windows NT and on the managed node. The pull method is not supported on
DOS, 0OS/2 or NetWare machines.

We did not investigate the usage of Tivoli/UserLink in our project. For more
information, see the Tivoli/UserLink User's Guide.

The distribution operation is similar to the NetView DM combined operation of
send and install. In NetView DM you can also specify removability=yes to save a
backup copy.

5.1.3.2 Remove

The remove operation will remove the file package on the specified targets. It
will also trigger any Before and After removing programs contained in the file
package.

The remove operation is similar to the NetView DM remove operation. In
NetView DM, the remove operation will restore the backup copy made during the
installation step.

5.1.3.3 Commit
The commit operation will run the commit program contained in the file package
on the specified target once the file package has been distributed.

The commit operation is similar to the NetView DM accept. In NetView DM, the
accept operation will erase the backup copy of the package making the changes
permanent.

5.1.4 Configuration Programs

When distributing a file package to a target node, it is possible to run
configuration programs on the target node:

Before or after distributing software

During a commit operation

Before or after removing file packages

If an error occurs on a target that stops the distribution or removal
The configuration programs could reside on the source host or on the target
node. If they reside on the source host, Courier copies them to a temporary area

in the target node before it runs. You do not have to include them as files to be
distributed in the package. After the execution, Courier will remove them from
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the target node. In addition, you can also execute configuration programs on the
source host:

Before distributing software to a target
After distributing software to a target

The configuration programs that need to run on the source host must reside on
the particular source host.

On UNIX, you can run any executable program (for example, shell script, C
program, and Perl script). On NetWare servers, you can run NetWare loadable
modules (NLMs) and .NCF files. On PCs, you can run executable programs
written as .BAT, .EXE, .COM or .CMD files.

These configuration programs are similar to the NetView DM Pre and Post
scripts.

You can create and update file packages using the TME desktop. Using the TME
desktop, you can define the following configuration programs:

Before distribution on target node

After distribution on target node

Before removal on target node

During commit on target node
If you want to define other configuration programs, you have to export the file
package to a text file, insert the parameters to define required programs, and
then import the text file to the file package. Even after updating the file package

using this method, you would not be able to see the additional information using
the TME desktop, but these additional configuration programs will be executed.

5.1.5 Import/Export File Packages
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You can export a file package to a text file and import a text file to a file package
in order to modify and customize the file package. This is useful when you have
a long list of files or nested file packages to distribute. It is also useful when you
want to create file packages with options that are not supported through the
dialog.

This means that you can create a file package using the dialog. But if you want
to have a program in the package run in case an error occurred during the
distribution, then the dialog does not allow you to specify such a program.
Therefore, you need to export the file package to a file, edit the file to add the
program that you want to run to the appropriate keyword (for example,
unix_on_error_prog_path) and then import the file package.

You can also import a standard component description file (CDF) into a file
package using the Application Management Specification (AMS) functionality of
Courier. AMS is produced by the Desktop Management Task Force (DMTF). The
AMS enables a developer to divide an application into components. Each
component contains a set of files that contain information about the application.
These application components are described by the developer using a set of
files, each of which is known as a component description file.

During our residency we did not use CDFs to update file packages.
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Note: To import a text file or a CDF to a file package, the file package must
exist within a profile manager. When you import a text file or CDF, the file
package will be updated.

The Tivoli/Courier import/export feature is similar to the NetView DM
import/export a profile feature.

5.1.6 WAN-Smart Capabilities

5.1.7 Security

Tivoli/Courier uses WAN-smart capabilities that reduce network traffic. The
capabilities include parallel distribution, fan-out and network bandwidth tuning.

5.1.6.1 Multiplexed Distribution

Tivoli/Courier performs distribution in parallel when distributing software to
multiple target machines. If endpoints reside in a remote TMR network,
Tivoli/Courier automatically makes the initial distribution to the TME server on
the target TMR. Then from that server a local distribution takes place on the
target machines. You can fine tune this feature to control the number of
simultaneous parallel distributions that should be initiated from each fan-out
server.

In order to take full advantage of those capabilities you need to set repeaters in
your network.

5.1.6.2 Network Bandwidth Tuning

In addition to using repeaters to conserve bandwidth, you can fine tune various
network parameters to control the percentage of network bandwidth used during
a distribution.

You can set values for repeater parameters such as disk space to use, maximum
amount of data to send, and maximum memory to be used by issuing the wrpt
command. Refer to the Tivoli Management Platform Reference Manual for a
detailed description of the command.

Tivoli/Courier functions within the TME authorization roles. To perform
operations within Tivoli/Courier, you need the required authorization role for the
task. To perform system administration operations within the TME, you need to
be a Tivoli administrator. Depending on what operations you are required to
perform, you can have one or more of the following roles:

Super

Senior
Admin
User

Install-product

5.1.7.1 Setting File Package Profiles

The following table lists the roles required to set up file package profiles:
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5.1.8 Resources

Table 8. Setting File Package Profiles

Operations

Context

Required Role

Install Tivoli/courier

Desktop view for root

super or install-product

Create or Clone a file
package

Profile manager

super or senior

View a file package

File Package

super ,user,admin or
senior

Subscribe resources to a
profile manager

Profile manager's policy
regions AND Subscriber's
policy region

super ,admin or senior

5.1.7.2 Defining and Deleting File Packages
The following table lists the roles required to define a file package by setting its
properties and to view a file package's configuration information:

Table 9. Defining and Deleting File Packages

properties

Operations Context Required Role
Export a file package File package super ,user,admin or
definition senior

Set or edit file package File package super or senior

Import a file package
definition or a CDF

File package

super or senior

Delete a file package

File package

super or senior

5.1.7.3 Performing File Package Operations
The following table lists the roles required to distribute a file package:

Table 10. Performing File Package Operations

Operations

Context

Required Role

Distribute a file package

Profile manager's policy
region AND Subscriber's
policy region

super ,admin or senior

Schedule a file package
distribution

Profile manager’s policy
region AND Subscriber’s
policy region

super ,admin or senior

Calculate the size of a file
package

Profile manager's policy
region

super ,admin or senior

Remove a file package
from a subscriber

File package

super ,admin or senior

Figure 83 on page 109 introduces all of the resources that are used by

Tivoli/Courier:
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Profile Manager

2 A container for profiles. Organizes, controls, and links sub-
scribers to profiles. Tivoli/Courier uses profile managers to
group file packages and link them with subscribers.

Policy Region

A special collecticn of resources that share one or more com-
mon policies. Tivoli’Courier uses pclicy regions as models to
reflect the range of hosts to which software might be distrib-
uted. As an example, there might be a policy region setup to
distribute software across organizational boundaties to all
company ccmputers.

Managed Node (server)
and
Managed Node (desktop)

A UNIX machine on which the Tivoli Management Environ-
ment and Tivoli/Courier has been installed. Tivoli’‘Courier

can use a managed node as the source or the target of a soft-
ware distribution.

PC Managed Node (server)
and
WINDOWS NT PC Managed Node (desktop)

A PC on which the appropriate Tivoli’Courier PC agent soft-
ware has been installed. Tiveli/Courier can use a PC man-
WINDOWS aged node as the target of a software distribution.

Figure 83. Tivoli/Courier Resources

5.2 Installation

You can install the Courier application from the TME desktop or command line.
In our setup, we used the TME desktop to install Courier.

5.2.1 Planning the Installation
Before you install Courier, you need to have Tivoli Management Platform
installed. Courier needs to be installed only on TMR servers and any UNIX
managed node that you are going to use as a Courier repeater. The installation
process for both servers and the repeaters are the same.

We installed Tivoli/Courier on TME servers rs600011 and rs60008.
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The installation process for Courier is similar to any other Tivoli product. It is
described in 2.5, “Product Installation” on page 40.

If you install Courier on a TMR server, you need to update managed resource
types of policy regions where you want to create Courier file packages. Also,
you need to update the notice group subscriptions for any administrators, if they
want to receive Courier notices.

5.3 Configuring Courier Distribution Environment

After having installed Tivoli/Courier on the TME servers it is necessary to
configure the distribution environment. Please refer to 2.1, “TME Management
Concept” on page 17 to view the Tivoli Management Region (TMR) structure
used in our project.

The following sections take you through the steps necessary to define a software
distribution environment.

5.3.1 Policy Regions

The policy regions Prod and SD are the default policy regions created when the
TME servers were installed.

We also created a policy region called SoftDist.

Note: It is important to clarify that it is not necessary to organize your
environment in the same fashion as we did. You do not need to create the
additional policy region SoftDist because you can use the default ones.

However, we created the new policy region to logically group all of the objects
related to software distribution.

Another reason could be that if the TMRs in your organization have the policy
regions organized by department, you might find it useful to maintain file
packages in a separate policy region. In this way, you can distribute software
across departmental boundaries to all company computers.

Please refer to 1.1.3, “Policy Regions” on page 5 on how to create and define
policy regions.

5.3.2 Network Distribution Environment

110

Once the TME servers have been installed, you also need to install TME on the
Managed Node and the PC Managed Node. Please refer to 2.4, “Installing the
TME Management Platform” on page 23 for a detailed description on how to
install TME on those nodes.

In our scenario we have two TMRs connected with a two-way connection:

Prod with server rs600011

SD with server rs60008
In both TMRs there are various nodes defined, since other Tivoli projects were
taking place at the same time at the ITSO. For software distribution purposes,

we use only server rs600011 from TMR Prod and all the other nodes from TMR
SD.

TME 10 Cookbook for AIX



Therefore, the following scenario will be used for software distribution:

< TMR-Prod

Server
AlX
rs60008

Managed Node
AlX
rs600012

PC Managed Node
Windows NT
; WTR05121

Managed Node
AIX
mercury

Figure 84. Software Distribution Scenario

5.3.2.1 Configuring Repeaters

Repeaters are machines that in a TMR receive and distribute data in parallel
with other machines. By default a repeater site is created on the TME server
when you install the platform. Therefore, rs600011 and rs60008 are already
defined as repeaters.

To facilitate highly efficient transmission of data across a variety of networks, the
TME provides the Multiplexed Distribution (MDist) service. MDist is used to
establish a hierarchy of distribution repeater servers, each of which is capable of
distributing data in parallel with a large number of clients.

For large TMRs or TMRs with slow links, additional repeaters can be defined to
increase the efficiency of data distribution.

A repeater is known as an intermediate node in NetView DM.
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In our environment we defined rs600012 as the repeater in TMR SD.

To define a repeater you have to:

1. Determine which machine is defined as the repeater by entering the
command wrpt from any managed node in the TMR. The output of the
command is:

rs600011 [1] wd- [default]
rs60008 [1] wd- [default]

These are the default repeaters created when TME was installed on the
servers.

2. List the machines in the range of rs600011 and rs60008 repeaters by entering
the command odadmin odlist from any managed node in the TMR. The output
of the command is:

. —

Region Disp Flags Port IPaddr  Hostname(s)
1525396064 1 ct- 94 9.24.104.123 rs600011.itso.ral.ibm.com
12 ct- 94 9.24.104.109 rs600010.itso.ral.ibm.com
15 ct- 94 9.24.104.152 venus.itso.ral.ibm.com
9

17 ct- 94 .104.249 rs600019.itso.ral.ibm.com

.24

18 ct- 94 9.24.105.31 sun.itso.ral.ibm.com
19 ct- 94 9.24.105.32 hp.itso.ral.ibm.com

2071979149 1 ct- 94 9.24.104.30 rs60008.itso.ral.ibm.com
3 ct- 94 9.24.104.27 rs60004.itso.ral.ibm.com
8 ct- 94 9.24.104.124 rs600012.itso.ral.ibm.com
9 ct- 94 9.24.104.117 mercury.itso.ral.ibm.com

N —

Please note that the output of the command shows only the managed node; it
does not show the PC managed node.

3. ldentify in the output list the value for the field Disp for the host or range of
hosts that the repeater must manage. In our case, we wanted to define
rs600012 as the repeater and define mercury as the host to be managed. The
Disp value for mercury is 9.

4. Therefore, to define the repeater, you need to enter the command:
wrpt -n rs600012 range=9 always

Note: The option always forces the distribution to go through the repeater
although the repeater has only one client. By default, if a repeater has only
one client, a distribution to that client goes directly to the client from the TME
server, bypassing the repeater. Since rs600012 has only one client defined,
we used the option always.

5. Enter the command wrpt from any managed node in the TMR to verify the
correct definition of the repeater. Now the output will be:

rs600011 [1] wd- [default]
rs60008 [1] wd- [default]
rs600012 [8] --a [9]

Refer to the Tivoli/Courier User's Guide and Tivoli Management Platform
Reference Manual for a complete description of the commands odadmin odlist
and wrpt.
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5.3.3 Create Profile Managers

Now you need to create several Profile Managers inside the SoftDist policy
region. These Profile Managers will be the folder of the nodes and file packages.

5.3.3.1 Create Profile Managers to Group Nodes and File Packages
We now define Profile Managers to contain the various type of machines and file
packages.

These Profile Managers are folders that will then be populated with nodes and
file packages. Therefore, you can define and organize them in the way that
would best suit your environment.

We created Profile Managers to group nodes such as AIX and Windows NT. We
also created Profile Managers to group file packages for AIX and Windows NT. It
is a good approach to create a Profile Manager for each platform type, since file
packages often contain platform-specific data.

1. From the desktop double-click on the SoftDist policy region. Then select
Create = > ProfileManager and fill in the name of the Profile Manager that
you want to create:

Figure 85. Create Profile Manager AIXMachs

2. Repeat the previous step for as many Profile Managers you intend to create.

3. After we created all of the Profile Managers, the following icons were
displayed in our policy region SoftDist:
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Figure 86. Policy Region SoftDist

5.3.3.2 Populate Profile Managers with Subscribers

For each Profile Manager that represents a different type of machine, you need
to add the nodes defined in your TMR that you want to target with software
distribution. These nodes are known as subscribers to the Profile Manager.

1. From the desktop double-click on the SoftDist Policy Region and to display
all of the Profile Managers previously created as shown in Figure 86.

2. Now double-click on the AIXMachs icon. The panel will not show any
subscribers at this stage.

3. To subscribe the AIX managed node, select Profile Manager = >
Subscribers . The TME displays the following dialog:

Figure 87. Subscribers to AIXMachs

All of the managed nodes and PC managed nodes available in the TMR are
listed in the panel.

4. Select all of the AIX managed nodes from the Available to become
Subscribers list. Then click on the left mouse button to move the managed
nodes to the Current Subscribers list. Then select the Set Subscriptions &
Close button to set and return to the Profile Manager window.
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Now the Profile Manager window will have listed all of the subscribers that
you have previously selected:

Figure 88. Profile Manager AIXMachs

5. Repeat the previous steps for all of the other Profile Managers to fully
populate the Profile Managers with all of the nodes in your network.

You could also drag subscriber icons onto the Profile Manager's icon view from
the managed node and PC managed node available in the TMR.

5.3.3.3 Populate Profile Managers of File Packages

For each Profile Manager that represents a different type of file package (for
example, AlX, OS/2 or Windows 95), you need to create the folders for each file
package that you intend to distribute. Creating the file package only creates the
object in which you include data to be distributed.

In our scenario, we show Profile Manager SD-AIX that will contain file packages
INed and AIX_mgm~2.1.

Once the Profile Package has been populated with all of the file packages, you
will also need to subscribe the Profile Manager's subscriber previously created
in 5.3.3.2, “Populate Profile Managers with Subscribers” on page 114.

1. From the desktop double-click on the SoftDist Policy Region. This will
display with all of the Profile Managers previously created (see Figure 86 on
page 114).
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2. Now double-click on the SD-AIX icon. The panel will not show any file
packages or subscribers at this stage.

3. To create a file package select Create = > Profile. The TME displays the
following dialog:

Figure 89. Create File Package INed in Profile SD-AIX

Enter the name of the File Package to create in the Name/lcon Label field
and then select FilePackage from the Type scrolling list. Then select the
Create & Close button to create the file package and return to the Profile
Manager window.

Note: The Tivoli/Courier User's Guide recommends that you include the
name and version of the file package, separated by the character ™ in the
profile name. Using this format enables Tivoli/Userlink to distinguish

between multiple versions of the same package. We did create the MQSeries

package using this naming convention but did not investigate the usage of
Tivoli/UserLink.

4. Repeat the previous steps for all of the other file packages that you intend to

create.

Now the Profile Manager window will have listed all of the file packages
created:
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Figure 90. SD-AIX Profile Manager

5. Now that all of the file packages are created for Profile Manager SD-AIX, you
need to create subscribers for the Profile Managers in order to perform
software distribution functions.

To do so, you can drag the Profile Manager icon that describes the
AlXMachs from the policy region. Then drop it into the icon of the Profile
Manager SD-AIX or perform the steps described in 5.3.3.2, “Populate Profile
Managers with Subscribers” on page 114. This section details subscribing
the platform-specific Profile Managers (in our case, AlXMachs).

6. After subscribing the AIXMachs Profile Manager the SD-AIX Profile Manager
will look as follows:
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Figure 91. SD-AIX Profile Manager

To summarize we can say that a file package is a TME resource that describes a
set of files and directories to be distributed. File packages are created in profile
managers, which in turn reside in policy regions.

Managed nodes or PC managed nodes and profile managers qualify as
subscribers. Subscribers need not be in the same policy region or even the
same TMR as the profile manager that contains the file package to be
distributed.

The following picture shows the relationship between those elements:
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Figure 92. Tivoli/Courier Elements

The configuration of the Courier distribution environment is now complete.

5.4 Packaging and Distributing Software
After having defined all of the profile managers as described in 5.3.3, “Create
Profile Managers” on page 113, it is now necessary to create and define
properties and program options for the file packages.
This chapter describes how to:
Plan the installation
Create the staging area for the source files

Define the file package properties, such as which files will be distributed and
what program options will run on the target machines

Create the program options
Log information and notification behavior about the file package distribution

How to distribute the file package to the target machines

We show three scenarios of file packages:
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INed Editor for AIX
MQSeries for AIX
MQSeries for NT

5.4.1 Create the INed File Package

120

The INed Editor package is available in installp image format.

5.4.1.1 Create the Staging Area for the Source Files
We used rs600011 as our source machine, so we copied the INed installp image
into:

/courier/images/aix/INed.usr.3.2.0.0

Courier will always read from the source machine when distributing a file
package. Therefore, if the software is available on CD-ROM, to avoid having to
mount a CD-ROM drive every time you want to distribute the file package, it is
recommended that you copy the image to a staging area.

5.4.1.2 Create the File Package Properties

You can define file package properties using the desktop, the command line, the
export/import capability or importing a component description file. Our scenario
uses the desktop.

1. From the SoftDist policy region double-click on the SD-AIX profile manager
previously created in 5.3.3.1, “Create Profile Managers to Group Nodes and
File Packages” on page 113.
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Figure 93. Profile Manager (SD-AIX)

2. Double-click on the INed file package. The TME displays the following
dialog:

Chapter 5. Tivoli/Courier 121



122

Figure 94. File Package Properties (INed - before)

The File Package Properties window shows the file package name, the
directories and files and the nested file packages to be included.

. Set the Source Host field of the file package.

Click on the Source Host... field to identify the name of the host on which the
file package source files reside. In our case, the host is rs600011.

—— Source Host

Only UNIX managed nodes are supported as source hosts.

. Set the Source Directories & Files field of the file package.

Click on Directories & Files... to identify the full path of the source files. In
our case, the path is:

/courier/images/aix/INed.usr.3.2.0.0

. Set the Log Information Options field to control the logging activity.

Select the Send to Courier notice group check box to have Courier post a
notice, which includes an indication of success or failure of the operation for
each target, to the Courier notice group when a file package operation
occurs.

Select the Send to log file on: check box to have Courier place log
information in the specified file when a file package operation occurs. An
entry is made to the log each time a file package is distributed, committed or
removed.
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In our project, we defined the Host... as rs600011 and the Path... as
/courier/logs/aix/INed.log

Log

You should set the Send to log file on check box. Otherwise, vital
information regarding the distribution operations will never be logged.

6. We then left the default in all of the other boxes.

The File Package Properties window will now look as follows:

Figure 95. File Package Properties (INed - after)

5.4.1.3 Create the File Package Platform-Specific Options
After defining the file package properties, define the platform-specific options of
the file package. In our example we defined UNIX file package options.

1. From the File Package Properties window shown in Figure 94 on page 122,
select Edit => Platform-Specific Options => UNIX Options... to display the
following panel:
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Figure 96. File Package UNIX Options (INed Before)

2.

Set the Destination Directory Path to the directory full path of the target to
which the file package is distributed. In our case we specified:

/usr/sys/inst.images

Set the Resolution of Links to determine how symbolic links are handled
during distribution and removal of file packages.

Select the Copy links as links radio button to create symbolic links to the
original files at the destination.

Set the Program Options using the Run a Program buttons.

These buttons display program options that enable you to run programs
(executable modules) or procedures, such as, C programs, shell scripts, and
Perl scripts, on subscribers before or after distributing, removing or
committing a file package.

The INed package needs the following program to be run:

After Distribution This is a script to install the package.
Upon Removal This is a script to remove the package.
During Commit This is a script to commit the package.

Figure 96 shows the Before Distribution Program option, which in our case
does not need to be set. This is because we do not have to run any program
on the target before distribution.

. When you select the After Distribution push button, the following dialog is

displayed:
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Figure 97. File Package UNIX Options (INed After)

7. Set the Get Program from field to specify the location of the program or
procedure.
Select the Source Host radio button to instruct Courier to copy the After
Distribution program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber after the
distribution. Next it removes each temporary file from each subscriber upon
completion.

8. Set the Enter Program Name field to the full path of the program to run After
Distribution. In our case it is:

/courier/images/aix/INed_After.sh

See 5.4.1.5, “Create Program Options” on page 132 for a detailed description
of this script.

9. When you select the Upon Removal push button, the following dialog is
displayed:
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Figure 98. File Package UNIX Options (INed Remove)

10.

11.

12.

Set the Get Program from field to specify the location of the program or
procedure.

Select the Source Host radio button to instruct Courier to copy the Upon
Removal program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber to perform the
removal. Next it removes each temporary file from each subscriber upon
completion.

Set the Enter Program Name field to the full path of the program to run upon
removal. In our case it is:

/courier/images/aix/INed_Remove.sh

See 5.4.1.5, “Create Program Options” on page 132 for a detailed description
of this script.

When you select the During Commit push button, the following dialog is
displayed:
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Figure 99. File Package UNIX Options (INed Commit)

13.

14.

15.

16.

Set the Get Program from field to specify the location of the program or
procedure.

Select the Source Host radio button to instruct Courier to copy the During
Commit program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber to perform the
commit. Next it removes each temporary file from each subscriber upon
completion.

Set the Enter Program Name field to the full path of the program to run
during commit. In our case it is:

/courier/images/aix/INed_Commit.sh

See 5.4.1.5, “Create Program Options” on page 132 for a detailed description
of this script.

—— Programs existence

Courier does not check for the existence of any of those programs on
either the source host or subscribers until software distribution time. If a
program is not found at that time, then an error will be logged.

Select the Set & Close button to apply all of the changes and close the File
Package UNIX Options windows.

Select the Save & Close button from the File Package Properties window to
apply all of the changes to the file package.
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5.4.1.4 Export/Import the File Package

We wanted to append to our log file /courier/logs/aix/INed.log on rs600011 all of
the notification related to the distribution, commit or removal operations
performed on the INed file package. Since the default for the notification is to
Replace the log file, we would lose any previous log information.

To achieve this, we must use the export/import facility and save the file package
properties in a text file known as the file package definition. The properties are
represented as keywords and lists. Once you export a file package, you can set
and modify the value of those keywords that are sometimes not available using
the dialog. Therefore, we need to modify the value of the keyword append_log in
the file package definition from n to y. You can then import the revised file
package definition into the file package. Refer to 5.1.5, “Import/Export File
Packages” on page 106 for more information.

1. From the SoftDist policy region double-click on the SD-AIX profile manager
previously created in 5.3.3.1, “Create Profile Managers to Group Nodes and
File Packages” on page 113.

offle Manager

Figure 100. Profile Manager (SD-AIX)

2. Double-click on the INed file package. The TME displays the following
dialog:
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Figure 101. File Package Properties (INed)

3. Select File Package = > Export... to display the following panel:
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Figure 102. Export File Package Definition

4. This dialog enables you to save the file package definition to a text file.

Set the Hosts field to rs600011 and the Path Name field to the file
/courier/fpd/INed.

5. Select Export & Close to save the file package definition and to close the
dialog.

6. Using an editor, open the /courier/fpd/INed file and modify the keyword
append_log=n to append_log=y:
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#*TFP-v2.02 Tivoli Filepack (version v2.02)
postproc=

preproc=
do_checksum=
do_compress=
modifiers=0
default_dest=
default_mtime=
rm_empty dirs=n
stop_on_error=y
descend_dirs=n
keep_paths=n
rm_extraneous=n
follow_links=n
create_dirs=y
skip_older_src=n
no_overwrite=n
backup_fmt=
1ist_path=
nested_first=n
src_relpath=
file_cksums=n
unix_platform_prefix=/usr/sys/inst.images
nw_platform prefix=
dos_platform_prefix=
win_platform_prefix=
post_notice=y
mail_id=
Tog_host=rs600011
Tog_file=/courier/logs/aix/INed.log
append_log=y

—

7. From Figure 101 on page 129, select File Package
the following panel:

—J

= > Import... to display

Figure 103. Import File Package Definition
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8. This dialog enables you to import the file package definition into the file
package.

Set the Hosts field to rs600011 and the Path Name field to the file
/courier/fpd/INed

9. Select Import & Close to immediately import the file package definition and
to close the dialog.

5.4.1.5 Create Program Options
After having defined the file package properties, it is necessary to create the
program options. See 5.1.4, “Configuration Programs” on page 105 for more
information on program options.
Those scripts will be stored in the source host rs600011 under the directory:
/courier/images/aix

We need to invoke the AIX command installp in order to install, remove and
commit the INed product. Therefore, we wrote three scripts:

1. INed_After.sh - To Install the INed package

2. INed_Remove.sh - To Remove the INed package

3. INed_Commit.sh - To Commit the INed package

Note: We intend to distribute the INed file package to an AIX 3.2.5 system.
Therefore, the scripts were written according to the behavior of installp in an AIX
3.2.5, which is different from an AlX 4.1 system.

The following are the listings of the scripts:

#1/bin/ksh
/etc/installp -qaFXd/usr/sys/inst.images INed 3.2.0.0 > /tmp/INed.log 2>&1
exit 0

Figure 104. The INed_After.sh script

#1/bin/ksh
/etc/installp -u INed 3.2.0.0 > /tmp/INed.log 2>&1
exit 0

Figure 105. The INed_Remove.sh script

#1/bin/ksh
/etc/installp -cX INed 3.2.0.0 > /tmp/INed.log 2>&1
exit 0

Figure 106. The INed_Commit.sh Script
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5.4.2 Software Distribution of INed

You can now distribute the INed file package to its subscribers. This chapter
describes how to:

Distribute INed from rs600011 to target rs600012
Remove INed from target rs600012
Commit INed on target rs600012
As previously described in 5.3.2.1, “Configuring Repeaters” on page 111,

rs600012 is a managed node defined as a repeater and it is managed by rs60008.
Both of those nodes belong to TMR SD.

We will start the Distribution from the TMR Prod whose server is rs600011.
Therefore, the INed File Package will be distributed through the path shown in
the following picture:

< TMR-Prod

Server
AlX
rs60008

Managed Node
AlX
rs600012

Figure 107. Distribution Path for the INed File Package
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5.4.2.1 Distribute the File Package for INed

To distribute a file package you can use drag and drop, dragging the file
package icon and dropping it into a managed node or a profile manager, the
command line or the desktop.

We show a scenario using the desktop:

1. From the SoftDist policy pegion double-click on the SD-AIX profile manager.

Figure 108. Profile Manager (SD-AIX)

2. Double-click on the INed file package icon to display the windows:
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Figure 109. File Package Properties (INed)

3. Select File Package = > Distribute... to display the following panel:
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Figure 110. Distribute File Package (INed)

4. Set the Distribution Type field from the available list.

Select Distribution Only to distribute only the file package. Any specified
commit programs are not run during this operation.

. Set the Distribution Options field to control which files in the file package are

distributed.

Select Distribute all entries to distribute all files and directories in the file
package.

. Fill the Distribute File Package To scrolling list with the subscribers to which

you want the file package distributed.

You can choose the subscribers from the Available Subscribers list and
move them to the Distribute File Package To list using the arrow button.

In our case AlXMachs is the profile manager in the Available Subscribers
list. Therefore, we double-click on the profile manager, which is prefixed by
the character + to display all of the managed nodes that subscribe to the
profile manager. We then select rs600012.
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Figure 111. Distribute File Package (INed with Subscriber)

7. Select Distribute & Close to begin distributing the file package to target
rs600012.

Note: The dialog will not be dismissed until the distribution is complete. If
the distribution fails for any of the subscribers, a pop-up dialog is displayed
to inform you which subscribers failed distribution.

Now Courier will send from the source to the target any source directories
and files specified. Then it will start the After Distribution script specified in
the file package.

Once the distribution is complete, you can check the distribution result by
looking at the primary desktop panel, which will list in the Operation Status the
software distribution activities:
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Figure 112. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the file package properties in 5.4.1.2, “Create the File
Package Properties” on page 120.

The file /courier/logs/aix/INed.log on rs600011 will contain the following
messages:

File Package: "INed”

Operation: install (m=5)

Finished: Tue Aug 13 17:53:02 1996

Source messages:

<none>

rs600012: SUCCESS

temp script: unix_after: /tmp/unix_afterG5Lc5RCAAA
temp script: unix_commit: /tmp/unix_commitG5Lc5RCAAB
temp script: unix_removal: /tmp/unix_removalG5Lc5RCAAC
starting script: /tmp/unix_afterG5Lc5RCAAA

script complete: status=0

— —J

We have also specified in the File Package Properties dialog the Send to Courier
notice group option, so that the Courier Notice group will include notice
messages for file package operations.

1. From the primary desktop select the Notices icon to display the Read Notices
menu.
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Figure 113. Read Notices

2. Select the Courier option as shown in Figure 113. Then select the Notice
message as shown in Figure 114.

Figure 114. Notice Group Messages (Courier)
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Also the INed_After.sh script redirected the installp output to file /tmp/INed.log
on the target machine. Therefore, you can check how the installp went by
looking at the file on the target machine (in our case, rs600012).

—

"

installp: Applying software for the "usr” part of the product

INed 3.2.0.0.

installp Summary

Name Fix Id Part Event Result State

INed.obj USR APPLY SUCCESS ~ APPLIED

—

5.4.2.2 Remove the File Package for INed

After a file package has been distributed on a target, it can be removed using
the Remove function. The remove operation will remove any files that were
previously distributed and also trigger any Before or After distribution program.

Note that Courier does not perform any check if the package was previously
distributed on the target since it does not have any history associated with the
file package.

1. From the SoftDist policy region double-click on the SD-AIX profile manager.

Figure 115. Profile Manager (SD-AIX)
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2. Double-click on the INed file package icon to display the panel shown in
Figure 115.

Figure 116. File Package Properties (INed)

3. Select File Package = > Remove from Hosts... to display the following
panel:

Figure 117. Remove File Package (INed)
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4. Fill in the Remove File Package From scrolling list with the subscribers from

which you want to remove the file package.

You can choose the subscribers from the Available Subscribers list and
move them to the Remove File Package From list using the arrow button.

In our case we have AlXMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. Then select rs600012:

Figure 118. Remove File Package (INed from Subscriber)

5. Select Remove & Close to remove the file package from the subscriber

rs600012.

Note: The dialog will not be dismissed until the removal is complete. If the
removal fails for any of the subscribers, a pop-up dialog is displayed to
inform you on which subscribers the remove failed.

Now Courier will start the Upon Removal script specified in the file package
and then will remove from the target any source directories and files
previously distributed.

—— Remove Options

Using the dialog you can only specify the Upon Removal script, which will
be invoked only before the removal operation. If you want to run an after
removal script, you need to export the file package, modify it, and then
import it again. See 5.1.5, “Import/Export File Packages” on page 106 for
more details.

Once the removal is complete, you can check the operation result by looking at
the primary desktop panel, which will list the software distribution activities in
the Operation Status field.
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Figure 119. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the file package properties in 5.4.1.2, “Create the File
Package Properties” on page 120.

The file /courier/logs/aix/INed.log on rs600011 will contain the following
messages:

File Package: "INed”

Operation: uninstall (m=1)

Finished: Tue Aug 13 18:04:25 1996

Source messages:

<none>

rs600012: SUCCESS

temp script: unix_after: /tmp/unix_afterG5Lc5RCAAA
temp script: unix_commit: /tmp/unix_commitG5Lc5RCAAB
temp script: unix_removal: /tmp/unix_removalG5Lc5RCAAC
starting script: /tmp/unix_removalG5Lc5RCAAC

script complete: status=0

We have also specified in the File Package Properties panel the Send to Courier
notice group option, so that the Courier Notice group will include notice
messages for file package operations.
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The installation of this software is described in 5.4.2.1, “Distribute the File
Package for INed” on page 134.

Also the INed_Remove.sh script redirected the installp output to the
/tmp/INed.log file on the target machine. Therefore, you can check how the
installp went by looking at the file on the target machine (in our case, rs600012).

—. -

installp: Rejecting software for the "usr” part of the product
INed.obj 3.2.0.0.

installp Summary

Name Fix Id Part Event Result State

INed.obj USR REJECT SUCCESS ~ AVAILABLE

— —J

5.4.2.3 Commit the File Package for INed

The Commit operation will only trigger the During Commit script contained in the
file package in the specified target. It is important clarify that the Commit
operation does nothing more than execute the Commit program. Note that
Courier does not perform any check if the package was previously distributed on
the target since it does not have any history associated with the file package.

1. From the SoftDist policy region double-click on the SD-AIX profile manager.

oflle Manager

Figure 120. Profile Manager (SD-AIX)
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2. Double-click on the INed file package icon to display the panel shown in
Figure 121 on page 145.

Figure 121. File Package Properties (INed)

3. Select File Package = > Distribute... to display the following panel:
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Figure 122. Distribute File Package (INed)

4. Set the Distribution Type field from the available list.

Select the Commit Only radio button to run only the specified commit
program on each subscriber.

5. Fill in the Distribute File Package To scrolling list with the subscribers on
which you want to commit the file package.

You can choose the subscribers from the Available Subscribers list and
move them to the Distribute File Package To list using the arrow button.

In our case, we have AlXMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select rs600012.
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Figure 123. Commit File Package (INed with Subscriber)

to commit the file package on the target rs600012.
If the

6. Select Distribute & Close

Note: The dialog will not be dismissed until the commit is complete.
commit fails for any of the subscribers, a pop-up dialog is displayed to
inform you which subscribers failed distribution.

Now Courier will start the During Commit script specified in the file package.

Once the commit is complete, you can check the operation result by looking at
the primary desktop panel, which will list the software distribution activities in

the Operation Status field.
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Figure 124. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options field when we created the file package properties in 5.4.1.2, “Create the
File Package Properties” on page 120

The file /courier/logs/aix/INed.log on rs600011 will contain the following
messages:

File Package: "INed”

Operation: install (m=6)

Finished: Tue Aug 13 18:43:25 1996

Source messages:

<none>

rs600012: SUCCESS

temp script: unix_after: /tmp/unix_afterG5Lc5RCAAA
temp script: unix_commit: /tmp/unix_commitG5Lc5RCAAB
temp script: unix_removal: /tmp/unix_removalG5Lc5RCAAC
starting script: /tmp/unix_commitG5Lc5RCAAB

script complete: status=0

— —J

We have also specified in the File Package Properties panel the Send to Courier
notice group option, so that the Courier notice group will include notice
messages for file package operations.
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Check the Notices as previously described in 5.4.2.1, “Distribute the File Package
for INed” on page 134.

Also the INed_Commit.sh script redirected the installp output to the
/tmp/INed.log file on the target machine. Therefore, you can check how the
installp went by looking at the file on the target machine (in our case, rs600012).

. —

n

installp: Committing software for the
INed 3.2.0.0.

usr” part of product

installp Summary

Name Fix Id Part Event Result State

INed.obj USR COMMIT SUCCESS COMMITTED

— —J

5.4.3 Create the MQSeries for AIX File Package

The MQSeries for AlIX is an IBM product that provides application programming
services that let application programs communicate with each other using
message queues. For more information, refer to MQSeries for AIX System
Management Guide, SC33-1373.

The MQSeries for AIX package is available in installp image format.

5.4.3.1 Planning the Installation
A good practice is to identify all of the activities and actions needed to install the
product and possibly group them into:

Before Distribution

After Distribution

Commit

Remove
The following prerequisite steps are necessary before installing MQSeries for
AlX. They will be coded in the Before Distribution script.

Check that the machine has 80 MB free in the /usr filesystem.

Check that the machine has 20 MB free in the /var filesystem.

Create the mgm group.

Create users mgm and o0s2 and associate them to the group mgm.
First Failure Support Technology for AlX (referred to in this book as FFST/6000) is

used to identify and analyze software events. FFST/6000 is an IBM licensed
program that improves availabilty for IBM software applications by providing:

Immediate software event notification
First failure data capture for software events
Automated event tracking and management

FFST events are unlike MQSeries events. FFST events occur when software
probes embedded in the MQSeries product code are triggered as specific
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conditions are met. These conditions are included in MQSeries for AIX code to
assist with problem determination.

FFST is a corequisite to MQSeries for AlIX installation. At installation time,
MQSeries checks to determine whether or not FFST exists on your system and, if
so, at what level.

FFST is supplied with MQSeries for AIX and is installed with MQSeries unless
FFST/6000 is already installed at a current level on your system. For more
information, refer to MQSeries for AIX System Management Guide, SC33-1373.

Therefore, it must also be installed on the AIX machine together with MQSeries
for AIX. Once the installation of FFST/6000 and MQSeries is complete, other
steps are necessary in order to initialize MQSeries for AlIX. They will be coded in
the After Distribution script.

Invoke installp to install FFST/6000 and MQSeries.

Create the message queue manager and define it as the default queue
manager, using the command:

crtmgm -q QMGRNAME
Start the default queue manager, using the command:
strmgm
Initialize the queue manager invoking the script:
runmgsc -e < /usr/Tpp/mgm/samp/amgscoma.tst
Append in /etc/services the following line:
MQSeries 1414/tcp # for MQSeries
Append in /etc/inetd.conf the following line:
MQSeries stream tcp nowait mgm /usr/lpp/mgm/bin/amgcrsta amgcrsta
Refresh inetd to make the changes available, using the command:

refresh -s inted
Before FFST/6000 and MQSeries are removed some additional steps are
necessary. They will be coded in the Upon Removal script.

Stop the queue manager, using the command:
endmgm QMGRNAME

Wait and then delete the queue manager, using the command:
dTtmgm QMGRNAME
Invoke installp to remove FFST/6000 and MQSeries.
5.4.3.2 Create the Staging Area for the Source Files
The images needed to install the MQSeries for AIX are as follows:
FFST/6000
DynaText Browser
MQSerier

Since the source host we used was rs600011, we copied the installp images into:
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/courier/images/aix/mgm.obj
/courier/images/aix/epwl2l.bff
/courier/images/aix/dtextbrw.obj

5.4.3.3 Create the File Package Properties

1. From the SoftDist policy region double-click on the SD-AIX profile manager
previously created in 5.3.3.1, “Create Profile Managers to Group Nodes and
File Packages” on page 113.

Figure 125. Profile Manager (SD-AIX)

2. Double-click on the AIX_mgm "2.1 file package. The TME displays the
following dialog:
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Figure 126. File Package Properties (MQSeries)

The File Package Properties panel shows the file package name, the
directories and files, and the nested file packages to be included.

Set the Source Host field of the file package.

Select the Source Host... push button to identify the name of the host on
which the file package source files resides (for our project, rs600011).

—— Source Host

Only UNIX managed nodes are supported as source hosts.

Set the Source Directories & Files field of the file package.

Select the Directories & Files... push button to identify the full path of the
source files:

/courier/images/aix/dtextbrw.obj
/courier/images/aix/epwl2l.bff
/courier/images/aix/mgm.obj

Set the Log Information Options field to control the logging activity.

Select the Send to Courier notice group check box to have Courier post a
notice, which includes an indication of success or failure of the operation for
each target, to the Courier notice group when a file package operation
occurs.
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Select the Send to log file on: check box to have Courier place log
information in the specified file when a file package operation occurs. An
entry is made to the log each time a file package is distributed, committed or
removed.

For our project, we defined the host to be rs600011 and the path to be
/courier/logs/aix/mgm.log.

Log

You should select the Send to log file on check box. Otherwise, vital
information regarding the distribution operations will never be logged.

6. We then left the defaults in all of the other boxes.

The File Package Properties panel now looks as follows:

Figure 127. File Package Properties (MQSeries)

5.4.3.4 Create the File Package Platform-Specific Options
After defining the file package properties, define the platform-specific options of
the file package. In our example we defined UNIX file package options.

1. From the File Package Properties panel shown in Figure 126 on page 152
select Edit => Platform-Specific Options => UNIX Options... to display the
following panel:
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Figure 128. File Package UNIX Options (MQSeries Before)

2. Set the Destination Directory Path to the directory full path of the target to

which the file package is distributed. In our case, we specified:
/usr/sys/inst.images

Set the Resolution of Links to determine how symbolic links are handled
during distribution and removal of file packages.

Select the Copy links as links radio button to create symbolic links to the
original files at the destination.

Set the Program Options using the Run a Program buttons.

These buttons display options that enable you to run programs or
procedures, such as, C programs, shell scripts, and Perl scripts, on
subscribers before or after distributing, removing or

The MQSeries package needs the following program to be run:

Before Distribution This is a script to check and create the environment.

After Distribution This is a script to install the package and run some
commands.

Upon Removal This is a script to run some commands and remove the
package.

Now we need to set the Before Distribution Program options on Figure 128.

Set the Get Program from field to specify the location of the program or
procedure.

Select the Source Host radio button to instruct Courier to copy the Before
Distribution program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber after the
distribution and remove each temporary file from each subscriber upon
completion.
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6.

Set the Enter Program name field to the full path of the program to run
Before Distribution. In our case it is:

/courier/images/aix/befmgm.sh

See 5.4.3.5, “Create Program Option” on page 157 for a detailed description
of this script.

Select the Skip distribution to a host on a  non-zero exit code of program
check box, since we are running a Before script that checks for disk
availability on the target machine.

This will allow you to skip the distribution to the subscriber if the script fails
and return a non-zero exit code. See 5.4.3.5, “Create Program Option” on
page 157 for a detailed description of this script.

When you select the After Distribution button, the following dialog is
displayed:

Figure 129. File Package UNIX Options (MQSeries After)

9.

10.

Set the Get Program from field to specify the location of the program or
procedure.

Select the Source Host radio button to instruct Courier to copy the After
Distribution program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber after the
distribution and remove each temporary file from each subscriber upon
completion.

Set the Enter Program name field to the full path of the program to run After
Distribution. In our case it is:

/courier/images/aix/aftmgm.sh

See 5.4.3.5, “Create Program Option” on page 157 for a detailed description
of this script.
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11. When you select the Upon Removal button, the following dialog is displayed:

Figure 130. File Package UNIX Options (MQSeries Remove)

12.

13.

14.

15.

Set the Get Program from field to specify the location of the program or
procedure.

Select the Source Host radio button to instruct Courier to copy the Upon
Removal program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber to perform the
remove and remove each temporary file from each subscriber upon
completion.

Set the Enter Program name field to the full path of the program to run upon
removal. In our case it is:

/courier/images/aix/remmgm.sh

See 5.4.3.5, “Create Program Option” on page 157 for a detailed description
of this script.

—— Program 's existence

Courier does not check for the existence of any of those programs on
either the source host or subscribers until the time of software
distribution. If a program is not found at that time, then an error will be
logged.

Select Set & Close to apply all of the changes and close the File Package
UNIX Options window.

Select Save & Close from the File Package Properties window to apply all of
the changes to the file package.
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5.4.3.5 Create Program Option

After having defined the file package properties, it is necessary to create the
program options. See 5.4.3, “Create the MQSeries for AlIX File Package” on
page 149 for a complete description of the requirements for the program
options.

Those scripts will be stored on the source host rs600011 under the directory:

/courier/images/aix

Now we need to check the disk space. Invoke the AIX utility installp in order to
install and remove the MQSeries for AIX product and also run some commands.
Therefore, we write three scripts:

1. befmgm.sh - to run some Pre-Install commands
2. aftmgm.sh - to install the MQSeries package
3. remmgm.sh - to remove the MQSeries package

Note: We intend to distribute the MQSeries file package to an AIX 4.1 system.
Therefore, the scripts were written according to the behavior of installp in an AIX
4.1, which is different from an AIX 3.2.5 system. The differences are due to the
design of the ODM database. When installing a new level of a product on an AlIX
4.1 system, the status is always set to COMMIT in the ODM database. For this
reason we do not show a commit scenario for the MQSeries. To remove the
MQSeries it will then be necessary to invoke the UNINSTALL, which will remove
the COMMITTED software.

Figure 131 gives a listing of the scripts.

#!/bin/ksh
#check that /usr has 80 Mb available and that /var has 20 Mb available

usr_needed=80000
var_needed=20000

usr_ava="df -k /usr | awk '/\/usr/ {print($3)} "
var_ava="df -k /var | awk '/\/var/ {print($3)} "

if [[ $usr_ava -le $usr needed ||
$var_ava -le $var needed ]]
then
echo "MQS94001 : $(hostname) Not enough space in /usr or /var file
systems. The installation is aborted.” >> /tmp/mgm.1og
exit 1
fi

mkgroup ' -A" mgm

mkuser groups="mgm' admgroups="mgm mqm
mkuser groups='mgm' admgroups='mgm’ 0s2
exit 0

Figure 131. The MQSeries befmgm.sh Script
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#!/bin/ksh

cd /usr/sys/inst.images
/usr/sbin/inutoc .

/usr/sbin/installp -gagXd/usr/sys/inst.images dtext 2.3.0.1.all
epw 1.2.1.0.a11 mgm 2.2.1.0.al11 > /tmp/mgm.log 2>&1

if [[ $? -ne 0 ]]
then
echo "MQS94002 : $(hostname) installp failed. Installation
aborted.” >> /tmp/mgm.Tog
exit 1
fi

crtmgm -q QMGRNAME >> /tmp/mgm.log 2>&1
if [[ $? -ne 0 ]]
then
echo "MQS94003 : $(hostname) Create Queue Manager failed” >>
/tmp/mgm. Tog
exit 1
fi

strmgm >> /tmp/mgm.log 2>&1
if [[ $? -ne 0 ]]
then
echo "MQS94004 : $(hostname) Start Queue Manager failed” >>
/tmp/mgm. Tog
exit 1
fi

runmgsc -e < /usr/1pp/mgm/samp/amgscoma.tst >> /tmp/mgm.log 2>&1
echo "MQSeries 1414/tcp # for MQSeries” >> [etc/services

echo "MQSeries stream tcp  nowait mgm /usr/lpp/mgm/bin/amgcrsta
amgcrsta” >>/etc/inetd.conf

refresh -s inetd >> /tmp/mgm.log 2>8&1

echo "MQS94000 : $(hostname) Installation completed successfully” >>
/tmp/mam. 1og

exit 0

Figure 132. The MQSeries aftmgm.sh Script
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#1/bin/ksh
endmgm QMGRNAME >> /tmp/mgm.log 2>&1

if [[ $? -ne 0 ]]
then
echo "MQS94005 : $(hostname) End Queue Manager failed. Remove
aborted.” >> /tmp/mgm.Tog
exit 1
fi

"

echo "Delay 2 minutes for queue manager to end....” >> /tmp/mgm.1og

sleep 120

d1tmgm QMGRNAME >> /tmp/mgm.log 2>&1
if [[ $? -ne 0 1]
then
echo "MQS94006 : $(hostname) Delete Queue Manager failed. Remove
aborted.” >> /tmp/mgm.Tog
exit 1
fi

rmuser -p 0S2
rmuser -p mgm
rmgroup mgm

/usr/sbin/installp -uX dtext.brwsr.obj 2.3.0.1 epw.adm 1.2.1.0 epw.bin 1.
2.1.0 epw.doc 1.2.1.0 epw.kext 1.2.1.0 epw.Tib 1.2.1.0 mgm.De DE 2.2.1.0

mgm.Es ES 2.2.1.0 mgm.Fr FR 2.2.1.0 mgm.Ja_JP 2.2.1.0 mgm.aix_client 2.2.
1.0 mgm.base 2.2.1.0 mgm.books 2.2.1.0 mgm.dt_client 2.2.1.0 mgm.dtext_bo
0ks.2.1.0 mgm.runtime 2.2.1.0 mgm.samples 2.2.1.0 mgm.server 2.2.1.0 > /t
mp/mgm.Tog 2>&1

if [[ $? -ne 0 ]]
then
echo "MQS95007 : $(hostname) installp failed during uninstall” >>
/tmp/mgm. Tog
exit 1
fi

echo "MQS95008 : $(hostname) Remove completed successfully” >>
/tmp/mam. 1og
exit 0

Figure 133. The MQSeries remmqgm.sh Script

5.4.4 Software Distribution of MQSeries for AlX

You can now distribute the MQSeries for AlIX file package to its subscribers. This
chapter describes how to:

Distribute MQSeries from rs600011 to target mercury

Remove MQSeries from target mercury
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As previously described in 5.3.2.1, “Configuring Repeaters” on page 111,
mercury is a managed node. It is managed by rs600012, which is defined as a
repeater. Both of those nodes belong to TMR SD.

We will start the distribution from the TMR Prod whose server is rs600011. Only
one copy of the MQSeries file package will be distributed through the path
shown in the following picture:

ha

{ TMR-Prod

Server
AlX
rs60008

Managed Node
AlX

rs600012
(repeater)

Managed Node
AlIX
mercury

Figure 134. Distribution Path for the MQSeries for AIX File Package

5.4.4.1 Distribute the File Package for MQSeries

To distribute a file package you can use drag and drop, dragging the file
package icon and dropping it into a managed node or a profile manager, the
command line or the desktop.

We show a scenario using the desktop:

1. From the SoftDist policy region double-click on the SD-AIX profile manager.
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Figure 135. Profile Manager (SD-AIX)

2. Double-click on the AIX_mgm ~2.1 file package icon to display the windows:
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Figure 136. File Package Properties (MQSeries)

3. Select File Package = > Distribute... to display the following panel:

162 TME 10 Cookbook for AIX



Figure 137. Distribute File Package (MQSeries)

4. Set the Distribution Type from the available list.

Select Distribution Only to distribute only the file package. Any specified
commit programs are not run during this operation.

5. Set the Distribution Options to control which files in the file package are
distributed.

Select Distribute all entries to distribute all files and directories in the file
package.

6. Fill in the Distribute File Package To scrolling list with the subscribers to
which you want to distribute the file package.

You can choose the subscribers from the Available Subscribers list and
move them to the Distribute File Package To list using the arrow button.

In our case we have AlXMachs as the Profile Manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select mercury .
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Figure 138. Distribute File Package (MQSeries with Subscriber)

7. Select Distribute & Close to begin distributing the file package to the target
mercury.

Note: The dialog will not be dismissed until the distribution is complete. If
the distribution fails for any of the subscribers, a pop-up dialog is displayed
to inform you which subscribers failed distribution.

Now Courier will start the Before Distribution script specified in the file
package. Then it will send from the source to the target any source
directories and files specified.

If the Before Distribution script completes successfully, then Courier will start
the After Distribution script. If the Before Distribution exits with a return
code other than zero, then Courier will stop the distribution.

Once the distribution is complete, you can check the distribution result by
looking at the primary desktop panel, which will list the software distribution
activities in the Operation Status field.
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Desktop  Edit  Miew Create Help

Softlist Scheduler

Find Mextf Find p11f

E ~Operation Status?

Distributing File Package AL¥_mam™2,1
Distribution of File Package ATX_mgn"2.1 completed successfully

Figure 139. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options field when we created the file package properties in 5.4.3.3, “Create the
File Package Properties” on page 151.

The file /courier/logs/aix/imgm.log on rs600011 will contain the following
messages:

File Package: "AIX mgm*2.1"

Operation: install (m=1)

Finished: Thu Aug 15 19:24:27 1996
Source messages:

<none>

mercury: SUCCESS

temp script: unix_before: /tmp/unix_V0s.Ma
temp script: unix_after: /tmp/unix_VEs.Mb
temp script: unix_removal: /tmp/unix_VHs.Mc
starting script: /tmp/unix_VEs.Ma

script complete: status=0

— —J

We have also specified in the File Package Properties panel the Send to Courier
notice group option, so that the Courier Notice group will include notice
messages for file package operations.

1. From the primary desktop select the Notices icon to display the Read Notices
menu.
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Figure 140. Read Notices

2. Select the Courier option as shown in Figure 140. Then select the Notice
message as shown in Figure 141.

Figure 141. Notice Group Messages (Courier)
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The mgm.sh script redirects the all script output to the /tmp/mgm.log file on the
target machine. Therefore, you can check the script results by looking at the file

on the target machine (in our case, mercury):

—

AMQ8006:
AMQ8010:
AMQ8014:
0513-095

Installation Summary

adm

dtext_books
dtext_books

NN R R EFERFRENDRDRNRNNNDNDNRDNRDNDMNDMNDNDNDMNDMNDNDNDDND NN
RN WRNRMNRNRMNDMNRDNRNRDNRNDNDNRDNRDNRDNDNDNDNDNDMNDNDRNDNDN NN

PO RRFR R R RFRRRRRRERRRRRR B2 2§92 2 92 3 92 9=
OFRP OO0 OO0 O0ODODODODODODOODODODODODOOCDOOOOO

1.
created.
started.

.samples 2.2.1.0
.runtime 2.2.1.0
.server
.dt_client
.books
.base
.aix_client
.Ja_dJpP
.Fr_FR
.Es_ES
.De_DE
.samples
.runtime
.server
.dt_client
.books
.base
.aix_client
.Ja_Jp
.Fr_FR
.Es_ES
.De_DE

.1ib

.kext

.doc

.bin

epw.
dtext.brwsr.obj
mam.
mgm.
MQSeries queue manager
MQSeries queue manager
MQSeries queue created.

MQSeries process created.

MQSeries channel created

The request for subsystem refresh was completed successfully.
Installation completed successfully

0

USR
USR
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
ROOT
USR
USR
USR
USR
USR
USR
USR
ROOT

APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY
APPLY

Result

SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS
SUCCESS

—

5.4.4.2 Remove the File Package for MQSeries
After a file package has been distributed on a target, it can be removed using
the Remove function. The remove operation will remove any files that were

previously distributed and also trigger any Before or After distribution program.

Note that Courier does not perform any check if the package was previously

distributed on the target since it does not have any history associated with the
file package.

1. From the SoftDist policy region double-click on the SD-AIX profile manager.
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Figure 142. Profile Manager (SD-AIX)

2. Double-click on the AIX_mgm ~2.1 file package icon to display the panel
shown in Figure 143 on page 169.
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Figure 143. File Package Properties (MQSeries)

3. Select File Package = > Remove from Hosts... to display the following panel:

Figure 144. Remove File Package (MQSeries)

4. Fill in the Remove File Package From scrolling list with the subscribers from
which you want to remove the file package.
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You can choose the subscribers from the Available Subscribers list and
move them to the Remove File Package From list using the arrow button.

In our case we have AlXMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select mercury .

Figure 145. Remove File Package (MQSeries from Subscriber)

5. Select the Remove & Close push button to remove the file package from the

subscriber mercury.

Note: The dialog will not be dismissed until the removal is complete. If the
removal fails for any of the subscribers, a pop-up dialog is displayed to
inform you on which subscribers the remove failed.

Now Courier will start the Upon Removal script specified in the file package
and then will remove from the target any source directories and files
previously distributed.

—— Remove Options

Using the Dialog you can only specify the Upon Removal script, which
will be invoked only before the removal operation. If you want to run an
after removal script, you need to export the file package, modify it, and
then import it again. See 5.1.5, “Import/Export File Packages” on

page 106 for more details.

Once the removal is complete, you can check the operation result by looking at
the primary desktop panel, which will list the software distribution activities in
the Operation Status field.
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Figure 146. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the file package properties in 5.4.3.3, “Create the File
Package Properties” on page 151.

The file /courier/logs/aix/imgm.log on rs600011 will contain the following
messages:

File Package: "AIX mgm*2.1"

Operation: uninstall (m=1)

Finished: Thu Aug 15 19:35:00 1996
Source messages:

<none>

mercury: SUCCESS

temp script: unix_before: /tmp/unix_V0s.Ma
temp script: unix_after: /tmp/unix_VEs.Mb
temp script: unix_removal: /tmp/unix_VHs.Mc
starting script: /tmp/unix_VHs.Mc

script complete: status=0

We have also specified in the file Package properties the Send to Courier notice
group option, so that the Courier notice group will include notice messages for
file package operations.
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The installation of this software is described in 5.4.4.1, “Distribute the File
Package for MQSeries” on page 160:

Figure 147. Notice Group Messages (Courier)

Also the mgm.sh script redirects the all script output to the /tmp/mgm.log file on
the target machine. Therefore, you can check the script results by looking at the
file on the target machine (in our case, mercury).
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Installation Summary

Name Level Part Event Result
epw.adm 1.2.1.0 USR DEINSTALL  SUCCESS
epw.bin 1.2.1.0 USR DEINSTALL  SUCCESS
epw.doc 1.2.1.0 USR DEINSTALL  SUCCESS
epw. kext 1.2.1.0 USR DEINSTALL  SUCCESS
epw.lib 1.2.1.0 USR DEINSTALL  SUCCESS
mgm.De DE 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.De DE 2.2.1.0 USR DEINSTALL  SUCCESS
magm.Es_ES 2.2.1.0 ROOT DEINSTALL  SUCCESS
magm.Es_ES 2.2.1.0 USR DEINSTALL  SUCCESS
mam.Fr_FR 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.Fr_FR 2.2.1.0 USR DEINSTALL  SUCCESS
mqm.Ja_dJP 2.2.1.0 ROOT DEINSTALL  SUCCESS
mqm.Ja_dJP 2.2.1.0 USR DEINSTALL  SUCCESS
mgw.aix_client 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.aix_client 2.2.1.0 USR DEINSTALL  SUCCESS
mgm.base 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.base 2.2.1.0 USR DEINSTALL  SUCCESS
mam. books 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm. books 2.2.1.0 USR DEINSTALL  SUCCESS
mgm.dt_client 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.dt_client 2.2.1.0 USR DEINSTALL  SUCCESS
mgm.dtext_books 2.2.1.0 ROOT DEINSTALL  SUCCESS
mqm.dtext_books 2.2.1.0 USR DEINSTALL  SUCCESS
mgm.samples 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.samples 2.2.1.0 USR DEINSTALL  SUCCESS
mgm. server 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm.server 2.2.1.0 USR DEINSTALL  SUCCESS
dtext.brwsr.obj 2.3.0.1 USR DEINSTALL  SUCCESS
mam. runtime 2.2.1.0 ROOT DEINSTALL  SUCCESS
mgm. runtime 2.2.1.0 USR DEINSTALL  SUCCESS
Remove completed successfully

5.4.5 Create the MQSeries for NT File Package

The MQSeries for NT is an IBM product that provides application programming
services that let application programs communicate with each other using
message queues. For more information,refer to MQSeries for Windows NT
System Management Guide, SC33-1643.

The MQSeries for NT package is available as a self-extracting EXE file.

5.4.5.1 Planning the Installation
One good practice is to identify all of the activities and actions needed to install
the product and possibly group them into:

Before Distribution
After Distribution
Commit
Remove
First it will be necessary to distribute the self-extracting file to the NT machine.

Then we will need to perform the following steps coded in the After Distribution
script.
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Extract from the self-extracting file the directory structure of the MQSeries
installable image, using the command:

nt200cd -d
Delete the self-extracting file to gain space.

Invoke the unattended install using a response file, with the command:
setup /r: C:\WTR05121.RSP

Once the MQSeries for NT is installed, we must initialize and set the MQSeries
default objects. These steps will be coded in the Commit script:

Create the queue manager, using the command:
crtmgm /q QMNAME

Start the default queue manager, using the command:
strmgm QMNAME

Create the system and default objects, using the command:
runmgsc < C:\MQM\MQSC\AMQSCOMA.TST > DEFOBJ.OUT

To remove the MQSeries, some additional steps are necessary. These steps will
be coded in the Upon Removal script:

Stop the queue manager, using the command:
endmgm QMNAME

Wait and then invoke the Uninstall program, using the command:
UNinstMQ /f

5.4.5.2 Create the Staging Area for the Source Files
rs600011 is used as the source host and the self-extracting file needed to install
the MQSeries for NT is copied into:

/courier/images/nt/nt200cd.exe

Together with the self-extacting files, it will also be necessary to distribute the
response file for the unattended installation. Some utilities for NT needed to run
the configuration .BAT files. All of them are also stored in:

/courier/images/nt/WTR05121.bat

/courier/images/nt/sleep.exe
/courier/images/nt/win32gnu.d11

5.4.5.3 Create the File Package Properties

1. From the SoftDist policy region double-click on the SD-AIX profile manager
previously created in 5.3.3.1, “Create Profile Managers to Group Nodes and
File Packages” on page 113.
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Figure 148. Profile Manager (SD-NT)

2. Double-click on the NT_mgm 2.0 file package. The TME displays the
following dialog:
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Figure 149. File Package Properties (MQSeries NT)
The File Package Properties panel shows the file package name, the
directories and files, and nested file packages to be included.

3. Set the Source Host of the file package.

Select the Source Host... option to identify the name of the host on which the
file package source files resides (in our case, rs600011).

—— Source Host

Only UNIX managed nodes are supported as source hosts.

4. Set the Source Directories & Files of the file package.

Select the Directories & Files... option to identify the full path of the source
files. In our case, they were:

/courier/images/nt/nt200cd.exe
/courier/images/nt/sleep.exe
/courier/images/nt/win32gnu.d11
/courier/images/nt/WTR05121.rsp

5. Set the Log Information Options to control the logging activity.

Select the Send to Courier notice group check box to have Courier post a
notice, which includes an indication of success or failure of the operation for
each target, to the Courier notice group when a file package operation
occurs.
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Select the Send to log file on: check box to have Courier place log
information in the specified file when a file package operation occurs. An
entry is made to the log each time a file package is distributed, committed or
removed.

In our case we defined the host to be rs600011 and the path to be
/courier/logs/nt/mgm.log.

Log

It is very important to set the Send to log file on check box. Otherwise,
vital information regarding the distribution operations will never be
logged.

6. We then left the defaults in all of the other boxes.

The File Package Properties window will now look as follows:

Figure 150. File Package Properties (MQSeries NT)

5.4.5.4 Create the File Package Platform-Specific Options
After defining the file package properties, define the platform-specific options of
the file package. In our example, we defined Windows NT file package options.

1. From the File Package Properties window shown in Figure 126 on page 152,
select Edit => Platform-Specific Options => Windows NT Options... to
display the following panel:
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Figure 151. File Package Windows NT Options (MQSeries Before)

2. Set the Destination Directory Path to the directory full path of the target to
which the file package is distributed. In our case we specified:

C:\
3. Set the BAT/EXE/COM Options using the Run a Script buttons.

These buttons display options that enable you to run configuration programs,
which includes .BAT and .EXE files on subscribers before or after
distributing, removing or committing a file package.

The MQSeries for NT package needs the following program to be run:

After Distribution This is a .BAT to extract the directory from the
self-extracting file and run the unattended installation
using a response file.

During Commit This is a .BAT to configure the Queue Manager
environment.

Upon Removal This is a .BAT to end the Queue Manager and Uninstall
the product.

4. Now we need to set the After Distribution option.
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5. When you select the After Distribution push button, the following dialog is
displayed:

Figure 152. File Package Windows NT Options (MQSeries After)

6. Set the Get /BAT/EXE/COM file from field to specify the location of the
program or procedure.

Select the Source Host radio button to instruct Courier to copy the After
Distribution program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber after the
distribution and remove each temporary file from each subscriber upon
completion.

7. Set the Enter /BAT/EXE/COM file name field to the full path of the program to
run After Distribution. In our case it was:

/courier/images/nt/aftmgm.bat

See 5.4.5.5, “Create Program Options” on page 182 for a detailed description
of this .BAT.
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8. Select the Reboot Machine button on the bottom part of the panel because
MQSeries for NT requires you to shut down and restart the computer after
the installation.

9. When you select the Upon Removal button, the following dialog will be
displayed:

Figure 153. File Package Windows NT Options (MQSeries Remove)

10. Set the Get BAT/EXE/COM file from field to specify the location of the
program or procedure.

Select the Source Host radio button to instruct Courier to copy the Upon
Removal program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber to perform the
remove and remove each temporary file from each subscriber upon
completion.

11. Set the Enter BAT/EXE/COM file name field to the full path of the program to
run upon removal. In our case it is:

/courier/images/nt/remmgm.bat
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See 5.4.5.5, “Create Program Options” on page 182 for a detailed description
of this .BAT.

12. Select the Reboot Machine button on the bottom part of the panel because
MQSeries for NT requires you to shut down and restart the computer after
the Uninstall is completed.

13. When you select the During Commit button, the following dialog is displayed:

Figure 154. File Package Windows NT (MQSeries Commit)

14. Set the Get BAT/EXE/COM file from field to specify the location of the
program or procedure.

Select the Source Host radio button to instruct Courier to copy the During
Commit program from the source host to a temporary file on each
subscriber. It will then run the programs on each subscriber to perform the
commit and remove each temporary file from each subscriber upon
completion.

15. Set the Enter BAT/EXE/COM file name field to the full path of the program to
run during commit. In our case it is:

/courier/images/nt/commgm.bat

Chapter 5. Tivoli/Courier 181



182

See 5.4.5.5, “Create Program Options” on page 182 for a detailed description
of this .BAT.

—— Programs existence

Courier does not check for the existence of any of those programs on
either the source host or subscribers until the time of software
distribution. If a program is not found at that time, then an error will be
logged.

16. Select the Set & Close button to apply all of the changes and close the File
Package Windows NT Option window.

17. Select the Save & Close button from the File Package Properties window to
apply all of the changes to the file package.

5.4.5.5 Create Program Options

After having defined the file package properties, it is necessary to create the
program options. See 5.4.3, “Create the MQSeries for AlIX File Package” on
page 149 for a complete description of the requirements for the program
options.

Those scripts will be stored in the source host rs600011 under the directory:
/courier/images/nt

In order to install the MQSeries for NT, we need to extract from the

self-extracting .exe file the directory structure. Then delete the self-extracting

file to gain space and install the product using the unattended installation
method. This will be coded in the After Installation program.

Once the installation is complete, we then need to initialize the MQSeries for NT
environment. To do so we will use a Commit program and finally we will code a
Remove program to uninstall the MQSeries, as follows:

1. aftmgm.bat - To Install the MQSeries package
2. commgm.bat - To Commit the MQSeries package

3. remmgm.bat - To Remove the MQSeries package

Figure 155 gives a list of the .BAT files:

c:
cd c:\

nt200cd -d

del nt200cd.exe

c:\setup\En_US\setup /r: c:\wtr05121.rsp

Figure 155. The MQSeries NT aftmqgm.bat File
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c:

cd c:\

crtmgm /q QMNAME

sleep 10

strmgm QMNAME

sleep 10

runmgsc < c:\mgm\mgsc\amgscoma.tst > defobj.out
sleep 10

del c:\image\*.* /q

rmdir image

Figure 156. The MQSeries NT commqgm.bat File

c:

cd c:\

endmgm QMNAME
sleep 60
UninstMQ /f

Figure 157. The MQSeries NT remmgm.bat File

Following is also the response file that we used to install the MQSeries in
unattended mode.

kkkkhkkhkhkkhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkhkhkkhkhkkkk

MQSeries for Windows NT from IBM
Sample installation response file.

This is a sample installation response file which can be used
in conjunction with SETUP.EXE (the program used to install
MQSeries) to perform unattended installation of components of
MQSeries.

£ % Sk %k 3k %k F %
L

SOURCE

* *
* *
* Specifies the path for the file directory where the installation *
* image resides. *
* *

SOURCE=c:\image

kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhkhkhhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkhkhkkhkhkkkk

* FILE

Specifies the path for the file directory where the code for
MQSeries will be installed.

E o I
* X ok X F

kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhhkhhhkhkhkhkhkhkhkhhkhkhkhkhkhhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkhkhkkhkhkkkk

FILE=c:\mgm
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* Specifies the path for the work directory where data files for *

* MQSeries will be stored. *
* *

kkkkhkkhkhkkhkhkhhhkhkhkhhkhkhkhkhhhkhkhhkhkhkhkhhkhkhkhkhkhhhkhkhhkhkhkhkhkhkhkhkhkhkhkkhkhkhkkhkhkkkk

WORK=c: \mgm

Specifies the name of an installable component of MQSeries.
Valid parameters:

Base product and Server
Desktop Clients

Online Information
Toolkit

Windows NT Client

E I I R G I
E I R T I

kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhkhkhhkhkhkhkhkhhkhkhkhhkhkhkkhkhkhkkhkhkkkk

COMP=Base product and Server
* COMP=Desktop Clients
* COMP=0OnTline Information
* COMP=Toolkit

COMP=Windows NT Client

CFGUPDATE

Specifies whether the registry is automatically updated.

AUTO automatically updates the registry

* *
* *
* *
* *
* Valid parameters: *
* *
* *
* MANUAL does not update the registry *
* *

CFGUPDATE=AUTO

kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhkhkhkhkhkhhkhkhkhkhhkhkhkhhkhkhkhkhkhhkhkhkhkhkhhhkhkhhkhkhkkhkhkhkkhkhkkkk

OVERWRITE

Specifies whether to overwrite files automatically during
installation.

Valid parameters:

YES
NO

R R S R

OVERWRITE=NO
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5.4.6 Software Distribution of MQSeries for NT
You can now distribute the MQSeries for NT file package to its subscribers. This
chapter describes how to:
Distribute MQSeries from rs600011 to target WTR05121
Commit MQSeries on target WTR05121

Remove MQSeries from target WTR05121

WTRO05121 is a PC managed node and is managed by the rs60008 server. Both
of those nodes belong to TMR SD. Please refer to 2.4.5, “Installing PC Managed
Node as TME Client” on page 31 on how to install and configure a PC managed
node.

We will start the Distribution from the TMR Prod whose server is rs600011. The
MQSeries for NT file package will be distributed through the path shown in the
following picture:

{ TMR-Prod

Server
AlX
rs60008

PC Managed Node
Windows NT
. WTRO05121

Figure 158. Distribution Path for the MQSeries for NT File Package
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5.4.6.1 Distribute the File Package for MQSeries NT

To distribute a file package you can use drag and drop, dragging the file
package icon and dropping it into a managed node or a profile manager, the
command line or the desktop.

We show a scenario using the desktop:

1. From the SoftDist policy region double-click on the SD-NT profile manager.

Figure 159. Profile Manager (SD-NT)

2. Double-click on the NT_mgm 2.0 file package icon to display the panel
shown in Figure 160 on page 187.
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Figure 160. File Package Properties (MQSeries NT)

3. Select File Package = > Distribute... to display the following panel:
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Figure 161. Distribute File Package (MQSeries NT)

4. Set the Distribution Type from the available list.

Select Distribution Only to distribute only the file package. No specified
commit programs are run during this operation.

5. Set the Distribution Options to control which files in the file package are
distributed.

Select Distribute all entries to distribute all files and directories in the file
package.

6. Fill in the Distribute File Package To scrolling list with the subscribers to
which you want to distribute the file package.

You can choose the subscribers from the Available Subscribers list and
move them to the Distribute File Package To list using the arrow button.

In our case we have NTMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select WTR05121.
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Figure 162. Distribute File Package (MQSeries NT with Subscriber)

7. Select the Distribute & Close button to begin distributing the file package to
target WTR05121.

Note: The dialog will not be dismissed until the distribution is complete. If
the distribution fails for any of the subscribers, a pop-up dialog is displayed
to inform you which subscribers failed distribution.

Now Courier will send from the source to the target any source directories
and files specified and then it will start the After Distribution program
specified in the file package.

Once the distribution is complete, you can check the distribution result by

looking at the primary desktop panel, which will list the software distribution
activities in the Operation Status field.
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Figure 163. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the file package properties in 5.4.5.3, “Create the File
Package Properties” on page 174.

The file /courier/logs/nt/mgm.log on rs600011 will contain the following
messages:

File Package: "NT_mgm*2.0"

Operation: install (m=6)

Finished: Mon Aug 19 16:32:20 1996
Source messages:

<none>

WTR05121: SUCCESS

temp script: nt_after: C:\TEMP\nt_a2.bat
temp script: nt_commit: C:\TEMP\nt_c3.bat
temp script: nt_removal: C:\TEMP\nt_r4.bat
starting script: C:\TEMP\nt_a2.bat
"C:\TEMP\nt_a2.bat’ script complete: status=0

—

We have also specified in the File Package Properties panel the Send to Courier
notice group option, so that the Courier notice group will include notice
messages for file package operations.
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From the Primary Desktop select the Notices icon to display the Read Notices
menu. Then select the Courier option and the Notice message:

G,

Figure 164. Notice Group Messages (Courier)

If you observe the NT server panel, it will display the MQSeries Installation panel
in progress. Once the installation is completed, it will reboot as instructed by
Courier with the Reboot machine After Distribution button set in 5.4.5.4, “Create
the File Package Platform-Specific Options” on page 177.

5.4.6.2 Commit the File Package for MQSeries NT

The Commit operation will only trigger the During Commit program contained in
the file package in the specified target. It is important to clarify that the commit
operation is nothing else than executing the Commit program. Note that Courier
does not perform any check if the package was previously distributed on the
target since it does not have any history associated with the file package.

1. From the SoftDist policy region double-click on the SD-NT profile manager.
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Figure 165. Profile Manager (SD-NT)

2. Double-click on the NT_mgm 2.0 file package icon to display the panel
shown in Figure 166 on page 193.
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Figure 166. File Package Properties (MQSeries NT)

3. Select File Package = > Distribute... to display the following panel:
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Figure 167. Distribute File Package (MQSeries NT)

4. Set the Distribution Type from the available list.

Select Commit Only to run only the specified commit program on each
subscriber.

5. Fill in the Distribute File Package To scrolling list with the subscribers on
which you want to commit the file package.

You can choose the subscribers from the Available Subscribers list and
move them to the Distribute File Package To list using the arrow button.

In our case we have NTMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select WTR05121.
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Figure 168. Commit File Package (MQSeries NT with Subscriber)

6. Select the Distribute & Close button to commit the file package on the target
WTRO05121.
Note: The dialog will not be dismissed until the commit is complete. If the
commit fails for any of the subscribers, a pop-up dialog is displayed to
inform you which subscribers failed distribution.

Now Courier will start the During Commit script specified in the file package.

Once the commit is complete, you can check the operation result by looking at
the primary desktop panel, which will list the software distribution activities in

the Operation Status field.
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Figure 169. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the File package properties in 5.4.5.3, “Create the File
Package Properties” on page 174.

The file /courier/logs/nt/mgm.log on rs600011 will contain the following
messages:

File Package: "NT_mgm*2.0"

Operation: install (m=6)

Finished: Mon Aug 19 16:48:16 1996
Source messages:

<none>

WTR05121: SUCCESS

temp script: nt_after: C:\TEMP\nt_a2.bat
temp script: nt_commit: C:\TEMP\nt_c3.bat
temp script: nt_removal: C:\TEMP\nt_r4.bat
starting script: C:\TEMP\nt c3.bat
"C:\TEMP\nt_c3.bat’ script complete: status=0

—

We have also specified in the File Package Properties panel the Send to Courie
notice group option, so that the Courier notice group will include notice
messages for file package operations.
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Select the Notices as previously described in 5.4.6.1, “Distribute the File Package
for MQSeries NT” on page 186:

Figure 170. Notice Group Messages (Courier)

G,

Also the commqgm.bat file invoked a MQSeries command to create the system
and default objects. The output of this command is redirected in the file
C:\DEFOBJ.OUT on the target machine. Therefore, you can view the output of the
MQSC command by looking at the file on the target machine (in our case,
WTR05121):

—

Starting MQSeries Commands.

AMQ8006:
AMQ8010:
AMQ8014:
AMQ8006:

21 MQSC

MQSeries queue created.

MQSeries process created.
MQSeries channel created.

MQSeries queue created.
commands read.

0 commands have a syntax error.
0 commands cannot be processed.

—
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5.4.6.3 Remove the File Package for MQSeries NT

After a file package has been distributed on a target, it can be removed using
the Remove function. The remove operation will remove any files that were
previously distributed and also trigger any Before or After distribution program.

Note that Courier does not perform any check if the package was previously
distributed on the target since it does not have any history associated with the
file package.

1. From the SoftDist policy region double-click on the SD-NT profile manager.

Figure 171. Profile Manager (SD-NT)

2. Double-click on the NT_mgm 2.0 file package icon to display the windows:
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Figure 172. File Package Properties (MQSeries NT)

3. Select File Package = > Remove from Hosts... to display the following panel:

Figure 173. Remove File Package (MQSeries NT)

4. Fill in the Remove File Package From scrolling list with the subscribers from
which you want to remove the file package.
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You can choose the subscribers from the Available Subscribers list and
move them to the Remove File Package From list using the arrow button.

In our case we have NTMachs as the profile manager in the Available
Subscribers list. Therefore, we double-click on the profile manager, which is
prefixed by the character + to display all of the managed nodes that
subscribe to the profile manager. We then select WTR05121.

Figure 174. Remove File Package (MQSeries NT from Subscriber)

5. Select the Remove & Close button to remove the file package from the

subscriber WTR05121.

Note: The dialog will not be dismissed until the remove is complete. If the
remove fails for any of the subscribers, a pop-up dialog is displayed to
inform you on which subscribers the remove failed.

Now Courier will start the Upon Removal script specified in the file package
and then will remove from the target any source directories and files
previously distributed.

—— Remove Options

Using the dialog you can only specify the Upon Removal script, which will
be invoked only before the removal operation. If you want to run an after
removal script, you need to export the file package, modify it, and then
import it again. See 5.1.5, “Import/Export File Packages” on page 106 for
more details.

Once the removal is complete, you can check the operation result by looking at
the primary desktop panel, which will list the software distribution activities in
the Operation Status field.
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Figure 175. Desktop with Operation Status Messages

You also need to check the log file that we specified in the Log Information
Options when we created the file package properties in 5.4.5.3, “Create the File
Package Properties” on page 174.

The file /courier/logs/nt/mgm.log on rs600011 will contain the following
messages:

File Package: "NT_mgm*2.0"

Operation: uninstall (m=1)

Finished: Mon Aug 19 17:52:08 1996
Source messages:

<none>

WTR05121: SUCCESS

temp script: nt_after: C:\TEMP\nt_a2.bat
temp script: nt_commit: C:\TEMP\nt_c3.bat
temp script: nt_removal: C:\TEMP\nt_r4.bat
starting script: C:\TEMP\nt_r4.bat
"C:\TEMP\nt_r4.bat' script complete: status=0
uninstall: C:\nt200cd.exe: Not found

Note: The log reports c:\nt200cd.exe: Not found because Courier tries to remove
the file previously distributed. The file was already deleted by our Commit
program to gain space. Therefore, we can ignore the message.
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We have also specified in the File Package Properties panel the Send to Courier
notice group option, so that the Courier notice group will include notice
messages for file package operations.

Select the Notices as previously described in 5.4.6.1, “Distribute the File Package
for MQSeries NT” on page 186:

Figure 176. Notice Group Messages (Courier)

If you observe the NT server panel, the Uninstall program will be invoked and
the MQSeries icon will be removed from the panel. Then once the uninstall is
completed, it will reboot as instructed by Courier with the Reboot machine After
Removal button set in 5.4.5.4, “Create the File Package Platform-Specific
Options” on page 177.

5.5 Problems Encountered

In this section, we describe some of the problems we observed and what we did
to correct these problems.

5.5.1 During Installation of Courier

202

Courier 3.0 requires Tivoli Management Platform (TMP) 3.0.1 installed on the
TMR server or the managed node. Courier installation process will not check the
version of TMP installed. If you attempt to install Courier 3.0 on a machine
where you have only TMP 3.0 installed, the product installed dialog will display
some error messages as shown in Figure 177 on page 203.
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Figure 177. Product Install Dialog with Error Messages

To recover from this, you need to restore the system from a backup tape and
install the service pack for TMP before you install Courier 3.0, or re-install TMP
3.0 from scratch, apply the service pack for TMP then install Courier 3.0.

5.5.2 Trying to Move a Managed Node from One TMR to Another

We wanted to move managed nodes from TMR Prod to TMR SD but without
success. We had to delete the managed node from TMR Prod and remove the
TME product from the machine.

Then we had to reinstall the TME product on the machine again, and connecting
as an administrator in the TMR SD, we had to create the managed nodes again.
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Chapter 6. Tivoli/Inventory

Tivoli Inventory Management provides information about hardware and software
inventory on PCs and UNIX systems using the TME configuration repository and
the TME profile structure; this information is stored in a central database. A TME
administrator has the ability to view the inventory information for any node
within the TME framework using the Tivoli Desktop GUI or command line
interface (CLI).

Before we begin to install and customize the inventory application, we discuss
the inventory terminology used in this section:

Scanning The process performed by the agent code to retrieve the
inventory information and send this information to the
database server.

MIF The inventory stores the information using the Desktop
Management Interface (DMI) in the Management
Information Format (MIF). This is an ASCII file that can be
accessed using other utilities.

Inventory Profiles These are the profiles defined within the TME framework.
Signatures The software signatures identify the application package

details on the client machines.

The Tivoli/Courier and Tivoli/lnventory integration allows the query functions to
use information about each node to select the appropriate endpoints from a list
of subscribers during a Tivoli/Courier distribution. In managing a large network
with different machine configurations, the query function is helpful in using the
information about which nodes meet prerequisite requirements for software
distribution.

Administrators can use Tivoli/Inventory along with TME tasks to track
unauthorized changes in hardware or software configuration. All of these tasks
can be handled from one central management desktop.

See Chapter 7, “Tivoli/Courier and Tivoli/Inventory Interoperability” on page 249
for an example of how to gain full advantage of Tivoli/lnventory by combining it
with Tivoli/Courier.

The Tivoli/Inventory examples covered in this section include the following
platforms:

AIX 3.2.5 and 4.1

HP-UX 9.05

SunOS 5.3

MS Windows 3.11, Windows NT and Windows 95
At the time this book was written, the inventory product had the following
restrictions:

No OS/2 scanning support

Only hardware inventory support for UNIX managed nodes (very limited)
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For these reasons, we have concentrated on implementing Tivoli/Inventory for
the PC managed nodes, with little discussion relating to the UNIX and NetWare
servers. For an up-to date list of the supported platforms, see the
Tivoli/lnventory User's Guide and Tivoli/lnventory Release Notes.

6.1 Tivoli/Inventory Components

The Tivoli/lnventory application is divided up into the following five main
components:

The inventory server component which resides on the TME server

The PC inventory scanning component which must be installed on every PC
for scanning purposes

The UNIX inventory scanning component which must be installed on UNIX
workstations for scanning purposes

The control file data store component for managing PC system configuration

The TME configuration repository component used with the TME application
programming interface to define tables for storing inventory data on a
database server

6.1.1 Tivoli/Inventory Server Component

The server component consists of a number of profiles controlled by profile
managers. A profile contains all instructions to scan inventory from the managed
nodes.

When the inventory profile is created by the administrator, the instructions
contained in the profile determine the behavior of the scanning software, for
example, the file name extensions, the file names searched for, and whether to
re-scan the inventory or just retrieve a previous copy of the inventory
Management Information Files (MIFs).

6.1.2 PC Inventory Scanning Component

The PC inventory scanning component is used to scan PC workstations to
discover hardware, software and configuration files. This component describes
the client part of inventory management software and must be installed on every
PC that will be scanned for its inventory.

6.1.3 UNIX Inventory Scanning Component

The UNIX inventory component resides on a UNIX workstation to discover the
hardware and software environment of the workstation. The inventory data is
sent back to the server component to be stored in a database. This component
describes the client part of inventory management software and must be
installed on every UNIX-based node that is scanned for inventory data.

6.1.4 Control File Data Store Component

206

When Tivoli/Inventory performs a scan, files are stored in a repository in the
TME database directory on the managing node where the PC managed node is
connected. The files reside in a version control system and can serve as backup
copies.

TME 10 Cookbook for AIX



6.1.5 TME Configuration Repository Component

This component resides on the database server and defines the tables and fields
where the software and hardware information is stored. The TME server
communicates with the database module that acts as interface between RDBMS
and the rest of the Tivoli/Inventory components.

6.2

6.2.1

Installation

The prerequisites for installing the Tivoli/Inventory application are described
below:

The Tivoli Management Platform (TMP) must be installed and running.
All PCs that will be scanned require a supported TCP/IP stack.
The TME PC Agent must be installed on each of the PCs.

A relational database management system (RDBMS) must be installed on a
server within the TME. The databases currently supported are ORACLE and
SYBASE.

TME managed nodes for each UNIX system and PC managed nodes for each
PC system should be created.

In our project, we installed ORACLE 7.1.6 as our database. We recommend about
360 MB of DASD for the core database plus an additional 500 KB for each node's
inventory data.

Installing the RDBMS

The relational database management system (RDBMS) should be installed
before installing the Tivoli/Inventory application. You are asked to enter
database environment variables during the Tivoli/lnventory installation.

If there is already a supported database system on your server, contact your
database administrator for the required parameters, as they might be different
from those we have chosen.

The following steps are required to install Oracle. In our project, the TMR server
was on a RS/6000 (rs600011).

1. Create dba and oper groups, by typing the following:

# mkgroup ' -A" dba
# mkgroup ' -A" oper

2. Create a user named oracle:
# mkuser pgrp='dba’ groups='dba' home='/home/oracle’ oracle

3. Create an ORACLE_HOME directory. We decided to use /usr/local/oracle.
This directory needs about 310 MB of disk space.

4. Change the owner and group of that directory to oracle and group dba.
Change the permissions to rwxr-xr-x, as follows:

# chown oracle /usr/local/oracle
# chgrp dba /usr/local/oracle
# chmod 755 /usr/local/oracle

5. Create a bin directory. We chose /usr/1bin. Type the following:
# mkdir /usr/1bin
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6. Set your environment variables by creating and executing the following shell
script named db_setup.sh:

#!/bin/ksh

export ORACLE_OWNER=oracle

export ORACLE_HOME=/usr/local/oracle

export PATH=$0RACLE_HOME/bin:/usr/1bin:$PATH
export ORACLE_SID=sidl

7. Create a directory as mount point for CD-ROM. Create another directory with
about 50 MB of disk space to be used by the Oracle installation script. We
named the directory /oracle_link. See Figure 178.

$su root

# mkdir /mount_point

# chmod 777 /mount_point

# mkdir /oracle_link

# chmod 777 /oracle_link

# mount -rv cdrfs /dev/cd0 /mount_point
# exit

$

Figure 178. Mount the CD-ROM Drive

8. Provide links from UNIX filenames to the CD-ROM. This process may take
up to ten minutes. Type the following:

# cd /mount_point/orainst
# ./start.sh

9. Install post-wait driver kernel extensions, as follows:

# cd /oracle link/orainst
# ./rootpre.sh
# exit

$

10. Run the installer. This process may take one hour. Type the following:
$ id
uid=202(oracle) gid=203(dba) groups=1(staff)
$ cd /oracle link/orainst
$ ./orainst

You are asked for the following responses when running the Oracle
installation script:

a. Reenter the value of ORACLE_HOME as /usr/local/oracle.
b. Confirm that rootpre.sh has been run.

c. Reenter the value of ORACLE_OWNER as oracle.

d. Reenter the value of ORACLE_SID as sidl.

e. Select the products you want to install. We installed the following
products:

Oracle Data Query
Oracle Easy*SQL
ORACLE7 Server (RDBMS)

Oracle UNIX Installer and Documentation
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f. You are prompted to select privileged groups and to set passwords. The
defaults worked for us.

11. Log in as root and set your environment by running db_setup.sh.

12. Run the post installation task, as follows:

# cd $ORACLE_HOME/orainst
# sh ./root.sh

If a message that ORACLE_HOME is not the same as the home directory for
this user appears, continue.

13. Edit /etc/oratab and change sidl:/usr/local/oracle:Y to
sidl:/usr/local/oracle:N to bring up the database at system reboot time.

14. To automatically start the database at system startup, insert the following
line:

# mkitab "oracle:2:wait:/bin/su oracle -c $ORACLE_HOME/bin/dbstart”

6.2.2 Installing Tivoli/Inventory
Before installing Inventory, have Tivoli Management platform (TMP) installed on
your system. See 2.4, “Installing the TME Management Platform” on page 23. To
install Tivoli/Inventory Management, the administrator needs at least the
install_product and the senior authorization roles set. We installed the product
by using the GUI interface. In our project, the Tivoli/Inventory server (rs600011)
was running AlX Version 3.2.5.

Starting Tivoli will open the administrator desktop window on your display.
Select Install Product by moving the mouse pointer over the Desktop menu and
pressing the left mouse button. Scroll down to Install and release the mouse
button over Install Product.

Figure 179. Install Product Window
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Click on the Select Media button to enter the installation directory where the
CD-ROM is mounted over.

Figure 180. File Browser Window. Enter directory name for installation.

In our project we copied the necessary files to a directory of a file system called
tivoli3cd. After inserting the correct directory path, close the window by selecting
Set Media & Close .

—— NOTE

When Tivoli product files are to be copied to hard disk, the file names must
be uppercase.

Select Tivoli/Inventory Application Postscript Documentation from the Install
Product window. Insert the directory name where files should be installed on
your server at the Install Options pop-up window and click on the Set radio
button to close the window again.
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Figure 181. Install Options Window (Postscript Documentation)

The Tivoli/Inventory Application PostScript Documentation,

lusr/local/Tivoli/docs/inv_user_guide.ps, contains the Tivoli/lnventory User's

Guide, which you can print on a PostScript printer.

Select Tivoli/Inventory Application
/Inventory Application.

Tivoli

4 Select Product to Install:

Install Product on Administrator’s Desktop

[Tivoli/Inventor
i TivoelifInventory PC Scanning Program
#TivolifTInventory Application Postscript Documentation

Application

Clients to Install On:

- Available Clients: e

MONT1

WIR(5119
rs600013
rs&00019
rs&00020
rs600024

rs 600021

Figure

182. Install Product Window (Inventory Application)
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The Install Options window prompts you for RDBMS specific information. See the
Tivoli/lnventory User's Guide about the possible options. The Database ID is the
same as the ORACLE_SID you specified when you installed the Oracle product.
See 6.2.1, “Installing the RDBMS” on page 207 for this information. The Server
ID field is blank for installation on the Tivoli/Inventory server. If we are installing
Tivoli/Inventory on another managed node, enter your Tivoli/Inventory server
name (rs600011) in the Server ID field. See 6.2.6, “Installing Managed Nodes” on
page 216 and Figure 188 on page 217 for information on installing managed
nodes.

Figure 183. RDBMS-Specific Data

Select the Install push button to start the installation. Follow the instructions in
the Product Install window.

212 TME 10 Cookbook for AIX



Figure 184. Product Install Window

6.2.3 Creating the Inventory User Account on the RDBMS

To create the necessary tables in RDBMS required by Tivoli/Inventory, run two
shell scripts, which are provided by the product and are located in the
/usr/local/Tivoli/bin/aix3-r2/TAS/RIM/SQL/scripts directory.

To execute the scripts, log on or switch to AIX oracle user. To execute the SQL
scripts, you can log on to the database as an Oracle sys user.

As the AIX oracle user, type the following:

# cd /usr/local/Tivoli/bin/aix3-r2/TAS/RIM/SQL/scripts
# sqlplus

Oracle prompts you to enter the user name. Enter sys and the password. You

specified the sys password when you installed the Oracle product.

You should be logged on to the oracle database. To execute the first SQL script,
enter the following command:

SQL> @tivoli_ora_admin.sql
The script will create the RDBMS tables for Oracle and add a new Oracle user

called tivoli. Log out as an Oracle user sys by entering quit at the Oracle
command line.
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6.2.4 Installing Configuration Repository Database

6.2.5

214

Log on to the RDBMS as Oracle user tivoli with the password of tivoli. Run the
second script by entering the following command at the oracle command line:

SQL> @tivoli_ora_schema.sql

When you run the script for the first time, some error messages will occur
because Tivoli script drops tables from the database that have not been created
yet.

You should change your tivoli password. The password can be changed by
issuing the wsetrimpw inventory command.

Do not change the user name because Tivoli/Inventory relies on this information
to communicate with the RDBMS.

To verify that your database is set up correctly, we logged on to the database by
entering sqlplus. Choose user ID sys and the password we specified at database
installation time. Enter select * from all_catalog where owner = "TIVOLI'; to
show all tables that are used by Tivoli products.

Installing the PC Managed Nodes

For every PC managed node that is to be scanned for inventory, we had to install
the PC portion of the scanning program. To install the PC scanning program
from the TMR server, the TME PC Agent program must be installed on the PC
managed nodes.

We installed the TME PC agent Version 3.0.1 on our PC managed nodes. TME PC
agent Version 3.0.1 must be used on Windows 3.11 and Windows 95 PC managed
nodes to prevent a general protection fault error during installation. Refer to
2.4.5, “Installing PC Managed Node as TME Client” on page 31 for detailed
information on how to install the TME PC Agent program.

To install, select Tivoli/Inventory PC Scanning Program  from the Install Product
window. You can set the directory (where the software is installed on the agent)
in the Binaries field on the Install Options dialog. Select on Set button to close
the Install Options window.
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Figure 185. Install Options Window (PC Scanning Program)

The list of available clients will show you all known PC managed nodes. For a
selection of clients to be installed, select one or more from the list and select the
left arrow radio button. The nodes will disappear from the right side and show up
on the left side.

Figure 186. Install Product Window (PC Scanning Program)

Clicking on the Install button will bring up the Install Product window, which
gives information about the status of the procedure.
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Figure 187. Product Install Window (PC Scanning Program)

6.2.6 Installing Managed Nodes
Every UNIX system that is scanned for inventory must have the Tivoli/Inventory
Application installed. To install the Tivoli/Inventory Application, the Tivoli
Management Platform must be installed. For installation of Tivoli/Inventory, refer
to 6.2.2, “Installing Tivoli/Inventory” on page 209. If we are installing
Tivoli/Inventory on another managed node, enter your Tivoli/Inventory server
name (rs600011) in the Server ID field. See Figure 188 on page 217.
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Figure 188. Install Options Window (Inventory on TME Client)

6.3 Using Tivoli/Inventory

This section describes how to set up an inventory profile to get information from
different workstations and PCs in a heterogeneous network. You will see what
tasks have to be done to get inventory data, how you will be able to view the
data and how the scanning process works on both platforms (PC managed nodes
and managed nodes).

6.3.1 Set Resource Roles for Inventory

Figure 189 on page 218 shows how to set the Tivoli/lnventory resource roles for
Administrator.
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Figure 189. Set Resource Roles (Inventory)

6.3.2 Set Up an Inventory Profile

218

Tivoli/Inventory is a profile-based TME application, and as such uses
management by subscription. This means that the scanning instructions are
defined in profiles that have been created under profile managers.

The profile manager is contained within a policy region. An inventory profile is
contained within a profile manager. Managed nodes, PC managed nodes, and
profile managers can subscribe to the profile manager. These subscribers can
be managed by the application that uses this profile manager.

The steps that must be completed before you can create an inventory profile are
listed below:

1. Create a policy region

2. Create a profile manager

3. Subscribe the manage nodes to the profile manager

For a detailed description on how to create a policy region, refer to 3.1.2,
“Create Policy Regions” on page 61. For a detailed description on how to
create a profile manager, refer to 3.1.5, “Create Profile Managers” on page 68.
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6.3.2.1 Creating an Inventory Profile
To create an inventory scanning profile, open the profile manager by
double-clicking on the Profile Manager icon.

The profile manager we defined was called INVENTORY. Click on the Create
button from the top menu bar, enter the name of your profile and select the
Create & Close button. The profile we created was named INVSCANL.

Figure 190. Creating a Profile

After the profile is added to your profile manager, you will see a window as
shown in Figure 191 on page 220.
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Figure 191. Profile Manager Window (with Profile INVSCAN1)

6.3.2.2 Customizing Inventory Profile

Customizing an inventory profile allows you to change the scanning instructions
and requirements. You can use the default policies or reset them to new values.
You are able to add software signatures to track any specific application not
currently supported by the Tivoli/Inventory default lists. To add special
sighatures, open the Inventory Profile by double-clicking on the profile icon.
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Figure 192. Inventory Profile Window

Select the Customize push button to open the Customize Inventory Retrieval
window.
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Figure 193. Customize Inventory Retrieval Window

You can change the behavior of the scanning program by selecting options and
by entering your values in the appropriate options.

—— NOTE

Currently, this function is only supported on PC managed nodes.

For a description of the options, refer to the Tivoli/Inventory User's Guide.
- Inventory MIF File Generation

Specifies if a MIF file should be generated at the target, or if a MIF file
already exists on the target.

- Return Data Result

Specifies whether Tivoli/Inventory should return all inventory information or
compare the most recent results of a scan with the current contents of the
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configuration repository. For initial scanning, this option should be set to All
data.

File Duplicate

Specifies whether to record existing files that are duplicated in more than
one directory, or ignore the duplicates.

Software Discovery Mode: Match

Specifies whether to search for files that match the software signatures only,
or to track files that match the extensions in the file extensions list, or both.

Retrieve PC Configuration Files

Specifies if the PC configuration file should be retrieved and stored as a flat
file, or as a revision control system (RCS) formatted file. These files are be
stored in the /var/spool/Tivoli/<server-name>.db/file_versions directory on
the Tivoli/lnventory server. Refer to the Tivoli Management Platform Planning
and Installation Guide for more information about RCS.

Configuration Files

Specifies the list of PC configuration files to be searched for at the PC.
File Extensions

Specifies file extensions to be searched for at the PC.

Software Signatures used for Inventory Retrieval

Specifies software signatures for any specific applications you would like to
track, but are currently not supported by Tivoli/Inventory.

The file name must be in capital letters. You may not be able to discover
files without an extension. You should specify a file extension to the file
name and your file extension must be specified in the file extensions
window. The size must be specified as at least three digits, that is, for 28
bytes, specify 028 instead of 28.

6.3.3 Scanning the Environment

After creating and customizing an inventory profile, you can gather the
information from PCs and UNIX systems.

When Tivoli/Inventory gathers information, it starts one type of scanning software
on UNIX platforms and another on PCs. For detailed information on how the
scanning process works, see 6.3.3.2, “The Scanning Process on PC Managed
Nodes” on page 228 and 6.3.3.3, “The Scanning Process on the UNIX Managed
Nodes” on page 231.
The first time Tivoli/Inventory activates the scanning on each subscribing node:
The scanning software reads inventory information from that system.
The scanned information is sent to the TME server.

The scanned information is stored in the configuration repository.
This initial scan could take a while in a large enterprise.
For subsequent scanning operations, you can set the scanning instructions in the

profile to have the scanning software only compare the result of the current scan
with the result of the previous scan. This option causes Tivoli/Inventory to send
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only the differences to the configuration repository. The changes will be merged
with the results of previous inventory gathering operations.

After Tivoli/Inventory has scanned subscriber systems, it creates a MIF file
containing all the inventory information from the scanning process. The MIF file
is converted into a standard database format, consisting of a set of tables
representing the inventory information. These tables can be extended or
customized. Refer to the Tivoli/Inventory User's Guide for more information on
this topic.

To gather inventory information from subscribers, the administrator must have
the Inventory_scan, senior, or super roles set (see 3.1.7.1, “Creating
Administrators Using the Graphical Interface” on page 72).

6.3.3.1 Activating a Scanning Process

To activate the scanning process, double-click on the inventory profile, This will
display the Inventory Profile window. This window shows the available targets
on the right and the selected targets on the left.

To move the nodes to the Selected Targets list box, select the node using the left
mouse button and click on the left arrow radio button as shown in Figure 194.

Figure 194. Selecting Targets for Inventory Scanning

The initial inventory scan select radio requires the All data option to be selected
from the Customize Inventory Retrieval window. To start inventory scanning from
the selected targets, click on the Run & Close button.

Another way to activate the scanning process on the clients is to select the
profile by clicking and holding down the middle mouse button. The profile icon is
dragged using the middle mouse button over the top of the subscriber icon and
dropped on the subscriber icon. This operation will activate the scan for that
particular subscriber. The inventory gathering process begins on this subscriber.
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You can schedule an inventory gathering operation by selecting the Schedule...
radio button, as shown in Figure 195 on page 225.

Figure 195. Add Scheduled Job

To get information about the status of scanning, select the Notices icon on your
desktop. You can open the Read Notices window by clicking and holding down
the right mouse button over the icon and releasing it with the mouse pointer

over the Read Notices option on the pop-up menu.
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Figure 196. Read Notices Window

Select Inventory to get a display of notices belonging to an inventory scan.
Select the Open button to view the Notice Group Messages window.
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Figure 197. Notice Group Messages Window

To get detailed information, select a message from the list and click on the View
Message radio button. The Notice Message Viewer window appears and gives
you detailed information about the last distribution. The message you view will
then be marked as Read. Select the Catch Up button to remove all messages

from the window.
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Figure 198. Notice Message Viewer

6.3.3.2 The Scanning Process on PC Managed Nodes
Inventory information (hardware, software, and configuration files) is discovered
by the PC inventory scanning component.

For PC endpoints, the scanning is done using the Intel LANDesk scanner, which
runs on Windows 3.x, Windows 95 and Windows NT. The Intel LANDesk scanner
doesn’t scan the Windows NT Registry for any information. A standard list of
commercially available application signature files is provided by LANDesk in the
file LDAPPL.INI. User-defined software signature file names can be added, but
they are kept separate from the LDAPPL.INI applications.

The Tivoli/Inventory Application creates for each PC managed node a directory
under the /var/spool/Tivoli/<server-name>.db/inventory directory on the
server, where server-name is the name of the Tivoli/Inventory server (rs600011).

You can see the PcManagedNode resources defined within the TME object
database by issuing the command:

wlookup -r PcManagedNode -a
Two files are created at the server and sent to the PC managed node and

executed there. The first file called TIVSCAN is a script (see Figure 199 on
page 229).
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cd \TIVOLI\SCANManagedNode -a

del .\OUTPUT\LDISCAN.MIF

del .\OUTPUT\OUTFILE.TXT1so used to store data returned by the agent.
del .\OUTPUT\MIFCHECK.SUM

del .\OUTPUT\OUTCHECK.SUM

.\mergeini .\INI\LDAPPL.INI .\INI\USERADD.INI .\LDAPPL.INI

.\ldiscan /0o=.\OUTPUT\OUTFILE.TXT /m /u /w

.\checksum .\OUTPUT\LDISCAN.mif > .\OUTPUT\MIFCHECK.SUM

.\checksum .\OUTPUT\OUTFILE.TXT > .\OUTPUT\OUTCHECK.SUM

Figure 199. TIVSCAN

The second file called useradd.mif includes customization settings from the
inventory profile (see Figure 200).

MIFPATH=\TIVOLI\SCAN\OUTPUT

ScanExtensions=.EXE .COM .SYS .NLM .DLL .DRV .LIB .HLP .LAN .ORI
&lbracket.Applications&rbracket.

Mode=A11

Duplicate=0N

CfgFiles1=C:\CONFIG.SYS C:\NWCLIENT\STARTNET.BAT
CfgFiles2=C:\AUTOEXEC.BAT C:\NWCLIENT\NET.CFG
CfgFiles3=\WINDOWS\WIN.INI

CfgFiles4=\WINDOWS\SYSTEM. INI

Figure 200. The useradd.mif Script

At the PC managed node, the executable programs are installed at the directory
\TIVOLINSCAN.

The directory \TIVOLINSCAN\INI includes the file LDAPPL.INI which consists of a
list of all currently supported applications.

The MERGEINI program merges the data files, LDAPPL.INI and USERADD.INI,
which were sent to the PC managed node, into one file called LDAPPL.INI that
will be stored at \TIVOLNSCAN\.

The scanning program, named LDISCAN, uses this file as input and creates two
output files called outfile.txt and Idiscan.mif. These two files will be sent to the
server and stored as outfile.txt and mif.last in the agent directory. If an older file
mif.last exists, it will be renamed to mif.last.last. Tivoli is able to determine any
differences between two scanning processes. The data structure stored in the
MIF (Management Information File) file complies with the standard defined by
DMTF (Desktop Management Task Force). The MIF file is sent to the server and
parsed to put the data into RDBMS.

For our project, we added the file name TESTFILE.TXT with version, description
and size as a user-defined software signature as shown in Figure 201 on

page 230. For more details on customizing an inventory profile, see 6.3.2.2,
“Customizing Inventory Profile” on page 220.
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Figure 201. Customize Inventory Retrieval (Add Software Signature)

Customizing the profile by adding names as software signatures to be used for
retrieval will change the useradd.ini file at the server side (see Figure 202).

MIFPATH=\TIVOLI\SCAN\OUTPUT

ScanExtensions=.EXE .COM .SYS .NLM .DLL .DRV .LIB .HLP .LAN .ORI
&lbracket.Applications&rbracket.

<I>,TESTFILE.TXT,028,Signature for Testfile,l1.0

Mode=AT1

Duplicate=0N

CfgFiles1=C:\CONFIG.SYS C:\NWCLIENT\STARTNET.BAT
CfgFiles2=C:\AUTOEXEC.BAT C:\NWCLIENT\NET.CFG
CfgFiles3=\WINDOWS\WIN.INI

CfgFiles4=\WINDOWS\SYSTEM. INI

Figure 202. The useradd.ini Script
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6.3.3.3 The Scanning Process on the UNIX Managed Nodes

Inventory information of a managed node is scanned by the UNIX inventory
scanning component. The inventory scanning program on UNIX managed nodes
is not the same as the program on PC managed nodes. Unlike the PC managed
node scanning process, the UNIX scanning process is very limited.

The UNIX scanning program is sent to the UNIX managed node by the distribute
inventory profile function. The UNIX scanning process does not create a MIF file,
does not scan for software, and only returns information about the hardware

configuration of the UNIX node. The scanning process of UNIX managed nodes is
done by the Sysinfo package. The information returned by Sysinfo is dependent
on the architecture of the managed node. The hardware inventory information is
sent back to the inventory server and stored in the TME configuration repository.

6.3.4 Viewing the Scanned Data

We can view the TME configuration repository records that represent the
inventory information of each managed system. The information that is available
with the GUI is only part of the inventory information kept in the database. To
see all the information that Inventory stores, you can write your own SQL scripts
and run them against the RDBMS, or you can use the Query Facility. See 6.5,
“TME Query Facility” on page 235 for details.

The administrator has to have the Inventory_view and senior or super roles set
to be able to view the software and hardware inventory information of any
subscriber.

6.3.4.1 Viewing the Scanned Data of PC Managed Nodes

To view the hardware inventory of PC managed nodes you have to click on that
node with the right mouse button and scroll down to the Hardware Inventory...
menu. As shown in Figure 203 on page 232, information on architecture,
physical memory, paging space, processor model, processor speed, operating
system, and version of operating system is displayed. There is no display of
built-in adapters and devices, disks or free disk space.
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Figure 203. Hardware Inventory (Windows 3.10)

To view the software inventory of PC managed nodes, you can click on that node
with the right mouse button and scroll down to the Software Inventory.... menu.
Figure 204 shows how to select Software Inventory from the pop-up menu.

Figure 204. Select Software Inventory

Release the mouse button to view the information shown in Figure 205 on

page 233.
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Figure 205. Software Inventory (Windows 3.10)

6.3.4.2 Viewing the Scanned Data of UNIX Managed Nodes

To view the hardware inventory of UNIX managed nodes, you have to click on
that node with the right mouse button and scroll down to the Hardware
Inventory... menu. Release the mouse button to view the information shown in
Figure 206. Information on architecture, physical memory, paging space,
operating system, and version of operating system is displayed. The information
about physical volumes, logical volumes and filesystems is stored in the TME
repository database. You can display this information with a user-written query
to the database.

Figure 206. Hardware Inventory (AlX)

No information on installed software products and applications for AIX, HP-UX,
and SunOS operating systems is displayed at this time.

Chapter 6. Tivoli/lnventory 233



6.4 Information without Using Tivoli/Inventory

For a workstation to be a managed node or PC managed node, you have to
define the node to a policy region. See 2.4.3, “How to Start the Tivoli
Management Environment” on page 28 and 2.4.5, “Installing PC Managed Node
as TME Client” on page 31. When you define a managed node or PC managed
node, the agent that has been defined to TME determines the properties of the
workstation and returns the information to the TMR server.

You can display this information by selecting a subscriber in a profile manager
using the right mouse button. Scroll down to Properties... and release the mouse
button. Figure 207 shows the display for PC managed nodes, and Figure 208 on
page 235 for managed nodes.

Figure 207. PC Managed Node Properties
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Figure 208. Managed Node Properties

6.5 TME Query Facility

The TME query facility is part of Tivoli/Inventory and provides you with easy
access to the inventory database to dynamically generate a set of subscribers to
a profile.

The TME query facility enables you to create query libraries, which contain
individual queries that you define depending on your needs. These queries run
against the TME configuration repository. They are most useful if you run out of a
profile manager to select, for example, the distribution targets of a Tivoli/Courier
file package distribution.

— All Systems Must Be Scanned

TME queries retrieve the information from the inventory database. Therefore,
they will only select subscribers that have previously been scanned.

If you want to select subscribers by dynamically changing criterions such as
free disk space, initiate a scanning process to update the inventory database
before you run the query.
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6.5.1 Create Query Libraries
TME queries reside in TME query libraries. Query libraries can be used to
organize the queries within the TME. For example, you can create query libraries
that contain all queries for a specific platform or for a geographic area.

The following example creates a query library called Qlib_AIX in policy region
Raleigh:

1. Login as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Double-click on the policy region icon where you plan to create the query
library.

4. Select Create = > QueryLibrary and fill in the name of the new query library
in the Create Query Library dialog as shown in Figure 209.

If there is no Query Library entry on the Create menu, you have to add
Query Library as a managed resource type for the policy region. This is
done by double-clicking on the Policy Region icon, then select Properties
=> Managed Resources and move the Query Library entry from the
Available Resources to the Current Resources area. Refer to Figure 10 on
page 29 for an example of the Managed Resources dialog.

5. Select Create & Close .

Figure 209. Create Query Library

Command Line to Create Query Library: The command line to create a query
library called Qlib_AIX in the policy region Raleigh is:

wertqlib Raleigh QTib_AIX
:il.wertqlib
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6.5.2 Create Queries
Since TME queries reside in TME query libraries, you have to create the query
library before you are able to make a new query. Refer to 6.5.1, “Create Query
Libraries” on page 236 for information on how to create query libraries.

Queries are run against the configuration repository and are used to select a set
of subscribers to a profile manager.

The following example creates the query All_AIX_32 in query library Qlib_AIX.
Query All_AIX_32 selects all systems that run AIX Version 3.2. The equivalent
SQL statement is:

select TME_OBJECT_LABEL from INVENTORYDATA
where BOOTED_0S_NAME=' AIX' and
BOOTED_0S_VERSION='3.2';

1. Log in as root or as any other TME administrator with the senior role.

2. Bring up the Tivoli desktop by entering tivoli. Refer to 2.4.3, “How to Start
the Tivoli Management Environment” on page 28 for more information.

3. Double-click on the icon that represents the query library you selected to
contain the new query.

4. Select Create = > Query and fill in the Create Query dialog as described
below and as shown in Figure 210.

Figure 210. Create Query

Enter a name for the query in the Query Name field.

The Description field is optional, and is used to briefly describe the
query.
Start building the query by entering a database column name into the

Property Name field. You can choose any field by selecting the ...
(ellipses) button.

For our example, we don't select an operator from the and field (because
it is the first part of the query). We select BOOTED_OS_NAME from the
Inventory Properties window as shown in Figure 211 on page 238.

Chapter 6. Tivoli/lnventory 237



Choose a logical operator from the = field to establish a relationship
between the name and the value of the property.

Remember if you select the LIKE operator, the corresponding SQL
wildcard is the % character.

For our example, we choose the = (equal) operator.
The Property Value field contains the query value.
For our example, we entered AlX.

Click on the Add button on the Create Query dialog to add these options
to the Where Clause field.

Repeat the previous steps for each search clause. When adding a new
clause, you can use the logical and, or and Not operators to build a
compound query.

For our example, we selected and, the database column name
BOOTED_OS_VERSION for the Property Name field, the equal operator
(=) to relate the property name to its value, and finally entered 3.2 into
the Property Value field.

5. Select Create & Close .

Figure 211. Inventory Properties

6.5.3 Extend the Query Facility

The query facility checks and runs its queries by default against the
INVENTORYDATA view. This view consists of default fields shown in Figure 212
on page 239.
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SQL> desc INVENTORYDATA
Name Null? Type
HARDWARE_SYSTEM ID NOT NULL VARCHAR2(64)
TME_OBJECT ID VARCHAR2(128)
TME_OBJECT LABEL VARCHAR2 (32)
COMPUTER_ARCHITECTURE VARCHAR2 (32)
COMPUTER MODEL VARCHAR2 (64)
PHYSICAL_MEMORY KB NUMBER(38)
PAGING_SPACE KB NUMBER(38)
COMPUTER_SCANTIME VARCHAR2 (32)
PROCESSOR_MODEL VARCHAR2 (32)
PROCESSOR_SPEED NUMBER(38)
BOOTED OS_NAME VARCHAR2 (16)
BOOTED _OS_VERSION VARCHAR2(16)

Figure 212. Fields in INVENTORYDATA View

If you want to select subscribers by additional fields that are not part of the
default INVENTORYDATA view, you have the following choices:

Extend the existing INVENTORYDATA view
Define queries that don’'t use the INVENTORYDATA view

6.5.3.1 Extend the INVENTORYDATA View

If you choose to create your queries using the query facility's GUI, you have to
extend the INVENTORYDATA view to suit your requirements. These new
database fields you create in the INVENTORYDATA view are available
immediately to the query facility, and the available selections in the Inventory
Properties window of the Create Query dialog, as shown in Figure 211 on
page 238, are updated dynamically with the new database fields.

—— Beware - INVENTORYDATA View May Change

Along with the further development of Tivoli/Inventory, the data model and
the INVENTORYDATA view may change. So be aware that all of your changes
might become obsolete with later releases of Tivoli/lnventory.

The code in Figure 213 on page 240 shows how we extended the original
INVENTORYDATA view by three fields from the table LOGICALDRIVE.
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rem
rem Description: Deletes : INVENTORYDATA

rem Creates : INVENTORYDATA

rem Adds : LOGICALDRIVE NAME

rem LOGICALDRIVE_MOUNTDIR
rem LOGICALDRIVE SIZE KB
rem

drop view INVENTORYDATA;

create view INVENTORYDATA as
(
select
COMPUTER_VIEW.HARDWARE_SYSTEM ID,
TME_OBJECT_ID,
TME_OBJECT _LABEL,
COMPUTER_ARCHITECTURE,
COMPUTER_MODEL,
PHYSICAL_MEMORY KB,
PAGING_SPACE_KB,
COMPUTER_SCANTIME,
PROCESSOR_MODEL,
PROCESSOR_SPEED,
BOOTED_0S_NAME,
BOOTED_OS_VERSION,
LOGICALDRIVE.LOGICALDRIVE_ NAME,
LOGICALDRIVE.LOGICALDRIVE MOUNTDIR,
LOGICALDRIVE.LOGICALDRIVE_SIZE KB
from COMPUTER VIEW,
MEMORY _VIEW,
PROCESSOR_VIEW,
LOGICALDRIVE
where MEMORY_VIEW.HARDWARE_ SYSTEM ID=COMPUTER_VIEW.HARDWARE_SYSTEM ID and
PROCESSOR_VIEW.HARDWARE SYSTEM ID=COMPUTER VIEW.HARDWARE SYSTEM ID and
LOGICALDRIVE.HARDWARE _SYSTEM ID=COMPUTER VIEW.HARDWARE_ SYSTEM ID
)s

commit;
quit

Figure 213. Extended INVENTORYDATA View

6.5.3.2 Run Queries against Other Views

Queries that don't run against the INVENTORYDATA view cannot be created
using the TME desktop. They have to be created using the command line
interface. The definition task consists of three steps:

1. Create the new database view.

Refer to 6.5.3.1, “Extend the INVENTORYDATA View” on page 239 for an
example.

2. Create the query.

The following example creates a query called all_Windows in query library
Qlib_PC. The description for this query is PCs running Windows 3.11, and it
selects all PC managed nodes running Microsoft Windows, Version 3.11.
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wcrtquery -d ' PCs running Windows 3.11" \
:il.wertquery

-w " (SOFTWARE_ID="Microsoft Windows') and \
(SOFTWARE_VERSION ID='3.11')" Qlib_PC all_Windows

3. Set the desired view for the query.
This example assigns the newly created BIG_VIEW to query all_Windows:

wsetquery -v BIG_VIEW all_Windows
:il.wsetquery

You can now run the query to select a set of subscribers to a profile manager,
just as any other query that was created using the graphical user interface.

6.6 TME Configuration Repository

Before Tivoli/lnventory can scan and store configuration data, the TME
configuration repository must be set up. This means that there must be a
database instance configured with the TME configuration repository scheme. The
TME configuration repository scheme is a script containing SQL statements, that
creates a set of tables, views, etc. designed to work in conjunction with
Tivoli/Inventory. For information on installing and setting up the configuration
database, refer to 6.2.1, “Installing the RDBMS” on page 207.

This section provides you with more information on the database model, how to
access this data and how to extend the repository data model.

6.6.1 TME Configuration Repository Data Model

The TME configuration repository provides you with a structure that permits you
to store the following data that is related to the configuration of your computer
infrastructure:

Computer hardware information, such as processor type, keyboard type,
physical memory size, types of storage devices, etc.

System software information, such as system BIOS, operating system,
network addresses (IP address) and configuration files

Systems and applications management information, such as TME tasks and
file package definitions

Physical information, such as the name of the person responsible for a
system, the location of the system, etc.

Most of the time, an administrator accesses the data in the configuration
repository by means of the query facility. The queries created via the query
facility run by default against the INVENTORYDATA view. The INVENTORYDATA
view contains those fields of the configuration database that are most commonly
used to select a set of subscribers to a profile manager. Although the scanning
processes for the different platforms don’t yet return all possible configuration
information, there is much more relevant configuration information available in
the database. To fully exploit all of the configuration information kept in the
configuration repository, you need to have a good understanding of the
configuration repository data model. Refer to Appendix A, “TME Configuration
Repository” on page 519, or to the Tivoli/Inventory User's Guide for more
information on the tables and views that make up the TME configuration
repository scheme.
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6.6.2 Enterprise Specific Configuration Data

On a PC managed node the inventory scanning program creates a MIF file as
described in 6.3.3.2, “The Scanning Process on PC Managed Nodes” on

page 228. You can add your own requirements in the form of groups to the MIF
file or create a new MIF file by hand. This file will be sent to the server and the
data will be put into the database.

If you want to create your own groups, be careful how you name them and how
you create the tables at the configuration data model. Be aware of the following
rules:

Do not modify the definition of existing tables in the Tivoli scheme.

For every group of information you add to the MIF file create your own table
in the database.

To relate the table to an existing table in Tivoli, make the primary key of the
existing table the foreign key in your table.

Every new group in a customized MIF file must correspond to a table in the
database scheme.

The MIF group name must be identical to the name of the database table.

The MIF attributes in a group must be identical to the column names in the
table.

The column types must match the attribute types.
An attribute must occur only one time in a MIF file.

To track the configuration change history of a custom table, it should be
related to the CONFIG_CHANGE_HISTORY table as evident in existing Tivoli
tables that have been tracked.

At this time, there is no possibility to extend the inventory of UNIX managed
nodes, as there is no MIF file created to get the inventory to the database.

6.7 Create a Reference Model

Once the initial system configuration information is stored in the TME
configuration repository, you can create a set of database records that represent
the ideal system configuration as a reference model for all other systems.

To create a reference model, you can either find a system with a configuration
that models the ideal configuration, or you can define your reference model
yourself.

In our example, we define a simple reference model from scratch, then add it to
the TME configuration repository.

6.7.1 Add a Software Reference Model
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The shell script add_ref_ora.sh, as shown in Figure 214 on page 243, creates a
reference model called Ref_Excel. This reference model indicates the presence
of the Microsoft Excel, Version 7.0 application.

Note: There is an example on how to create a reference model in the
Tivoli/Inventory User's Guide. This example is only applicable if your
configuration repository is based on the Sybase RDBMS, and does not
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reflect all the constraints that are applied to the database scheme in our

Oracle-based environment.

#1/bin/ksh

# khkkkkkhhkhhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhrhhrrrrrrxxx

# @(#) Add Reference Model to Configuration Repository

# RaR R Rk R R R R R R R R R R R R R R R R R SR R R R R R R R R SR R R R R R R R R R SR R R R R R R R R R ok R R R R R R R R R R R R Rk R

# Create Reference Model for Excel
sqlplus -s tivoli/tivoli <<EOF
insert into HARDWARE_SYSTEM
(HARDWARE_SYSTEM 1ID)

values (' Ref Excel")

insert into COMPUTER_SYSTEM
(HARDWARE_SYSTEM ID, IS A REFERENCE_SYSTEM)
values (' Ref_Excel’, 1)

insert into SOFTWARE
(SOFTWARE_ID)
values ('Microsoft Excel’)

insert into SOFTWARE_VERSION
(SOFTWARE_VERSION ID, SOFTWARE ID, VERSION LANGUAGE EDITION)
values ('7.0', 'Microsoft Excel’, 'English’)

insert into INSTALLED SOFTWARE_VERSION
(SOFTWARE_VERSION ID, SOFTWARE ID, HARDWARE SYSTEM ID,
VERSION_LANGUAGE_EDITION, CONFIG_CHANGE_TYPE,
INSTALLED VERSION_ PATH)

values ('7.0", 'Microsoft Excel’, 'Ref Excel’,
"English’, 'insert', 'c:\MS')

commit;

quit

EOF

Figure 214. The add_ref_ora.sh Script

To define a reference model, complete the following steps:

1. Create an entry for it in the HARDWARE_SYSTEM table. The name for the

reference model is stored as a HARDWARE_SYSTEM_ID.

2. In the COMPUTER_SYSTEM table, define this HARDWARE_SYSTEM_ID
(reference model name) as a reference system by updating the
IS_A_REFERENCE_SYSTEM field.

3. Register the name of the application as a SOFTWARE_ID in the SOFTWARE

table.

4. Enter the values for the SOFTWARE_VERSION_ID, SOFTWARE_ID and
VERSION_LANGUAGE_EDITION into the respective fields of the
SOFTWARE_VERSION table.

5. Finally, enter the values for SOFTWARE_VERSION_ID, SOFTWARE_ID,
HARDWARE_SYSTEM_ID, VERSION_LANGUAGE_EDITION,
CONFIG_CHANGE_TYPE, and the INSTALLED_VERSION_PATH into the
INSTALLED_SOFTWARE_VERSION table.
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6.7.2 Assign a Reference Model to a System

The shell script add_ref_system.sh, as shown in Figure 215, assigns a specific
system to the reference model Ref_Win311.

#!/bin/ksh
#
# O(#) Adds a System to the REFERRED SYSTEMS Table
#

if [[ $# -ne 1 1]; then
echo "Usage: $(basename $0) TME_OBJECT LABEL"
exit 1

i

SYSTEM_ID=$1

# Get HARDWARE_SYSTEM ID

VAR="sqlplus -s tivoli/tivoli <<EOF | grep -E -v "HARDWARE|---|selected"
select HARDWARE_SYSTEM ID

from COMPUTER_SYSTEM

where TME_OBJECT_LABEL=" $SYSTEM ID'

quit
EOF~

# Some String Fiddling
VAR="echo $VAR | sed -e "s/\\n//g' "

# Update REFERRED_SYSTEMS

sqlplus -s tivoli/tivoli <<EOF

insert into REFERRED_SYSTEMS
(HARDWARE_SYSTEM ID, REFERRED SYSTEM ID)
values (' $VAR', 'Ref Win311")

commit;

quit

EOF

Figure 215. The add_ref_system.sh Script

6.7.3 Compound Reference Models
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The examples in this sections show you how to create small reference models
from scratch and how to assign them to individual systems. But there are also
other ways to define reference models:

It is possible to define one HARDWARE_SYSTEM_ID as a reference model
and assign various products to it.

For example, you can define a reference model containing all components
representing the ideal configuration for systems belonging to the Admin
department.

If you have a previously scanned system that matches your ideal software

configuration, you can update this system's entry in the COMPUTER_SYSTEM

table, defining it as a reference model in the IS_A_REFERENCE_SYSTEM
field.
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You can then use this HARDWARE_SYSTEM_ID and assign it to various
systems in the REFERRED_SYSTEMS table.

6.7.4 Change Notification

Once a reference model exists in the configuration repository, you can compare
it with the records in the repository that represent the configuration of all the
systems in the enterprise.

This section describes how to create and use scripts that list the actual system
records and the records of the reference models, compare the output of the two
and provide you with a list of the differences found.

This example can be expanded to take almost any action that you define when
differences are found. For our example, we created three scripts:

get_diff_sw.sh
list_inst_software.sh
list_ref_software.sh

The get_diff_sw.sh script, as shown in Figure 216 on page 246, acts as the main
script for our change notification. It requires the TME_OBJECT_LABEL to be
supplied as a parameter and derives the required HARDWARE_SYSTEM_ID from
the corresponding TME_OBJECT_LABEL. (Look at the format of the
HARDWARE_SYSTEM_ID and you'll agree that this feature comes in quite
handy.)

It then calls list_inst_software.sh and list_ref_software.sh to get a list of the
installed software and the reference model software for the system specified by
the supplied TME_OBJECT_LABEL. It then compares the output of these two
lists and reports the differences.
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#1/bin/ksh
#
# @(#) Reports Difference for a specific Client

# kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhhkhkhkhkhkhhkhkhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhhkhkhkhkhkhkkhkhkkkhkhkkkhkkk

if [[ $# -ne 1 1]; then
echo "Usage: $(basename $0) TME_OBJECT LABEL"
exit 1

fi

SYSTEM_ID=$1

TMP_DIR=/tmp/$ (basename $0)
LIST_INST=./1ist_inst_software.sh
LIST_REF=./1ist_ref_software.sh

LIST INST FILE=$TMP DIR/Tlist_inst_file
LIST REF_FILE=$TMP DIR/list_ref file
DIFF_FILE=$TMP_DIR/d1ff_fi]e

mkdir -p $TMP_DIR

# Get HARDWARE_SYSTEM ID
VAR="sqlplus -s tivoli/tivoli <<EOF | grep -E -v "HARDWARE|---|selected”
select HARDWARE_SYSTEM ID

from COMPUTER_SYSTEM

where TME_OBJECT LABEL=' $SYSTEM ID'

quit
EOF*
VAR="echo $VAR | sed -e 's/\\n//g' "

$LIST INST "$VAR" |sed -e "s/\\n//g" >$LIST INST FILE
$LIST REF "$VAR" |sed -e "s/\\n//g' >$LIST REF FILE

diff $LIST INST FILE $LIST REF_FILE >$DIFF_FILE

#Format Output
echo "
echo "Differences for: $SYSTEM ID "

echo " 4
echo "Additional:"

echo "----------

echo "$(cat $DIFF FILE | sed -e '/< $/d' | grep "<")"
echo "\n"

echo "Missing:"

echo "-------

echo "$(cat $DIFF FILE | sed -e '/< $/d' | grep ">")"
echo "

rm -rf $TMP_DIR

Figure 216. The get_diff_sw.sh Script

The list_inst_software.sh script, as shown in Figure 217 on page 247, lists all

installed software for one system. It is normally called up by the script

get_diff_sw.sh, but can also be used autonomously, provided you supply the

HARDWARE_SYSTEM_ID when calling it up.
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#!/bin/ksh
#
# @(#) Lists all Installed Software for a specific System

# kkkkhkkhkhkkhkhkhkhkhkhkkhkhkhhkhkhkhkhkhhkhkhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhhkhkhkkhkhkhkkhkhkkkhkhkkkhkkk

if [[ $# -ne 1 1]; then
echo "Usage: $(basename $0) HARDWARE_SYSTEM ID"
exit 1

fi

SYSTEM_ID=$1

select SOFTWARE_ID, SOFTWARE_VERSION_ID

from  INSTALLED SOFTWARE_VERSION

where (INSTALLED_SOFTWARE_VERSION.HARDWARE_SYSTEM_ID=' §SYSTEM ID')

quit
EOF

sqlplus -s tivoli/tivoli <<EOF | grep -E -v "SOFTWARE|---|rows selected"

Figure 217. The list_inst_software.sh Script

The list_ref_software.sh script, as shown Figure 218, lists all software contained
by the reference model(s) assigned to this system. It is normally called up by

the script get_diff_sw.sh, but can also be used autonomously, provided you
supply the HARDWARE_SYSTEM_ID when calling it up.

#1/bin/ksh
#
# @(#) Lists all Reference Software for a specific System
#

if [[ $# -ne 1 1]; then
echo "Usage: $(basename $0) HARDWARE SYSTEM ID"
exit 1

fi

SYSTEM_ID=$1

select SOFTWARE_ID, SOFTWARE_VERSION ID
from  INSTALLED_SOFTWARE_VERSION
where (INSTALLED SOFTWARE_VERSION.HARDWARE SYSTEM ID in
(select REFERRED_SYSTEM ID from REFERRED_SYSTEMS
where (REFERRED SYSTEMS.HARDWARE_SYSTEM ID=' $SYSTEM ID')))

quit
EOF

sqlplus -s tivoli/tivoli <<EOF | grep -E -v "SOFTWARE|---|rows selected"

Figure 218. The list_ref_software.sh Script
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Chapter 7. Tivoli/Courier and Tivoli/Inventory Interoperability

To complete the configuration of the software distribution environment, you
should consider the installation of other Tivoli applications, such as
Tivoli/Inventory, to provide additional capabilities to Tivoli/Courier. Using
Tivoli/Inventory, you can query a configuration database to determine targets of
a distribution.

For example, you can use queries to select machines with a certain operating
system and version, select machines with a particular application installed on
them, or select machines with specific hardware configurations.

In 5.4.4, “Software Distribution of MQSeries for AIX” on page 159, we show how
to distribute the MQSeries for AIX product. Since this package is valid only for
AlIX 4.1, we could build a query that would select only machines with AIX 4.1
installed, as targets for the distribution.

7.1 Create Tivoli/Inventory Query

First, we created a Query library that will contain queries to determine the level
of operating system installed on a machine. Because we want to use these
queries for software distribution, we created the query library in the SoftDist
policy region.

We created a query library and called it Software Queries. Refer to 6.5.1,
“Create Query Libraries” on page 236 for details on how to create the query
library.

Once the query library is created, you can create the query All_AIX_41 to select
all machines that run AIX Version 4.1. Refer to 6.5.2, “Create Queries” on
page 237 for details on how to create a query.

In our project, we created a query where BOOTED_OS_NAME='AIX" and
BOOTED_OS_VERSION='4.1".

This query will scan the configuration repository for machines that satisfy those
criteria. The repository is a snapshot of the network, created by Tivoli/Inventory
before the query is run.

7.2 Use Query in Software Distributions
After the query is created, you can perform software distribution and use the
query facility to select only the subscribers that have AIX 4.1 installed.
For detailed steps on distributing the MQSeries, refer to 5.4.4.1, “Distribute the
File Package for MQSeries” on page 160.

1. Select File Package = > Distribute from the AIX_mgm "2.1 File Package icon
to display the Distribute File Package window (see Figure 219 on page 250).
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Figure 219. Distribute File Package (MQSeries)

2. Select the Query button to display the Execute a Query dialog (see
Figure 220).

Figure 220. Execute a Query

This dialog lists query libraries previously created using Tivoli/Inventory.
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3. Select Software Queries to display the queries.

Figure 221. Execute a Query

4. To execute the query, select All_AIX_41 and Execute .

Tivoli/Inventory queries the repository and returns the machines that satisfy
the query (in our case, mercury). Then it automatically adds these machines

to the Distribute File Package To list box.
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Figure 222. Distribute File Package (MQSeries with Subscribers)

5. You can now select the Distribute & Close button to begin distributing the file
package to the target mercury, which is an AIX 4.1 system.
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Chapter 8. TME 10 User Administration

TME 10 User Administration was previously known as Tivoli/Admin, we will use
the former name for the product in this chapter. It is the third deployment
application among the Tivoli core applications. You may of Tivoli/Courier as a
generic application for data distribution and remote command execution. By
constrast, Tivoli/Admin is a specialized application for the configuration of
particular aspects of a remote system.

Tivoli/Admin provides central management of the following resources:
Users and groups
Host configurations (including NIS)
Mail aliases
A number of standard system configuration files

In this chapter we concentrate mainly on user management.

Before working with Tivoli/Admin you should first read Chapter 1, "Introduction
to Tivoli User and Group” in the Tivoli User and Group Management Guide. This
will introduce you to the concepts of Tivoli/Admin, including:

How Tivoli users and groups work

User and group account components and profiles
User and group profile policy

Populate, subscribe, distribute

Password control

The User Locator

Individual record locking

In this chapter we illustrate some of these concepts with examples of how to
create, modify and distribute user profiles and how to manage user records.
Note, however, that we do not reproduce all of the information contained in the
Tivoli User and Group Management Guide.

8.1 Planning, Installation and Initial Configuration

As you would expect, Tivoli/Admin makes use of the base Tivoli functions such
as management by subscription. This means that you should give careful
thought to planning the installation before you implement it in a production
environment. In practical terms this means you should do two things:

1. Create a policy region structure that maps to the adminstrative organization
of your managed environment.

2. Create a Profile Manager structure that maps to the application organization
of the managed nodes.

Of course, this planning process is not application-specific. You are likely to
want to use a number of Tivoli applications within the one policy region/profile
manager design.
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8.1.1 Installing Tivoli/Admin
The Tivoli/Admin installation process is exactly the same as for installing any
other Tivoli product on top of the base platform. We described this in 2.5,
“Product Installation” on page 40.

The resources that Tivoli/Admin manages are represented in the Tivoli
environment by a number of profile types. When you install Tivoli/Admin you will
have the following new profile types available:

User Profiles These contain information related to users, such as user names,
user IDs, passwords, home directories and login shells.

Group Profiles These mirror information in the UNIX /etc/groups file, such as
valid groups, group IDs and membership lists.

Host Namespace Profiles These contain information about IP name/address
mapping, mirroring the entries found in the /etc/hosts file.

Before you can use the profiles you need to add these resources to the current
resources of the Policy Regions in which you want to place Admin profiles.

Policy Region: reB00024-region

Current Resources; Auailable Resources:

CroupProfile FilePackage
HostMamespace HTTPServer
IndicatorCollection HailServer
Managedhode NetlareManagedSite
PcManagediode NewsServer
Profilefanager MizDomain
SentryProfile lueryLibrary
TaskLibrary SentryProxy

AR

Figure 223. Add the Admin Resources to the Policy Region

To add the resources from the command line, enter the following sequence of
instructions:

wsetpr UserProfile @PolicyRegion:rs600024-region
wsetpr GroupProfile @PolicyRegion:rs600024-region
wsetpr HostNamespace @PolicyRegion:rs600024-region

8.2 User ID Management Example

To illustrate the use of Tivoli/Admin for defining and administering user IDs, we
use a practical example.
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8.2.1 Setting the Scene

The environment we use in this example is set up as follows:
The policy region is rs600024-region.
The managed nodes are all AIX systems:

rs600019
rs600020
rs600021
rs600024

There are two sets of users on these machines. We set up different defaults
for each type, so they are put in separate user profiles.

Residents Short-term users of the systems
Assignees Long-term users of the systems

Both types of users exist on all managed nodes.

8.2.2 Creating User Profiles
The first step is to create a Profile Manager. We create only one Profile
Manager with two profiles: one for Residents and one for Assignees. Normally
one profile manager will contain a set of user ID profiles that have something in
common, such as being all in one department or being users of one application.
The key is that the users defined in the profiles should all be needed on one set
of target node subscribers. For example, you could have a department with
Novell servers and UNIX machines and define all the user IDs within a profile
manager so that all the users have consistent user IDs on each system type.

In our simple case, we followed the following sequence:

1. Create a Profile Manager called /ITSO_Users, as shown in Figure 224 and
Figure 225 on page 256.

Edit.

2 Region

i Subregion, .,

:TaskLibraPH...

Al
WTRO5113 rsB00013

ror 1 leflanager

NNQ—SEFUEF :
i Managediode, , .

e

sy

éPcHanagedNnde...

EIndicatannllectinn...

A% e A 05/2
r=RO0020 r=RO0021 r=RO0024 mogregor

e
g

InternengFDF—Mgr General _Taszks MOS TazklLibrary nv_task

Find Mext:

Figure 224. Create Profile Manager
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Create a Mew Profile Manager
in Region: rsB00024-region

rsE00024-region

Figure 225. Create Profile Manager ITSO_Users

As Figure 224 on page 255 shows, you have to create the Profile Manager
within the context of a Policy Region and when you have done so it will
appear as a symbol in the Policy Region panel.

2. Open the ITSO_Users Profile Manager by double-clicking on the symbol in
the Policy Region panel. This will display a new Profile Manager window, as
shown in Figure 226.

Profile Manager Edit View Create Help

Profile Manager; ITS0_Users

 Profiles:

2 Subszcribers:

5
=H
H

Figure 226. ITSO_Users with No Profiles

3. Next, select Create from the menu bar followed by Profile . The resulting
dialog is shown in Figure 227 on page 257. Note that the list of possible
profile types includes two Tivoli/Admin profiles, GroupProfile and UserProfile.
If you do not see these profiles, you probably forgot to add the Admin
resources to the containing Policy Region (refer to Figure 223 on page 254).
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Create a Mew Profile
in Profile Manager: ITS0_Users

MamesTcon Label:

ITS0_Residents

Type:

GroupProfile
~afile
SentryProfile

Figure 227. Create ITSO_Residents

Enter the name ITSO_Residents and select UserProfile from the Type list box.
Then repeat for the ITSO_Assignees profile.

You will now see the two profiles represented by symbols in the Profile

Manager panel, as shown in Figure 228.

Profile Manager Edit View Create

op

Profile Manager; ITS0_Users

Profilesy

ITSD_ﬁ331ghees ITSD_EESldEntS

Subscribers:

Figure 228. ITSO_Users with ITSO_Assignees

and ITSO_Residents Profiles
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8.2.3 User Profile Policies

258

By adding profiles in this way we have implicitly set some default policies for
user ID creation. Before we start adding any records (users) to the profiles, we
may need to review and change the default and validation policies for each user
profile.

The default policy is a kind of template that can be used for every new user that
is added. The validation policy is a way to check that values entered for a user
comply with the policy rules.

To update the policies for the user ID profiles, do the following:

- Open the profile ITSO_Assignees by double-clicking on it. Select Edit and
then Default Policies from the menu bar, as shown in Figure 229 and
Figure 230 on page 259.

Add User... Users/ITS0_Assignees

Edit User.,. 0 Total Entries

Delete Users
UNT® i U Uzer Can UNT UNT UNI¥ Uszer
Login Ms Opd HSEMSe, . Contral Login Group 1D InformationtGECOS)
iMove Users,,. 1% Paszsword Enabled

iLock Users

ggnlnck Users

A

E idd User, .. jelete lsersidit User... felect All lUsers;eselect ALl Users:how Hlléhnw Selecteﬂ

b
b

Figure 229. Editing Default Policies

TME 10 Cookbook for AIX



Configuration Profile: ITSO_Assignees

in Profile Manager: ITS0_lzers

Attributes: O —

City
Common Login Mame
Camman Pazzward
Department
Description
Employee ID

Fax

Gen Oual

Given Mame
Initials
Lazt Mame

¢ Subscribers can edity

Mo A Ves

Default Tupe

Figure 230. Edit Default Policies Window

Here you can see a list of the attributes that apply to a user. If you click on an
attribute you will see the current default policy setting. The default policy
contains the following information:

Subscribers can edit This defines whether a policy can be changed by a
subscriber. This means that when a profile is distributed
to a profile manager or to a managed node, you can
apply different policies to fields in the user records before
distributing them to their end points. Why would you
want this capability? Typically it is provided to enable
local administrators to customize the user information
that a central adminstrator has provided.

Default Type This will be one of:
None This means that no default value will be
supplied for this attribute when you add a new
user.

Constant  This will insert a fixed value into the field when
you add a new user. For Constant type
defaults, a Value field will appear when you
select the attribute from the list, as shown in
Figure 231 on page 260.

Script This means that a shell script will be executed
when you create a new user. This script will
provide the default value for the attribute. For
Script type defaults, two additional fields will
appear when you select the attribute from the
list:

Edit Script Arguments
Edit Script Body

In our case we want to make a few changes to the default policies, as follows:
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Users in the ITSO_Assignees profile work in the same department and in the
same location, so we can set default values for the City and Department
attributes. Figure 231 on page 260 shows how we set the default for the City
attribute.

Users in the ITSO_Residents profile come from all around the world, so a
default value for City and Department attributes will not apply.

Configuration Profile: ITSO_Assignees

in Profile Manager: ITS0_lzers

- fttributess DEFaULE Poligy oo

e ]
Common Login Mame
Common Password
Department
Description
Employee ID

Fax

Gen (ual

Given Mame
Initials

Last Mame

#Subseribers can edity

%
H

) ;
i No 4 Yes :
£

Default Type

H
Yalue ? Ralei
H

Figure 231. Enter a Value for Attribute City

We also wanted to modify the script associated with the policy for allocating the
user ID number (the UID). The standard behavior is to set the UID to the first
available number greater than 100. We decided that assignees and residents
should have their UIDs allocated from different blocks of numbers (assignees’
UIDs starting at 500 and residents at 600). To achieve this, we performed the
following steps:

1. In Profile ITSO_Assignees, select the attribute UNIX User ID.
2. The default type for this attribute is Script, so select Edit Script Body .

The script is now displayed and can be edited, as shown in Figure 232 on
page 261.
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Configuration Profile: ITS0_Assignees

in Profile Manager: ITSO_Users

Policy Script for Attribute: uid

Get the next available UID > $MIM_UID €100} from the databasze,
If there iz an error in the cli command wallocid. then output
the UID of the "nobody" user (EBL34},

MIN_UID=100
HOBODY_UID=65534

UID="wallacid -1 $HMIN_UID -u $MOBODY_UID $UID_DBO™
return=§7

if [ $return —ne $E_OK 1: then

Figure 232. Edit the Policy Script for Attribute UID

The default script is in fact a very simple shell script. To alter the behavior we
simply changed the line MIN_UID=100 to MIN_UID=500.

Changing the default policy in this way only alters the initial values that are filled
in when you create a new user. To ensure that the new default policy is
enforced, we must edit the validation policy for the UNIX User ID attribute to
check that the number is in the correct range. For example, if you add a user
and enter a value for this field before clicking on Generate Defaults, or change
the default value it generates, the default policy will not be enforced. Setting the
validation policy will prevent incorrect values from being passed through.

To set a validation policy, select Edit and then Validation Policies from the User
Profile window menu bar. Edit the validation script for UID in the same way as
the default policy script.

8.2.4 Managing User Profiles
At this stage we still have no records (users) defined in the User Profile. We can
populate the user profiles with existing user information from specified
endpoints. Populating the profile in this way does not enforce the default policy
attributes. The values put in the profile are those found in the system files.

In our example, users for the ITSO_Assignees and ITSO_Residents profiles are
already defined on managed node rs600024, so we can use that information to
populate the profiles.

To populate a profile from the Profile Manager window, do the following:

1. Open Profile by double-clicking on it and select Populate (see Figure 233 on
page 262).

Chapter 8. TME 10 User Administration 261



262

j Edit View

Distribute,.,

£
e ey S
R

Distribution Defaults,,,

Get Mew Copy,

+ AITS0 Users/ITS0_Residents

Populate, , , 0 Total Entries

L 1 B =
Go To Profile At,,, TH Uzer Can UMIX NI UNIX User

; word Contral Login Group ID Information(GECOS}
iCloze ng  UMIX Pazsword Enabled

Figure 233. Populate the Profile

2. Select managed node rs600024 to get the records (see Figure 234).

lmw.w; RS Ses

Configuration Profile; ITSO_Rezidents

in Profile Manager: ITSO_Users

5 Get Records from these Do not get records from these
§§ Managed Hodes and HIS Domains: Managed Hodes and HIS Domains:

i reB00024 (Managediode?

R S R R e A o i

r=h000L0 {Managediode !
rs600011 (ManagedMode )
r=h00019 {Managediode !
rs600020 (ManagedMode
r=b00021 {Managediode !
rs60004  (Managediode?

=zun {Managediode?

? 4 fppend to existing record list

i} 4y Owerwrite existing record list

‘Populate & Elnse§ Populate:

Figure 234. Get Records from Managed Nodes

The validation policy will be checked as the records are created and warning
messages will be issued, as shown in Figure 235 on page 263. Records that
fail the validation policy will not be added to the user profile.

In this case we have set the validation policy for the UNIX User ID to check
for a minimum value of 500. All our users on Managed Node rs600024 have
UIDs below 500, so will not be added to the user profile.
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Yalidation policy failed for attribute
recard “1131960017,1,1233_0"

Fecord "daemon’]
Yalidation policy failed for attribute
recard “1131960017,1,1233_1"

Record “michikao”
Yalidation policy failed for attribute
record “1131960017,1,1233_10"

Record “rob”
Yalidation policy failed for attribute
record “1131960017,1,1233_11"

Record “bernd”
Yalidation policy failed for attribute

Figure 235. Populate Errors

However we still wanted these records to be added, but also needed to
enforce the policy for any new users added in the future. There are two ways
to achieve this:

a. Populate the user profile before changing the validation policy.

b. Disable the Validation Policy from the Edit Validation Policies window
before populating the profile, then enable it again.

We chose the first option.

3. All the users on rs600024 that now pass the default Validation Policy will be
added to the profile, as shown in Figure 236 on page 264.
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Profile Edit View Help

llzer Profile: i 1750 _Residents ‘,,,EE,,,IZEEE,I,,E Frofile Manager: ITS0 lsers
Subscription Pathy SITSO_Uszers/I1TS0_Residents
0 Total Entries
UNT¥ NI UMI lzer Can NI UMI NI
© Login Name User ID Password Control Login Group ID Informati
3 Aging  UNIX Pazsword Enabled
daemon daemon 1 iYes Mo 1
michiko |{michike 200 es Mo 200
rob  irob 201 ites Mo 201
bernd |bernd 202 | s No G 00 1
lyn 1 Tynn 203 ites Mo 200
guenther guenther 204 iYes Mo 200
pal el 206 ¢ e o o0
nfs : ‘ 1
bin 2
Yz 3
adm 4
wucp i uucp 5 iYes Mo 5
auest |lguest (100 | s No w1
Ipd ‘

Figure 236. ITSO_Residents Populated with Records from rs600024

Note that the default validation policy for the UNIX User ID checks for a UID
value greater than 0. This means that user root (0) and nobody (-2) fail the test
and are not added. So if you want root and nobody to be included, you will need
to disable the validation policy or change it to include UIDs with values of less
than 0.

Now we have a populated profile, but in fact we want only the resident users to
be recorded in this profile. We therefore need to remove those we do not want:

1. Select multiple users you want to delete by holding down the Ctrl key and
selecting the users with the left mouse button.
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— Attention

When the user profile is populated using the GUI or with the wpopusrs
command, or you add a user manually to the profile, Tivoli/Admin is not
yet really managing those users. It is only after you distribute new or
edited records that they become managed.

Deleting users from the profile before any distribution has been done is
safe, but if you delete a user from a profile when Tivoli knows about it,
the user will actually be deleted from the endpoint system files when you
next distribute the profile.

See 8.2.9, “Deleting User Records” on page 286 for more details.

2. Select Delete Users to delete the unwanted users (see Figure 237).

Profile Edit View Help

Profile Manager: ITSO_Users

Subscription Pathy SITSO_Uszers/I1TS0_Residents

0 Total Entries

NI UMIX NI Uszer Can UMIX NI
Login Mame User ID Password Control Login Group ID InfF
Aging  UNIX Pazsword Enabled

michiko
raob
bernd
lynn lytin 203 iYes Mo Védd 77777

quenther

paul

nfs
bin
SYS
adm
uucp
guest

lpd

login

Figure 237. Select Users to Delete

3. You will be prompted to respond whether the home directory of the users
should be deleted or not. At this stage, this does not have much meaning
because the profile has not yet been distributed. Thus, the user IDs will not
actually be deleted.
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DIlo you want. to delete the users home
directory or leave it alone?

Figure 238. Delete or Leave Home Directory

4. Select Leave Home Directory . You will be left with the users you want, as
shown in Figure 239.

Profile Edit View Help

Profile Manager: ITSO_Users
Subscription Pathy SITSO_Uszers/I1TS0_Residents

b Total Entries

UNTH UMIX NI Uszer Can UMIX NI UMIY L
© Login Name User ID Password Control Login Group ID Informatio
3 Aging  UNIX Pazsword Enabled

michiko Yes Ho 200
bernd ‘Yes Ma 200
lynn Yes Mo 200
guerther Yes Mo 200
paul Yes Mo 200

Jdd User...ilelete Usersidit User... fielect All Users fleselect ALl Usersihow ALL thow Selectecs;

Figure 239. ITSO_Residents Records
Command Line Option

Alternatively, you can populate the profile using the wpopusrs command and
specifying a filename that contains a list of the users you want, for example:

wpopusrs -f /tmp/listofusers -o -1 @ManagedNode:rs600024 \
@UserProfile:ITSO Assignees

(where @ManagedNode:rs600024 is the source for the user information,
@UserProfile:ITSO Assignees is the profile to be populated and /tmp/1istofusers
contains a list of user names). In our case we reduced the list of assignees to
just one user record (see Figure 240 on page 267).
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Profile Edit View Help

,

Set Label /
B e i oeenenevcocececeerd Profile Manager: ITS0_Users

Subscription Pathy SITSO_Users/1TS0_Assignees

1 Total Entries

: NI UMIX NI Uszer Can UMIX NI UMIX Uszer
. Login Mame Uszer ID Password Control Login Group ID Information{GECOS)
: Aging  UNIX Pazsword Enabled
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Figure 240. ITSO_Assignees Record After wpopusrs Command

8.2.5 Setting Subscribers

Having created the user profiles (and thus defined the user details within TME),
the next step is to distribute them. For this we have to define subscribers to the
User Profiles. There are two levels at which subscribers can be set:

Profile Manager This level determines to which endpoints and profile managers
TME will attempt to distribute the contents of a profile.

Record (user) Subscribers are specified for each record within a profile to
determine which machines will actually have their system files
updated.

When a User Profile is distributed, all of the user records are sent to the
specified subscribers, but the system files will only be updated where the record
itself has a subscriber defined.

The following example shows how to distribute to a Profile Manager as well as
to an endpoint:

1. Create a Profile Manager called Test User Profile Distribution (see
Figure 241 on page 268).
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Region Edit Yiew Create Properties
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rsEO0024 mogregar
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Tezt Uszer Prof??g Diztribution Generéi_Tasks

Figure 241. Create Profile Manager Test User Profile Distribution

2. Add subscribers to this Profile Manager. In this example we select nodes
rs600021 and rs600020 as subscribers (see Figure 242 and Figure 243 on
page 269).

Profile Manager: Test User Profile Distribution

Figure 242. Add Subscribers to Profile Manager
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Subscribers for Profile Manager: Test User Profile Distribution

Current Subscribers:

r=B0021  {Managed_Mod
rsEO0020  {Managed_Maod

s

Available to become Subscribers:

éhp {Managed_MNode?

irsRO0010  {Managed_Mode}
irsB00011  {Managed_Mode)
irsRO0019  {Managed_Mode}
irsB00024  (Managed_Mode)
irgh0004  {Managed_Mode}

% fsun (Managed_Mode?

Figure 243. Set Current Subscribers

3. Open the ITSO_Users profile manager and select Subscribers from the
Profile Manager menu bar. We selected two subscribers here (see
Figure 244). One is the profile manager Test User Profile Distribution which
we have just created (thereby creating a hierarchy of profile managers), and

the other is the single managed node rs600019.

Subzcribers for Profile Manager: ITS0_Users

Current Subzcribers:

r=B00019  {Managed_Node

Test Uszer Profile Distribution

Available to become Subzcribersy

r=R00010
rsE00011
r=R00020
rsE00021
r=R00024

g ST YR _ e

{Managed_Hode?
{Managed_MNode?
{Managed_Hode?
{Managed_MNode?
{Managed_Hode?
{Managed_MNode?

Figure 244. Add Subscribers to ITSO_Users Profile Manager

The contents of the profiles can now be distributed to the subscribers. The
system files will not be updated unless the individual records also have the
subscribers set. In fact, all the records that now populate the user profiles will
automatically have the same subscribers added that subscribe to the ITSO_Users
Profile Manager. This means that you can at this point edit each record to
change the list of subscribers, or just leave them alone if you are happy with the

distribution scheme inherited from the Profile Manager.
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For example, to remove all subscribers from user rob in Profile ITSO_Assignees
you would do the following:

1. Select rob from the list of users in ITSO_Assignees and select Edit User (see
Figure 245).

Profile Edit View Help

| iSet Label ]
S ORI S oo oot Profile Hanager: ITS0_Users

Subscription Path: AITSO_Uzers [ TSO_Azzignees

.
fe
—
w
=]
e
e
@
=
=
=
i
@
@

Uzer Profile

2 Total Entries

: NI UMIX NI Uszer Can UMIX NI UMIX Uszer
. Login Mame User ID Password Control Login Group ID Information{GECOE
: Aging  UNIX Pazsword Enabled :

Fred Mewuser EEFPBd {500 iMo

gFred

%
e

Figure 245. Edit Record in User Profile
2. Select Subscribers from the category list and move all Current Subscribers

to Available Subscribers by clicking the right arrow button (see Figure 246
on page 271).
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Uzer Profile: ITS0_Assignees f
Edit Record for rob 1
Profile Manager: ITSO_Users 3

Category:

i
Uzer Mame: {rob
;

% Identification

UNI¥ Pazzword

UNIX Directory

UNI® E-Mail

NT Login

NT Login Time

£iNT Password

SINT Directory

INT Group Membership
SINT Morkstations
“{iNethare Login

iNethare Login Time

£ Netlare Passuord
Hetlare Directory
Netblare Metwork Address
Nethlare Group Memberszhip
Securitu

£
.ogin: frob
:

Forein

i Common Password:

s

Current Subscri

# Automatically Add Mew Subscribers

bers:

Available Subscribers:

r=600013
rsE00020
rsE00021

Set & Elosé?

] H ]
i Reset

Figure 246. Remove all Current Subscribers

3. Click on Set & Close .

Now when ITSO_Residents is distributed, no

rob.

8.2.6 Create a New User

system files will be updated for user

Before we test the distribution, we will create a new user in the ITSO_Assignees
profile. We will limit its subscribers to rs600021 and rs600019.

1. Open ITSO_Assignees and select Add User from the Profile menu bar entry.
The resulting dialog is shown in Figure 247 on page 272. Notice that in the
one record you define all possible user attributes: general, UNIX, NT and
NetWare. This means that you can define the user once, and if that user
needs access to systems of multiple types you can administer the access in
a centralized, consistent way.
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Figure 247. Fill in User Name, Common Login and Common Password

2. Having entered the basic user information (name, common login name and
common password) you should then click on Generate Defaults (see
Figure 248).

Uzer Profile; TS0 _dssigness

Profile Managzr; 1TS0_Uszers

Catregorsy t

dentification
Postal Address
Subscribers
UNI® Login

UNIX Password
UNI® Directory
UNT® E-Mail
HT Login
MT Login Time
NT Pazsword
MNT Directory
NT Group Membership
HT Workstations
Metlare Login

Metlare Login Tone
Metlare Password

Hethare Directory
Hethlare Network Addeess
Hetlare Group Menbership
Hetlars. Sanuritu

i
Common Loging §
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Gowen Mames
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Other Hame s
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Figure 248. Default Values are Filled in with Generate Defaults
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You can see from Figure 248 that the Given Name and Last Name values
have have been filled in by the default script supplied for those attributes.

In fact, the User Name is the only field that must be filled in. The Common
Login and Common Password fields can be generated from defaults.

If you select a category from the category list, the dialog will display panels
of attributes specific to that category. Some of these have default values, but
you can override them manually or supply values for attributes that do not
have defaults.

You can limit the number of categories displayed by selecting an operating
system type from the Category pop-up menu, as shown in Figure 249.

I

Uzer Profile: ITS0_Assignees
Add Record
Profile Manager: ITS0_Users

LMTH

; ;
lames  Fred Mewuser!
:

) " ¢ Common Paszword) 2
UNI}{ Passwnrd ........................................ i %
UNIX Directory
UMIX E-Mail

When UIT iz changed:
When GID iz changeds

DeFaultsiiResetEiElnseg§Help§_

Figure 249. Limit the Category List

4.

If you select Subscribers from the category list you will see that the
subscribers to the Profile Manager have automatically been replicated for
this user. In fact, as Figure 250 on page 274 shows, the Profile Manager
subscriber (Test User Distribution) to ITSO_Users has been expanded into
the individual endpoint subscribers.
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Uzer Profiler ITSO_Rssighnees f
Add Record £
Profile Manager: ITSO_Users 3

Category: Uzer Hame: EFred Mewwizer,
i Identification i Common Password: EDDD
Postal nddrESS 3 B ie e e e,

UNIX Login
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Hetlare Directory
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Nethlare Group Memberszhip
Hext bz laRerl -

Add & Elose? ?Hddg EGenerate DeFaultsE ;Resetg éElnseé EHelpg

[ | L) OSSR | [T

Figure 250. Current Subscribers Category

5. We can choose to remove subscribers from this record if we do not want to
distribute this record to all the subscribers to the profile manager. In this
case, we remove rs600020 from the list of subscribers and then click on
Automatically Add New Subscribers  to prevent new subscribers that are
added to the Profile Manager from being automatically added to this record
(see Figure 251 on page 275).
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Figure 251. Change Current Subscribers and Automatic Subscription Behavior

The net result of this change is that the contents of the record will be
distributed to all subscribers to the ITSO_Users Profile Manager, but the

User Profile: ITS0_Assignees 4

system files will only be updated for this user ID on rs600019 and rs600021.

. Click on Add & Close to add the user to the profile, as shown in Figure 252.
Note that the UNIX User ID has been set at 500, following the rules in the

Default Policy for this field that we set up earlier.

Profile Edit View

Help

Uzer Profile

+
H

Subscription Pathy SITSO_Users/1TS0_Assignees

Profile Manager: ITSD_USEPS%

2 Total Entries

: NI UMIX NI Uszer Can UMIX NI UNIX Use
© Login Mame Uszer ID Password Control Login Group ID Informationf{
A Aging  UNIX Pazsword Enabled

Fred Mewuser i fred 500 Ho Yes Yes 1 fred

Figure 252. New User Added to Profile ITSO_Assignees
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8.2.7 Distribute User Profiles

276

— Attention

We found there was nothing to stop us from creating the same user in more
than one user profile and distributing the record to the same subscribers.

We created a user in one profile with UID=501 so that the user was also
created at the endpoint. We then created the same user in a second User
profile with UID=103. After distribution to the same endpoint, the system
files were changed to show UID=103. This could get very confusing and
even dangerous, so be careful.

Note: If you have the same user in more than one profile, do not distribute

the profile record to the same subscribers.

Careful planning and design of your profile managers and user profiles
should eliminate this problem.

We will now test the distribution of the new user we have just created. As we
already removed subscribers from user rob, only user fred will be updated on its
subscribing systems.

Before we distribute the user profile, we can set distribution defaults, as follows:

1. Select the Distribution Defaults option from the Profile menu item in the
ITSO_Assignees User Profile (see Figure 253).

Configuration Profile: ITS0_Rssignees

in Profile Manager: ITSO_Uzers

Tistribute Taeeereceeoecseccsececsrerecers

rDistribution Will

* Preserve modifications in subscribers” copies of the profile

. All levels of subscribers i Make each subscriber’s profile an EXACT COPY of thiz profile

e ey e
et elp:

[l [imtim—— "

Figure 253. Setting Distribution Defaults

Separate distribution defaults can be set up for each profile. These defaults
will apply when the distribution is initiated from the Profile Manager window
or from the User Profile window. The distribution defaults are as follows:

Distribute To Next level of subscribers
Distribution Will Preserve modifications in subscribers’ copies of the profile

For this example we will perform the distribution first using these default
settings.

2. Select Distribute from the Profile menu item in the ITSO_Assignees User
Profile, as shown in Figure 254 on page 277.

You can see that you have another opportunity here to change the
distribution values. If the distribution is initiated from the Profile Manager it
will use the defaults set for each user profile. The subscribers listed under
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Distribute to These Subscribers are those we set up earlier to subscribe to
the Profile Manager.

As we have specified, the distribution should go to the next level of
subscribers. No system files will be updated at any of the endpoints.

; ; ; S0_Assignees CoiSet Label%
Distribution Defaults. ., 9 Froecrcecroerooeced Profile Manager: ITSO0_Users
EGE'C- Hew Copy, ., ¢+ /TS0 Uszers/1TS0_fs=zignees
Populate. .. 2 Total Entries
Validate
; UNTX UNTH Uzer Can UNTX UNTH UNTX
Go To Frofile At... lser ID Password Control Login  Group ID Informati
Eglose Aging  UNIX Pazsword Enabled

Fred Hewuser fred $500 Ho Yes iYes 1 Fred Hewu

rob

rrrrrrrrrrrrr g i

ect All Usersileselect Al USBI“S;Sth ﬁll;ﬁhnw Selected

Figure 254. Distributing the Profile

Once we distribute the profile in this way, the result is that the subscribing
profile manager Test User Profile Distribution and the Managed Node
rs600019 will receive a copy of the ITSO_Assignees profile. We can see what
has been received by opening the Profile Manager icon (either in Policy
Region or under Subscribers of the ITSO_Users Profile Manager).

Figure 255 on page 278 and Figure 256 on page 279 illustrate this.
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Profile Manager

Edit  View
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Profile Manager: ITS0_Users

Profiles:
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i

A% ==

; r=B00019 Test User Profilélpen,,
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oo Get New Copy,, .,

- Subscribers, ..,
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Figure 255. Open Subscriber Icon
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Edit

View Create

Profile Manager

Profile Manager: Test User Profile Distribution

Eg Profiles:

ITS0_Azzignees@Test Uzer Profile Distribution

3 rsB00020

Figure 256. Subscriber's Copy of ITSO_Assignees

You can double-click on ITSO_Assignees@Test User Profile Distribution and
make changes before continuing the distribution. In practice, this Profile
Manager could be under the control of another administrator who will make
the changes.

As an example, we created an administator called User_adminstrator whose
only available resource is the Test User Profile Distribution Profile Manager.
Figure 257 on page 280 and Figure 258 on page 281 show the desktop for
this new administrator, and the window he sees when he opens the
ITSO_Assignees@Test User Profile Distribution profile.
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Figure 257. Resources Managed by Adminstrator User_admininistrator
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Profile Edit View Help

Uzer Profile: 2 IT50_AssigneesiTest

Subscription Path: AITSO_Uzers/Test Uszer Profile Distribution/ITSO_AssigheesiTest User

2 Total Entries
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i Add Usemngljelete lsers Edit Useru”.g!;:.elect ALl User‘s“g].]eselect ALl User‘s“géhow Hll..géhow Selected i

Figure 258. ITSO_Assignees@ Test User Profile Distribution Profile
The administrator can make changes to these user profiles. As an example,

Figure 259 on page 282 shows the result of overriding the UID value for the
user fred.
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Profile Edit View

Uzer Profile: 2 IT50_AssigneesiTest
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Figure 259. User Record has Been Changed

If we now distribute ITSO_Assignees@Test User Profile Distribution from
User_administrator to All levels of subscribers , the system files on rs600021
will be updated. That is, the user fred will be created with UID=501. The
system files on rs600020 will not be updated because we have removed that
endpoint from fred's subscribers, although the profile itself will still be
distributed to the managed node. See Figure 260 on page 283.
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Configuration Profile; ITSO_Aszignees@Test Uszer Profile Dizstribution

in Profile Manager: Test Uzer Profile Diztribution

~Nistribute To e, i Diztribution Will

i Mext level of subscribers 4 Preserve modifications in subscribers” copies of the profile

4% All levels of subzcribers i Make each subscriber’s profile an EXACT COPY of this profile
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EDistr‘ibute & Cloze: E]Jistr‘ibuteé EReset; : f iHelp}

Figure 260. Distribute to All Levels of Subscribers

—— EXACT COPY Distribution

Do not use EXACT COPY distribution for this profile. This option completely
replaces the endpoints system files to match exactly what you have in the
profile. So where you have a profile that contains a subset of users, in this
case just rob and fred, an EXACT COPY will leave /etc/passwd with entries
for just those two users, plus root. All other users (including the standard
UNIX IDs: bin, sys, etc.) will be replaced.

Only use EXACT COPY if your profile contains all the users that need to be
on a machine (see 8.2.9, “Deleting User Records” on page 286 for more
information).

In the above scenario we were dealing with distribution to a Profile Manager,
and we have seen how we can modify the user profile at each level. Distribution
to a managed node (in our case, rs600019) involves a similar process.
Distributing to rs600019 will send a copy of ITSO_Residents to rs600019 but will
not update the system files.

Figure 261 on page 284 and Figure 262 on page 284 show the sequence of
opening the subscriber icon for the managed node. You can see the copy of the
profile displayed in the Managed Node window.
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Figure 261. Open the Icon for Subscriber rs600019
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Figure 262. Subscriber's Copy of ITSO_Assignees

You can now make any required changes to the user record before selecting
Distribute from the Profile menu. The result of doing so is shown in Figure 263

284 TME 10 Cookbook for AIX



on page 285. We are now distributing the profile from the managed node to its
own system files. As there are no further levels to go to, we are not prompted
for Next level of subscribers or All levels of subscribers , only for Preserve
modifications or EXACT COPY.

Configuration Profiled ITS0_Azsignees@rsE00013

in Profile Manager: r=600019

-Distribution Will

4% Preserve modifications in subscribers’ copiss of the profile i5

o Make each subscriber”s profile an EXACT COPY of this profile

Figure 263. Distribution Options from a Managed Node

Once again, you will normally select Preserve modifications because EXACT
COPY should only be used if the profile contains all of the users that need to be
on a machine, not a subset as in this case. User fred will now be created on
rs600019 with UID=500 and will include changes made to the record at the
Managed Node level.

8.2.8 Modifying User Definitions

In the above example, we created a new user definition (fred) and distributed it
to the end nodes. Modifying this user record is simply a matter of changing the
definition at the appropriate level in the Profile Manager hierarchy and then
redistributing it.

For example, you could perform the following steps:

1. Return to the ITSO_Users Profile Manager and open ITSO_Assignees User
Profile.

2. Make some change to fred's record.
3. Select Distribute from the Profile menu and change the following values:
Distribute To : All levels of subscribers
Distribution Will : Preserve modifications
This distribution will update the system files on the subscribers (that is, the
subscribers of the profile manager Test User Profile Distribution and the
managed node rs600019). However, we have specified Preserve modifications,
which means the change we made at the lower Profile Manager level to make

UID=501 for fred will not be overwritten. rs600020 and rs600021 will remain
UID=500.

One point to remember if changing a user's UID or GID, is to specify what to do
with its files (see Figure 264 on page 286).
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Figure 264. When UID Is Changed

8.2.9 Deleting User Records

We have shown how user records are created and modified. As you might
expect, deletion of user records follows the same pattern of subscription and
distribution. However, the detailed operation can be a little confusing so we
have tried to explain it in some detail.

The Tivoli/Admin User and Group Management Guide says:

“If you no longer need a user account, you can delete it from the profile. When
you distribute the profile again and use the option that makes subscribers’ an
exact copy of the profile, the record is deleted from all subscribers receiving the
new copy. Otherwise the record is deleted only from the original profile and not
subscribers.”

Although this is true, it is not the whole story.

When a user profile is populated with the wpopusrs command or you add users
manually to the profile, Tivoli/Admin is not yet really managing those users.
Tivoli will start managing the records that you distribute with the EXACT COPY
distribution option. Tivoli will also manage newly added or modified records in
the profile that you distribute with distribution option Preserve Modifications.

+ When you use the EXACT COPY option, the system files on the endpoints are
completely replaced to match exactly what you have in the profile. This
means that where you have a profile that contains a subset of users an exact
copy will leave /etc/passwd with entries for just that subset, plus root. All
other users will disappear. So be very cautious in using the exact copy
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option. It will certainly delete users that you have removed from the profile,
but it may remove more than you wanted! Only use EXACT COPY if your
profile contains all the users that need to be on a machine.

Users can also be deleted from the endpoint system files using the
distribution option Preserve Modifications in certain circumstances.

Deleting users from the profile before any distribution has been done will
affect only the profile. If you delete a user from a profile that has been
distributed at some time, the user will actually be deleted from the endpoint
system files when you next distribute the profile. This applies even when
using the preserve option.

The result of this is that if you want to delete a user from the system files of
managed nodes and the user record exists in a profile that contains only a
subset of the users that exist on a machine, do the following:

1. If this is a new user profile that has just been populated using the
wpopusrs command or an existing profile that has had additional users
appended, then make sure that Tivoli knows about the users, as follows:

— Distribute the user profile to Next level of subscriber with Preserve
Modifications .

2. Delete the user records that you want to remove from the profile.

3. Distribute the user profile to All levels of subscriber with Preserve
Modifications .

The users will be deleted from the system files.

8.2.10 How Tivoli Admin Updates System Files

When user records are distributed to the endpoints, (that is, the system files are
updated) Tivoli/Admin creates a backup copy of /etc/passwd,
/etc/security/passwd and /etc/security/user. These copies are put in the Tivoli
database directory, in our case /var/spool/Tivoli/rs600024.db as:

/var/spool/Tivoli/rs600024.db/file_versions/etc/passwd
/var/spool/Tivoli/rs600024.db/file_versions/etc/security/passwd
/var/spool/Tivoli/rs600024.db/file_versions/etc/security/user

The updates to the files are handled using the Revision Control System (RCS).
Tivoli provides commands for managing the operation of RCS:

wco
wci

wident
wrcs
wrcsdiff
wrcsmerge
wrlog

These commands are documented in the Tivoli Management Platform Reference
Manual.

Chapter 8. TME 10 User Administration 287



8.2.11 Invoking Tivoli/Admin Functions from the Command Line

As in every Tivoli function, anything that can be done using the GUI desktop can
also be done with a command. This makes it easy to incorporate functions into
other processes, using shell scripts or other programs.

In this section we list a few of the available commands in the sequence that you
would need them if you were to re-create the examples we have shown
previously using the desktop.

Create a Profile Manager

wcrtprfmgr @PolicyRegion:rs600024-region ITSO Users

Create User Profiles
wcrtprf @ProfileManager:ITSO_Users UserProfile ITSO_Assignees
wertprf @ProfileManager:ITSO Users UserProfile ITSO Residents
User Profile Policies
1. List attributes in a profile:
wispolm @UserProfile:ITSO Assignees

Some of the attributes you will see listed are uid, gid, city, subscribers and
so on. This is equivalent to the information shown when you open a profile
icon from the desktop.

2. Retrieve the current default policy for an attribute:
wgetpolm -d @UserProfile:ITSO Assignee uid

This will display the script or constant associated with the attribute. To
change a script, redirect the output of the script into a file:

wgetpolm -d @GUserProfile:ITSO Assignee uid > /tmp/uid.attribute
This command will return the script arguments:
script arguments: $real name $login_name

3. Change the default policy by editing the script you have retrieved and then
replacing it, as follows:

wputpolm -d @UserProfile:ITSO_Assignees uid < /tmp/uid.attribute
If you want to change the script arguments:

wputpolm -d -args=' $real name,$login_name’ \
@UserProfile:ITSO Assignees uid < /tmp/uid.attribute

The arguments that you can use are those listed by the wlsplom command. If
the new default policy is a Constant, enter a value:

wputpolm -d -c TRUE @UserProfile:ITSO Assignees passwd_aging
Validation policies can be changed in the same way, but replace -d with -v in
the commands.

Populate the Profiles:  To populate the profile from existing user information:
wpopusrs -0 -1 @ManagedNode:rs600024 @UserProfile:ITSO Assignees

This will populate the profile with all users on rs600024. To selectively populate
the profile :

1. Create a file containing a list of users (one user per line) and then enter:
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wpopusrs -f /tmp/listofusers -o -1 @ManagedNode:rs600024 \
@UserProfile:ITSO Assignees

The profile will contain only the users specified in the filename.

Setting Subscribers:  To set subscribers at the Profile Manager level:

wsub @ProfileManager:ITSO Users @ManagedNode:rs600019 \
@ProfileManager&:"Test User Profile Distribution”

To set subscribers at the User Record level:
wsetusrs -su rs600019,rs600020 @UserProfile:ITSO Assignees rob
To check the list of subscribers:

wgetusr @UserProfile:ITSO_Assignees rob | grep Subscribers

Create a User: To create a new user, using all the defaults in the Default Policy:
wcrtusr @UserProfile:ITSO_Assignees "John Smith”
To specify a login value and subscribers:
wcrtusr -1 john -su rs600019,rs600020 @UserProfile:ITSO Assignees \
"John Smith"

Distribute User Profiles: Setting distribution defaults can be done only from the
TME desktop. To distribute a user profile:

wdistrib -1 maintain -m @UserProfile:ITSO Assignees \
@ManagedNode: rs600019

This will distribute User Profile ITSO_Assignees to Managed Node rs600019
maintaining local modifications and distributing to all levels of subscribers.

To overwrite local modifications, insert:

-1 over_all

The default is to maintain local modifications. To distribute to the next level of
subscribers only, omit the -m flag.

To distribute all user profiles in a Profile Manager to another Profile Manager:

wdistrib -1 maintain @ProfileManager:ITSO Users \
@ProfileManager:"Test User Profile Distribution”

If no subscribers are specified, distribution will go to all subscribers.
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Chapter 9. TME 10 Distributed Monitoring

Much of the power of modern computer applications lies in the fact that

processing is distributed among many server and client machines. Such
applications can take advantage of dispersed processing power and the

integration of multiple data sources.

From a management point of view, however, distributed applications lead to a
number of headaches. One of these is the problem of monitoring. The systems
manager wants to be ensured of the health of each component of the distributed
system. This can put a strain on the support staff, who have the task of
monitoring an increasing number of geographically dispersed systems.

TME 10 Distributed Monitoring provides facilities for monitoring many aspects of
a managed system. This includes both system resources, for example CPU
utilization, as well as application resources such as daemons and logfiles. It can
also be configured to respond to certain system events, for example sending an
e-mail message or forwarding an event to the T/EC server.

There are two parts to TME 10 Distributed Monitoring, the IBM Systems Monitor
products and the Tivoli/Sentry product. In this chapter we will be dealing with
the latter product, and we will refer to it as Sentry to avoid confusion.

Sentry is in two parts: an agent process called the Sentry engine which performs
the monitoring functions on the target system, and a set of TME profiles and
dialogs for defining the monitors. The distribution mechanism for the monitors
uses, as you would expect, the standard TME management by subscription
model. Figure 265 shows how a monitor is defined. The diagram shows the
object request brokers on the server and client system, with their respective
databases, and the Sentry monitoring engine on the client system.

4
/

Object Object

Request Request

Broker Broker

3. (oserv) (oserv)
Fa

Monitor
profile
instances

Monitor
profiles

Sentry
Monitoring Client Server
Engine database database

{sentry_engine)

Figure 265. Operation of TME 10 Distributed Monitoring
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9.1.1
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The numbered arrows indicate the sequence of implementing a monitor:

1. The monitor profile is created and stored in the server database. At this

point it is an operating system-independent description of the monitor to be
executed. It is then distributed to the managed node using the normal TME
management-by-subscription process.

. The Sentry engine retrieves the profile from the client database and starts to

perform the monitoring that it describes. The Sentry engine implements the

monitoring collections for the specific operating system.

3. When the Sentry engine detects one of the conditions indicated in the
monitor (for example, if a threshold is exceeded), it sends a request via the
TME framework to trigger the specified notification actions. It may also
execute some local automated action, depending on the response type.

For a full understanding of what Tivoli/Sentry can do, refer to the Tivoli/Sentry
User's Guide.

Installing the Sentry Application

Sentry is comprised of a number of elements:

The basic application, which provides the Sentry monitoring engine and the
TME profile definitions

A number of packages of monitors for different system environments, called

Monitoring Collections.

Each of these elements is installed as a separate TME product, using the
standard product installation process described in 5.2, “Installation” on

page 109. Figure 266 shows the installation window, with the list of available
Sentry components.

Install Product on Administrator's Deskiop

Select Product to Install:

#Tivoli/Sentry Version 3.0
#Tivoli/Sentry 3.0 NT Monitors
#Tivoli/Sentry 3.0 Unix Monitors
#Tivoli/Sentry 3.0 Universal Monitors
Tivoli/Sentry 3.0 SHMP Monitors

H Clients 10 INstall D ----s---serrseereeeeee -Avallable Clients: ------o-oomeoceneeeeeees

HMONT1

#WTR05119
irs600013
Hrs600019
#irs600020
#ire600021
Firss00024

ESeIectMed\a...i

Figure 266. Components of TME 10 Distributed Monitoring

The more different monitoring packages you install, the more collections of

monitors will appear in the Sentry profiles, as shown in Figure 267 on page 295.
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hWlonitaring Collections

Add Monitor
Sentry Auth-Syslog

Wionitaring Sources

HINT_Process
EINT_Processor
#NT_Redirector
HNT_Server
HINT_ServerWorkQueues

Application status
Application instances
Swap space available
Page=-outs

Load awverage

HINT_System Host awvailability
HNT_TCP Remote oserv status
HINT_Thread Disk space free
HINT_UDP Disk space used

i Disk space used %
Hilnix_Sentry File size

i Us er SHMP
Hirfel2l3

File checksum
File compare

Figure 267. Viewing the Sentry Monitors

In this chapter we illustrate the Sentry capabilities by using them to monitor a
specific application environment. The application chosen for monitoring is a
World Wide Web server running on a RS/6000 machine.

9.2 Examples of Using the Sentry Monitors for a Web Server

We chose to monitor a Web server because it is a good example of an
application that many customers are currently in the process of deploying, on a
range of different operating systems and across distributed systems, many of
which may not have a local administrator. The role that Sentry plays for us is to
instrument the operation and performance of the Web server and the system it is
running on.

9.2.1 Web Server Configuration
We used the IBM Internet Connection Web Server for our example. We will not
discuss the installation of the server here, but we will mention a few important
configuration changes that we had to make.

The Web server has one main configuration file, named /etc/httpd.conf. We
made a number of modifications to this file. One modification was to change the
values for the /private/* directory, to reset the user ID and password for
administrator access from the system-supplied defaults.

The most important modification we had to make to /etc/httpd.conf was for the
logfile parameters. These are defined in the standard password and group
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definition file on the Web server. There are three logfile definitions and a report

directory:
Accesslog /usr/1pp/internet/server_root/logs/httpd-1og
ErrorLog /usr/1pp/internet/server root/logs/httpd-errors

CacheAccessLog  /usr/1pp/internet/server root/logs/cache-log

AccessReportRoot /usr/1pp/internet/server root/pub/reports

There are a number of different roles that can be configured for a Web server;
for example it could be a proxy Web server. However, in this case we ran it as a
normal unsecured Web server without proxy functions or any other specialities.
Our final package contained a number of different types of Sentry monitor.
Several of them were based on monitoring messages written to the Web server
log files, so as a preparatory step we had to route the log information to the
syslog daemon. This is done by amending the LogToSyslog parameter in the
http.conf configuration file, as follows:

LogToSysTog On

This passes the messages to the syslogd daemon. In 9.2.6, “Monitoring Using
the Asynchronous String Interface” on page 304 we show how to configure
syslog to allow Sentry to pick up the messages.

9.2.2 Configuring the Sentry Monitors
Before configuring Sentry monitors, the Tivoli Management Platform must be
installed on the TMR server and on the ManagedNode client where the
monitoring is to take place. For our example the TMR server was rs600024 and
the client running the Web server was rs600021. Both machines were RS/6000s.
Next, the Sentry base code and the appropriate Monitoring Collections must be
installed. The base code has to be installed on both the TMR server and the
monitored node, but the monitoring collections are only installed on the TMR
server. For the range of monitors that we wanted to use, we had to install two
monitoring collections:

1. Tivoli/Sentry 3.0 UNIX Monitors

2. Tivoli/Sentry 3.0 Universal Monitors

If you select to install these products on a client node as well as the TMR server,
you will not get an error message, but you will see messages that the
installation will not have any effect on the target system.

Having installed all of the necessary Sentry code, the next stage is to create
profile managers to contain the Sentry profiles.

9.2.3 Creating the Profile Manager
The first thing is to select the policy region in which you want to place the profile
manager. Remember that the policy region sets the boundary of control for each
TME administrator. Therefore the choice of policy region depends on how you
plan to administer the environment:

You could have one central operations organization that sets up all of the
system monitors. In this case you would probably create one policy region
hierarchy to which only that one group of administrators has the admin role.

You could decide to have the setup of the monitors be treated as part of the
application setup. In this case you would probably create a Web server
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policy region, containing all of the profiles associated with implementing a
Web server.

- You could have a distributed organization, in which case you would create
policy regions that represented different parts of the company.

These are just a few of the possible configurations. If you are not sure which to
apply, don't worry; you can always create the profile manager in one policy
region and then drag it to another policy region if the administrative requirement
changes.

To define the profile manager, do the following:

- Double click on the Policy Region icon.

+ Select Create followed by ProfileManager (see Figure 268).

Region Edit View Properties Help :

:Subregion...

rs600019
‘Manageciode
‘PcManagedMode...

‘IndicatorCollection...

alx
rsb00021

Figure 268. Create a Profile Manager

- Enter a name for the profile manager. We chose to call it Internet-Prof-Mgr.

Create a New Profile Manager
in Region: rs600024-region

Figure 269. Create a Profile Manager. Put in the name/label.
- Select Create & Close .

The new icon will look like the one shown in Figure 270 on page 298.
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Region Edit View Create Properties

rs600020 rs600021

Pz
0ssz
megY egor

Figure 270. Policy Region with the New Profile Manager Icon

The next stage is to create the profiles.

9.2.4 Monitor Profiles

A profile manager can contain a number of profiles of different types. To create
the profile we did the following.

+ Double-click on the Profile Manager icon.

- Select Create => Profile... , as shown in Figure 271.

% Profile Manager Edit View

g

3 Profiles:

4 Subscribers:

Figure 271. Create a Profile

- Double-click on SentryProfile .

- Add the name of the new profile. For our example we used WWW-Profile.
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9.2.5 Monitors

Create a New Profile :
in Profile Manager: Internet_Prof_Mgr :

Type:
[ SentryProfile B8

iCreate & Close : {Create Close; :Help...!

Figure 272. Create a SentryProfile

The new icon now appears in the Profile Manager window. You can view or edit
the properties by using the context menu. At this moment, there is no data in
the profile.

For this example we created three profiles:

Base In the base profile are monitors that could be used for any AlX
system:

Disk space free (/var).
Disk space free (/usr).

Host status (this checks the availability of a given node from the
monitoring node. For example, you may want to check that the
machine can talk to its default IP gateway).

CPU load average.

WWW-Profile These monitors are a little more specific for the Web server:
Status of the httpd (Web server) daemon.
Disk space free in /usr/lpp/internet.

Auth-Syslog In this profile are monitors that are driven by asynchronous events:
String script (filtercheck.ksh)
Asynchronous string (root login)

Having created the profiles, the next step is to populate them with monitor
definitions.

The monitors are the fundamental part of the Sentry application. The monitors
define what resource is to be monitored and what actions are taken if a
threshold is exceeded or met. The normal actions involve alerting someone to
the fact that a threshold has been triggered. However, automated responses can
also be executed. Here is a summary of all possible actions:

Send Tivoli Notice This option posts a notice to a specified notification group,
using TME services. You have to be subscribed to get the notice.
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Popup Popup a window within a message. The default is that all
administrators get this window, but you also can select some
administrators. This action, too, uses TME services.

Change Icon Specifies whether the indicator icon is changed or not.
Task You can specify a task that can be released.

Send e-mail to An e-mail can be sent to a specific person, or to a group, by
separating the addresses with commas.

Log to file Each pass of a threshold can be logged into a specific logfile.
Run program You can trigger a program or script that will be started up.

Send event to enterprise console  Sentry provides an event adapter function for
T/EC. See Chapter 11, “Tivoli/Enterprise Console Adapters” on
page 355 for more details.

Apart from this you have to define "Message Styles”, and set "Distribution
Actions"”, "Restrictions” and "Monitoring Schedules”. These parameters are
important because of the amount of data that is to be stored and evaluated.

We give a detailed description of the setup process for just one of our monitors:
the disk space free monitor. The other monitors are basically similar, although
we discuss any unique features. In each case you have to open the profile and
edit its properties.

Initially the profile properties will be blank (see Figure 273).

Subscription Path: /Internet_Prof_Mgr/wWWw_Profile

0 Entries

tatus Subscribers: Schedule Response: critical Response: severe Response:

:Add Monitor... Delete Monitors! Edit Monitor.... Select All Monitors: Deselect All Monitors

Figure 273. Edit the Properties of a Profile

9.2.5.1 Setting up a Disk Space Free Monitor

The disk space free monitor for the /var file system is an example of how to
configure the disk monitors. The values must be adjusted for to each system
and each file system. First of all you have to decide which action will be
initiated on which threshold (a single monitor can contain several threshold
settings). For the /var file system it might be something like this:

when space free < 1.0 MB result is "critical”
when space free < 2.0 MB result is "severe”
when space free < 4.0 MB result is "warning”
otherwise result is "normal”
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In the editing panel of the monitor is another response level, which is called
"always"”. You can use this to initiate actions at any time. We used this to track
the actual severity in an indicator collection.
We decided to initiate the following actions on the response level "critical”:

1. Send a Tivoli notice to Sentry

2. Pop-up a window for administrator’'s root and webadmin

3. Send an e-mail message to webadmin@rs600021.itso.ral.ibm.com
4. Log the threshold in a file (/tmp/www_monitor.log)
5

. Extend the file system automatically by running the command /etc/chfs/ -a
size="+1" /var

6. Send a critical event to the EventServer

We decided to monitor this file system every 30 minutes. In this case we did not
restrict the time of day that the monitor would run, since the Web server should
always be up and running.

We followed similar courses of action for the other threshold levels (severe and
warning), but we reduced the severity of the alerts in each case, consistent with
the severity of the event. For example, at the warning threshold we decided to
send a pop-up window to the webadmin user and send a minor event to the T/EC
server.

You can also choose the message style of the messages that are sent. There
are three predefined styles:
1. Standard

2. Brief (one line)

3. Long - a very detailed description

Y
Sentry Auth-Syslog
Monitor Application instances

Notification

Pop-up dialogs

ELong
E-mail :Local format 1 /.|

‘Local format 2
Lo RN/ (RRVC/ o R R

Log file

Enterprise Console events

Figure 274. Set Message Styles

The disk space monitor is part of the Universal monitoring collection. You need
to select this collection after clicking on the Add Monitor in the Profile Properties
display, as shown in Figure 275 on page 302.
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Add Monitor
Sentry WwW_Profile

Monitoring Collections Monitoring Sources
NT_Server Application status
NT_ServerWorkQueues Application instances
NT_System Swap space available
NT_TCP Page-outs

NT_Thread Load awverage

NT_UTP Host awvailability
Remote oserv status
Unix_Sentry
User SHNMP Disk space used
rfc1213 Disk space used %

About This Collection... ‘About This Monitar...
-Monitor Arguments-

Path | svar]

Figure 275. Select Monitor Type

Type in the file system you want to monitor and select Add With Defaults . Not
every monitor has default values defined. In these cases, a dialog will prompt
you to click on the Add Empty button.

The resulting panel is shown in Figure 276 on page 303. Note that each monitor
can have several thresholds defined, but the dialog you see shows the details of
only one of them at a time. In this case we are looking at the critical threshold
definition. By clicking on the Response Level selector you can display the
definitions for the other threshold levels.
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Sentry Profile: Base

Monitor: Disk space free

& Run program: [fetc/chfs -a size="+1' /var 1>>/tmp/www_monitor.log IPrograms...E

Figure 276. Edit Sentry Monitor

There are other properties that apply to the monitor as a whole, not just to
specific threshold levels. These properties are defined by selecting the buttons
at the bottom of the panel. The most important of them is the monitoring
schedule. When you click on Set Monitoring Schedule... you will see the dialog
shown in Figure 277, in which you define how often the monitor thresholds will
be tested.

Monitoring Schedule
Sentry Base

Disk space free (/var)

4 Start monitoring activity:
s | 115 ([1996
Month Day VYear

Check monitor every:

Figure 277. Set Monitoring Schedule

You can also define restrictions, for example you may only want to monitor
during the day. Figure 278 on page 304 shows the available options.
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el &ﬁ,m-r:

Monitoring Restrictions for Sentry Base

Monitor: Disk space free (/var)

Allow Monitoring Activity;
% During the day

A At night

# During the week

¥ On weekends

i Gustom hours

% Custom days

Figure 278. Restrictions

9.2.6 Monitoring Using the Asynchronous String Interface

304

Most of the monitors that we defined are similar in type to the disk space

monitor described above. They are all based on a polling model: they check for

a set of conditions at regular, timed intervals. Sentry also provides an
asynchronous interface, in which the monitor is triggered by the arrival of a
message, rather than by a timer expiring.

In fact, the asynchronous Sentry interface allows you to send any message string

to the Sentry engine using the following line command:
wasync -c <channel> -s <data> -i <information> -ManagedNode*

The arguments in the command have the following meanings:

channel The message will be categorized with the channel argument, and will

be used later when the Sentry profile is configured.

data The data can be a number or a string that will be used to make
monitoring decisions.

information This argument can be anything at all. It is delivered through the
engine in any e-mail or pop-up notices sent.

The asynchronous monitoring interface is more complex than the simple polling

monitors and so there are some extra setup steps required:

1. Syslogd setup

In our example we will get some information about root user ID logins, both
direct logins and when users perform a su root command. This information

is written to the syslog service automatically by AIX. We also want to get
information from the Web server itself. We will get this from the user.info
syslog category.

First we have to edit the syslogd daemon configuration file /etc/syslog.conf.
We added the following lines to the end of the file:

# Send Togin and user information to a pipe for the Sentry engine:

auth.info /tmp/syslog.fifo
user.info /tmp/syslog.fifo
EOF
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The file identifier in these definitions can be a real file or a named pipe.
When everything has been set up it saves disk space and maintenance
headaches to use a pipe, but for testing we started out with a normal flat file.
Before you restart the syslogd make sure that the pipe file has been defined.
The command to create a named pipe is as follows:

mknod /tmp/syslog.fifo p

. Creating a syslog filter file

We need a script to filter the messages from the syslog daemon and select
the items that we want to go to the Sentry engine. Figure 279 on page 306
shows the script. It uses pattern matching to search for the three messages
that we are interested in and then executes the wasync command, passing an
appropriate argument to Sentry.
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#1 /bin/ksh

liddsaasdsssasddassasddadappaddssapddssaaapddsddpppddssapsidaaad
liddaasidadasaaddadsasiddidsaiddiassidsiassiiisdapsiddasaasiiaind

##

## Filename: syslog_filter.ksh

##

## Date of the last modification: 08/12/96

##

## Description: Korn-shell script to get information from the
## syslogd via a pipe and put them into the

## Sentry engine of the local machine

##

##

liddsaasdsssaapddassapddadappaddssapptdssdaapddsddpppddssapsdaaad
liddaaaidadasaidadsasiddidsaiddiassidsdassiidsdassiddasaasiiaasd

# defining some variables
. /etc/Tivoli/setup_env.sh
PIPE=/tmp/syslog.fifo

# get the information and filter them
exec < $PIPE
while read INPUT
do
echo "ALL>> " $INPUT
case "$INPUT" in
*su:\ from*to\ root*)
echo "1>> " $INPUT
wasync -c "root login” \
-s success \
-i "$INPUT"
logger ignore_me

*BAD\ SU*)
echo "2>> " $INPUT
wasync -c "root Togin” \
-s failure \
-1 "$INPUT"
logger ignore_me

*NOT\ AUTHORIZED*)
echo "3>> " $INPUT
wasync -c "web sniffer” \
-s failedlogin \

-i "$INPUT"
logger ignore_me
*)9’
esac
done
exit

Figure 279. syslog_filter.ksh Script File

Having created the script, we started it in the background and restarted
syslogd by using the kill -1 <pid of syslogd> command.

3. Setting up the asynchronous interface monitor

Now we have got a script watching syslog and sending messages to Sentry.
The last step is to set up Sentry so that our messages do not get lost. We
added two monitors to a new profile using the Asynchronous String monitor
from the Unix_Sentry monitoring collection. The monitor entries are
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identified by the channel name passed by the wasync command. Figure 280
on page 307 shows the dialog to add a new channel definition.

Add Monitor
Sentry Auth-Syslog

Monitoring Collections Monitoring Sources

2 NT_Server User login; by user

4 NT_ServerWorkQueues Users logged in

FHNT_System Mail queue length

I NT_TCP Status of print queue
NI_Thread Jobs in print queue
NT_UDP Total size queued
Universal

Asynchronous numeric
Mumeric script {1.X)
Strin

nix Sentr

About This Collection..}

-Monitor Arguments-

Channel Name | root Logir

Figure 280. Add Monitor to Tivoli/Sentry Profile

The response level for the root login monitor is structured like this:

when ="success” result is "critical”
when ="failure” result is "severe"
otherwise result is "normal”

For the Web sniffer monitor it is:

when ="failedlogin” result is "critical”
otherwise result is "normal”

If you refer to Figure 279 on page 306 you will see that these values are
what we passed in the data argument from the monitoring script.

Clearly, an asynchronous monitor of this kind is more complex to distribute
and install than a normal polling monitor. For example, the monitoring script
needs to be distributed and run, the named pipe must be created and the
syslogd daemon has to be restarted. Sentry caters for this requirement by
providing one or more distribution actions associated with the monitor.
Figure 281 on page 308 shows the definition for one of these.
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Distribution Actionrsr
Sentry Auth-Syslog
Asynchronous string (root login)

ACUPTENT ACHORG wwererorevsssoevesesecn T T (L1 ———

filtercheck
syslog filter

Name syslog filter

Figure 281. Set Distribution Actions Window

In total we created three such distribution actions:
a. The monitoring script itself, named syslog_filter.ksh

b. A script that kills any copies of syslog_filter.ksh that are running and
then restarts it, named filterkill.ksh

c. A script that is invoked by a Sentry String Script monitor at regular
intervals, named filtercheck.ksh

Table 11 summarizes the distribution actions.

Table 11. Distribution Actions on Profile

Profile name Distributiony Source Copy to Run program
name

Auth-Syslog filtercheclk] /usr/local/scripts/filtercheck.ksh /tmp/filtercheck.ksh
filterkill lusr/local/scripts/filterkill.ksh /tmp/filterkill.ksh Itmp/filterkill.ksh
syslog lusr/local/scripts/syslog_filter.ksh | /tmp/syslog_filter.ksh
filter

To summarize the distribution actions:
a. syslog_filter.ksh (the monitor script) is installed on the monitored node.

b. filterkill.ksh is also installed and executed when the monitor is first
distributed. This creates the named pipe (if it does not exist), kills any
running copies of syslog_filter.ksh, restarts it, and finally refreshes the
syslogd daemon.

c. filtercheck.ksh is executed by another Sentry monitor at regular intervals
to make sure that syslog_filter.ksh is running. The monitor is configured
to run filterkill.ksh if it is not running.

There are other ways in which we could have achieved the same result. For
example, we could have monitored the syslog_filter.ksh script using a Sentry
application status monitor. Figure 282 on page 309 shows the filterkill.ksh
script and Figure 283 on page 310 shows the filtercheck.ksh script.
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#1 /bin/ksh
liddaasidadasaaddadsasiddidsaiddiassidsiassiiisdapsiddasaasiiaind
liddsaasdsssaapddassapddadappaddssapptdssdaapddsddpppddssapsdaaad

## Filename: filterkill.ksh

##

## Date of the last modification: 08/16/96

##

## Description: Korn-shell script to check the filterprogram

## syslog_filter.ksh. It must not running twice or more
## Though if it is so, all programs named syslog_filter.ksh
## will be killed and one is restarted.

##

## Arguments:

##

## Authors: Bernd Kammholz

##

liddaaaidadasasddadsasiddidsaiddiassidsiassiidsdapssddasaasiiaiad
liddaasdsssaspddassapddadappaddssasptdssdaapddsddpppddssapsidaaad

# defining some variables
PROGPATH=/tmp
PROGNAME=$ { PROGPATH} /syslog_filter.ksh

# Check that the named pipe exists
if - 1-p /tmp/syslog.fifo
then
mknod /tmp/syslog.fifo p
fi

# grep for all PIDs of the program and kill them if there are more than
# one PID
PIDS=ps -ef | \

grep $PROGNAME | \

grep -v grep | \

awk '{print $2}'

for PID in $PIDS
do

ki1l -9 $PID
done
$PROGNAME &

# refresh the syslogd
ki1l -1 cat /etc/syslog.pid

exit

Figure 282. filterkill.ksh File
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#1 /bin/ksh
liddaaaidadasaaddadsasiddidsaiddiassidsdassiiisdassiddasaasiiaiad
liddsaasdsssasddassasddadappaddssapddssaaapddsddpppddssapsidaaad

##

## Filename: filtercheck.ksh

##

## Date of the last modification: 08/16/96

##

## Description: Korn-shell script to check the filterprogram

## syslog_filter.ksh. It must not running twice or more
##

liddaaaidadasaidadsasiddidsaiddiassidsdassiidsdassiddasaasiiaasd
liddsaasdsssaapddassapddadappaddssapptdssdaapddsddpppddssapsdaaad

# defining some variables
PROGNAME=syslog_filter.ksh
INSTANCES=ps -ef | \
grep -v grep | \
grep -c $PROGNAME

# put out the output of INSTANCES
echo $INSTANCES

exit

Figure 283. filtercheck.ksh File

9.2.7 Creating an Indicator Collection

310

One of the actions available in the Sentry monitors is to change the status of an
indicator icon. These are special symbols that show the threshold status of a
monitor using a thermometer metaphor. Indicator icons are placed in a special
TME GUI collection known as an indicator collection. These are created within a
policy region. As with any resource, before you can create an indicator
collection you have to define that it is a managed resource type of the policy
region, as shown in Figure 284 and Figure 285 on page 311.

ssz
megr egor

General_Tasks

Figure 284. Defining Managed Resources for a Policy Region
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Policy Region: rs600024-region

Current Resources: Available Resources:

4iiIndicatorCollection iFilePackage
GroupFrofile
HostHamespace

NetWareManagedSite

Figure 285. Set Managed Resources Window

You can then create a new indicator collection, as shown in Figure 286 and
Figure 287.

% Region Edit View

:Subregion... :é-ﬁ
rs600019 | Tasklibrary.. re600020
iProfileManager... 7
; ‘ManagedNode... %
rs600021  PcManagedNode 5600024

7
ssz
megr egor

g
E [ég‘é

Intern etmji’rof _HMgr

Figure 287. Define the Name of a New Sentry Indicator Collection

As the last step, you have to identify which indicator collection will represent
each profile. In this case a sensible approach is to put all of the Web server
monitors into one indicator collection (see Figure 288 on page 312 and
Figure 289 on page 312).
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Profile Edit View Help

‘Add Monitor.... Delete Monitors: :Edit Monitor.. ‘Select All Monitors: Deselect All Monitors:

Configuratio i Profile Manager: Internet-Prof-Mgr

Subscription;
‘Enable Distribution Actions

_;Edit Distribution Actions...

Status Subscribers: Schedule

isk space free {fusr) ienabled i Hourly mail, popup,ic

isk space free (/var)g enabled i Every 30 minutes popup,mail,ic

ost status {rs600024) i Every 10 minutes

Load average () i Every minute

Select an indicator collection for this profile

Figure 288. Select Indicator Collection

Select Indicator Collection
Sentry Base

~Available Indicator Collections-—-

Sentry Indicators

i (none)
:DefIndCol#prod-region
i DefIndColiirsb600024d-region
:

Figure 289. Select Web Server Indicator Collection

9.2.8 Preparing to Distribute the Profiles

312

Now we are ready to implement the monitors on our Web servers. To do this we

make the Web server systems subscribers to the Sentry profile manager.

case we only had one server, so we subscribed the managed node directly to
the profile manager, but you may want to create a separate profile manager to
which they are all subscribed. Then you would subscribe that profile manager to
the Sentry profiles. This is the way that Net. Commander operates, as we can

see in Chapter 14, “TME 10 Net.Commander” on page 441.

To add the subscribers, either drag the subscriber icons into the subscriber area
of the profile manager, or select Subscribers from the profile manager menu

shown in Figure 290 on page 313.
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= Subscribers for Profile Manager: Internet-Prof-Mgr

4 Current Subscribers: Available to become Subscribers:
;;r5600021 {Managed_Nodei- %ADSM Ancillary Filepacks {ProfileManager)

{ADSH Central Monitors (ProfileManager)

: EADSM Clients (ProfileManager)

{ADSM Remote Monitors (ProfileManager)
{ADSM Servers (ProfileManager)
- IAT¥Machs (ProfileManager)
ATXsystems ({FrofileManager)

Figure 290. Select a Subscriber for the Profiles

9.2.9 Profile Distribution
Profile distribution for Sentry is the same as any other TME application. As we
saw with User ID profiles in 8.2.7, “Distribute User Profiles” on page 276, the
distribution process allows you to specify whether the profiles may be
overridden at a lower subscription level, and whether the target nodes should be
an exact copy of the profile, or whether modifications should be preserved. It is
much easier to make this decision for Sentry than it was for Admin. In general
you want to accept the default settings, which will make the target system
profiles an exact copy each time you distribute.

Select one or more subscribers and profiles and open the distribution window.

Edit View Create

Profile Manager: Internet-Prof-Mgr

42 Subscribers...
% Subsoriptions.,

Figure 291. Distribute the Profiles
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You will get a window on which you can decide whether to distribute now or
schedule the distribution (see Figure 292 on page 314).

Figure 292. Distribute the Profiles

9.3 Planning the Sentry Monitors

314

Even our relatively simple requirement for monitoring the Web server turned out
to involve a number of separate Sentry monitors. With time this number would
probably grow, as we recognized additional aspects of the server that we wanted
to keep an eye on. To keep track of the monitoring environment we recommend
maintaining a table of the monitors that you implement and the actions defined
for them. The process of creating the table also acts as a good stimulus for
thinking about what kind of problems you should monitor for.

Table 12 on page 315 shows the monitoring plan for our Web server
environment. You can see the details of the disk space free, daemons, logins,
failed logins and load average monitors. Each monitor is subdivided into
response levels. These are critical, severe, warning, normal and always. For
each response level you can define different actions.
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Chapter 10. Introduction to the TME 10 Enterprise Console

The TME 10 Enterprise Console (T/EC) provides a centralized operational
environment for managing alerts generated from a large number of devices.
Having one central point for all of the application, device and network alerts
allows more flexible planning and control of help desk and problem management

functions.

The T/EC is comprised of three main components:

Event Server

Event Console

Event Adapters

The event server manages all the events generated within the
network. The server uses a relational database to store the
event information. There are several separate processes within
the server responsible for different aspects of th