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About this quick reference

This publication gives a high-level view of the tasks the IBM service support
representative (SSR) performs to configure an IBM Enterprise Storage Server
(ESS) using the StorWatch™ Enterprise Storage Server Specialist (ESS Specialist).
An ESS Specialist user can follow these same guidelines to modify the
configuration of an ESS. For detailed configuration information, see the IBM
Enterprise Storage Server Web Interface User’s Guide, SC26-7346.

Trademarks
The following terms are trademarks of the IBM Corporation in the United States,
other countries, or both:

Custom Volumes

Enterprise Storage Server

ESCON

IBM

StorWatch

System/390

S/390

Java is a trademark of Sun Microsystems, Inc. in the United States, other countries,
or both.

Windows NT is a trademark of Microsoft Corporation in the United States, other
countries, or both.

Other company, product, and service names, may be trademarks or service marks
of others.
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Abbreviations

The following abbreviations are used in the figures in this document:

CU control unit

DDM disk drive module

ESCON® Enterprise Systems Connection architecture

ESS IBM Enterprise Storage Server

FB fixed block

FC fibre channel

IP internet protocol

LCU logical control unit

PAV parallel access volumes

RAID redundant array of independent disks

S/390® IBM System/390® host system

SCSI small computer system interface

Win/NT Windows NT™

© Copyright IBM Corp. 1999, 2000 1



Yes

No

Yes

No

No Yes
Successful?

Select Users option
• Display access panels

Site Certification for access
security

ESS Specialist Sign On:
•

•

Default ID: storwatch
Default PW: specialist

Resolve certification or access
authority problem

Resolve network
communications problem

Client Web Browser:

• Java Compatible
TM

ESS Install:
•

•

TCP/IP Communications
Attach ESS to ESSNet

Resolve configuration
update problem

Verify Updated Users
Access Control List

Getting Started
With ESS Specialist

Select: Modify Users option

Select: Perform Configuration Update

Add User Name and Password for user with Administration
authority
Optionally add one or more users with Configuration
authority
Optionally add one or more users with Operation authority
Optionally add one or more users with View authority

A response message indicates success or failure

•

•

•

•

•

ESS Specialist web address:
•

•

ESS Host Name
Cluster 1 or 2

Users
Administration

Panel?Introduction
Panel?

Go To:
Verify Normal Status

Figure 1. Getting started on ESS Specialist
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Yes

No

All Status Normal?

Verify normal status then
configure S/390 Storage

Allocations

1. Verify machine status
Click Status option

Click Refresh Data

Click Problem Log

Click Refresh Data

Display Status - Graphical View

Verify ESS normal status
Host Bays and Ports
Cluster 1 and 2
Storage Arrays

Display Status - Problem Log

Check for current problems that require service action
Cancel problem records for failures that are recovered and have
not occurred again

•

•

•

•

•

•

•

•

Go to:
Configure S/390 LCUs
and Disk Groups

Contact IBM or your
service provider

Figure 2. Verifying normal status
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Yes

No

No

Yes

No

Yes

If ESS machine status
Is normal then configure S/390

LCUs and Arrays

Click Storage Allocation
•

•

•

•

•

Click EsconNet Icon
Verify connection to ESCON ports

Click ESCON port icons
Verify Information Box location information
Verify all installed ESCON adapters display in
diagram

ESCON
Adapters OK?

Call for service to resolve ESCON
adapter install problem

Display S/390 Storage panel

• Click Refresh Data if Down Level Data message

2. Define LCU Arrays and Volumes
Select LCU in table
•

•

•

•

•

•

•

•

Storage = Undefined

Select Storage Type (see note if non-RAID)
Select Track Format

(RAID only)

Emulation = 3990-X

Select Undefined Disk Group

Optionally select Volume Type
Repeat for each Undefined Disk Group

A response message indicates success or failure

Click Configure CKD Disk Groups

Perform Configuration Update

Call for service to resolve
Configuration failure

condition

Successful?

Note:
The non-RAID disk group
expands to eight rows of
non-RAID disks 1-8. Select
a track format for each non-
RAID disk.

1. Define an S/390 LCU
Click S/390 Storage:
•

•

•

•

•

•

•

•

Display S/390 Storage panel

Emulation = Undefined
Storage = Undefined

Display Configure LCU panel
Select Emulation Mode
Enter SSID value
Select Starting PAV Address
(Optional)

A response message indicates
success or failure

Select LCU in table

Click Configure LCU

Perform Configuration Update

Successful?

Go to:
Configure S/390 Custom-Volumes and PAV

Display S/390 Storage panel
• Click Refresh Data if Down Level Data message

Repeat steps 1 and 2 for each LCU

Perform the following steps
for each S/390 LCU

Figure 3. Configuring System/390 logical control units and arrays
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No

Yes

Yes

No

Optionally Configure
Custom-Volumes and/or
Parallel Access Volumes Display S/390 Storage panel

• Click Refresh Data if Down Level
Data message

S/390 storage allocation
configuration is complete

Go To:
Verify Normal Status
then configure Open System
Storage Allocations

3. Define Custom-Volumes
Click S/390 Storage:
•

•

•

•

•

•

•

•

Display S/390 Storage panel

Display Add Volumes for LCU panel

Storage Type
Track Format
Number of cylinders per volume
Number of volumes

Repeat as necessary to define
available storage in LCU

A response message indicates
success or failure

Select LCU in table and click Add
CKD Volumes

Select Volume Attributes:

Click Add to List of New Volumes

Perform Configuration Update

Successful?

Perform the following steps
for each S/390 LCU

Successful?

4. Define PAV
Select LCU in table and click
Configure LCU

Perform Configuration Update

•

•

•

•

•

Display Configure LCU panel

Select one or more

LCU Devices table lists base and alias
Device IDs

base Device IDs
Click the Add radio button
Enter the number of alias Device IDs
to be created for each selected base
Device ID

A response message indicates
success or failure

Display S/390 Storage panel
• Click Refresh Data if Down Level Data

message
Repeat steps 3 and 4 for each LCU

Call for service to resolve
configuration failure

condition

Figure 4. Configuring System/390 custom and parallel-access volumes (PAVs)
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Verify normal status then configure
Open System Storage Allocations

1. Verify machine status
Click Status option

Click Refresh Data

Click Problem Log

Click Refresh Data

Display Status - Graphical View

Verify ESS normal status
Host Bays and Ports
Cluster 1 and 2
Storage Arrays

Display Status - Problem Log

Check for current problems that require service action
Cancel problem records for failures that are recovered
and have not occurred again

•

•

•

•

•

•

•
•

All Status
Normal?

Yes

No

Go to:
Open System Storage Allocation

Contact IBM or your
service provider

Click Storage Allocation:
•

•

•

•

Display Storage Allocation panel
Click SCSI or FC adapter icons
Verify data in information box
Verify all installed adapters display in graphic

Adapters
installed OK?

Yes

No

Go to:
Define Disk Groups and identify
hosts for Open System storage

Call for service to
resolve adapter
install problem

Figure 5. Verifying normal status and configuring open system storage
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Yes

No

Go to:
• Identify Host Systems

RAID Storage
Type?

Display Open System Storage panel

Yes

No

Go to:
Configure Host Adapter Ports

Define Disk Groups and identify host
systems

Click Open System Storage
• Display Storage Allocation panel

1. Define Disk Groups

Click Configure Disk Groups
• Display Open System Storage panel

•

•

•

•

•

Display Fixed Block Storage panel

Storage Type = Undefined
Capacity = Unformatted XX GB

:
RAID
Non-RAID

Select a Disk Group in table

Select Storage Type

1a. Define Non-RAID Disks
The non-RAID disk group expands to
eight rows of non-RAID disks 1-8. Click
on a non-RAID disk.
•

•

•

Select Track Format = Fixed Block
Track Format = none reserves the disk for
CKD or future definition as Fixed Block
Repeat for each non-RAID disk

Successful?

Call for service to resolve
configuration failure

condition

Repeat step 1 for each RAID disk group and
step 1a for each non-RAID disk that is to be
defined as FB. The Modification column
shows 'defined' for each disk that is
formatted as FB.

Perform Configuration Update
• A response message indicates success or

failure

2. Identify Host Systems

Click Modify Host Systems option
•

•

•

Display Open System Storage panel

Display Modify Host Systems panel

Icon with host name displays at top of panel

A response message indicates success or failure

Enter a host system nickname
Select host system type
Select host attachment type

Select the world-wide port name for fibre-channel
attached hosts
Add to list of host names

Repeat for each host system
Perform Configuration Update

• SCSI or Fibre channel

•

No

Yes

Call for service to resolve
configuration failure condition

Successful?

Figure 6. Defining disk groups and identifying host systems
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Multiple host
initiators on SCSI

Bus?

Yes

No

Repeat process to add available host systems to MAP of SCSI IDs on Bus

Optionally use Unrelated Host or Device to prevent ESS from attaching
LUNs to one or more SCSI IDs

• Adjust SCSI ID settings as necessary

Successful?
No Yes

Go to:
• Add Volumes

Call for service to resolve
configuration failure condition

3a. Configure SCSI Ports

•

•

•

•

•

•

•

Click SCSI adapter icon (two ports)

Select SCSI Bus Configuration

Click on Host System name that is attached to the selected
SCSI port

Icon port A/B is highlighted
First Bus Connection window identifies selected port location
See Web Interface User’s Guide for optional Second Bus
Connection

Available Host Systems window displays Host Systems with
matching Host Type
See Web Interface User’s guide for optional Edit function

Click Add to add Host System to MAP of SCSI IDs on Bus
Optionally change SCSI ID setting if Host System SCSI
adapter is not ID 7

Repeat step 3a to configure each ESS SCSI port

Click Perform Configuration Update
• A response message indicates success or failure

3b. Configure FC Ports

•

•

•

Click FC adapter icon
(one port)

Select FC topology

Display FC port fields
Storage Server Attributes
shows FC Access Mode

Point-to-point or
arbitrated loop

3. Configure SCSI or FC Ports
•

•

Display Open System Storage panel

Display Configure Host Adapter Ports panel
Click Configure Host Adapter Ports

Repeat step 3b to
configure each ESS FC
port

Figure 7. Configuring host ports
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AddVolumes to Disk Groups and/or
FBnon-RAIDdisks and assign LUNs

to Host port

Yes

No

4b. Repeat step 4 and 4a for each Host
System and Host port

Step 4 creates new FB volumes for a
selected Host System and Host port.

Go to step 5 (Modify Volume
Assignments) to share existing FB
volumes with other ports

Share access to added
volumes?

Yes No

Open System Storage
Allocation is Complete

Successful?

Go to:
• Modify Volume assignments

4. Select arrays and disks
Click Add Volumes

Click Host System Icon
•

•

•

•

Display Add Volumes (1 of 2) panel

•

•

•

Selected icon is highlighted
Lines are displayed from Icon to Host
ports that are attached
Highlighted arrays indicate storage
attached to host system

Highlighted arrays indicate storage
available to be attached

Volumes are added only to the
selected Disk Groups

Go to step 4a

Click one of the highlighted ports

Click one or more Disk Groups
highlighted with Green (Not Allocated
Storage)

Click Next

Call for service to resolve
configuration failure condition

4a. Select FB volumes
Click Next on (1 of 2) panel
•

•

•

•

•

•

•

Display Add Volumes (2 of 2) panel

Select a volume size
Select the number of volumes
Click Add to build list of Volumes to be Added
Repeat above steps if you want more volumes of a
different size

Normally, selected Disk Groups are filled in
sequential order

Response message indicates success or failure

Build a list of volumes to be added and attached
to the selected port

Optionally click Spread option

Click Perform Configuration Update

Display Open System Storage panel

Figure 8. Adding volumes
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Successful?
Yes

No

Open System Storage Allocation
is Complete

Change the assignments of Fixed
Block volumes to Host ports

5b. Repeat step 5
•

•

For each Host port to be assigned shared
access volumes
For each Host port to be assigned
Unassigned volumes

Call for service to resolve
configuration failure condition

5a. Select volume row(s)
Click a volume row

Select an Action option

Click Perform Configuration Update

•

•

•

•

•

•

•

•

Selected row is highlighted
Use the Shift key to select multiple
sequential rows, or Ctrl key to select
non-contiguous rows

Assign selected volume to a target Host:
Select a port from the list of qualified
Host ports - compatible host type and
space in port map
Enter a target Host nickname

Remove:
Volumes are removed from Host port
maps and volume status changes to
Unassigned
Volume data is not affected

•A response message indicates success
or failure

5. Allow shared access to
volumes
Click Modify Volume
Assignments

Sort Table as necessary to list
volumes in sequential order

Go to step 5a

•

•

•

•

•

Display Modify Volume
Assignments panel - use this
panel to:

Assign existing volumes to a
second Host port
Remove volume assignments
from a Host port
Add Unassigned volumes to a
Host port

Sort by Host port to share
assigned volumes with another
port

Display Open System Storage

Figure 9. Modifying volume assignments to host ports
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