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Notices
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Preface

This IBM® Redbook describes the IBM TotalStorage® DS8000 series of storage servers, its
architecture, logical design, hardware design and components, advanced functions,
performance features, and specific characteristics. The information contained in this redbook
is useful for those who need a general understanding of this powerful new series of disk
enterprise storage servers, as well as for those looking for a more detailed understanding of
how the DS8000 series is designed and operates.

The DS8000 series is a follow-on product to the IBM TotalStorage Enterprise Storage
Server® with new functions related to storage virtualization and flexibility. This book
describes the virtualization hierarchy that now includes virtualization of a whole storage
subsystem. This is possible by utilizing IBM’s pSeries® POWER5™-based server technology
and its Virtualization Engine™ LPAR technology. This LPAR technology offers totally new
options to configure and manage storage.

In addition to the logical and physical description of the DS8000 series, the fundamentals of
the configuration process are also described in this redbook. This is useful information for
proper planning and configuration for installing the DS8000 series, as well as for the efficient
management of this powerful storage subsystem.

Characteristics of the DS8000 series described in this redbook also include the DS8000 copy
functions: FlashCopy®, Metro Mirror, Global Copy, Global Mirror and z/ OS® Global Mirror.
The performance features, particularly the new switched FC-AL implementation of the
DS8000 series, are also explained, so that the user can better optimize the storage resources
of the computing center.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world working at the
Washington Systems Center in Gaithersburg, MD.

Cathy Warrick is a project leader and Certified IT Specialist in the IBM International
Technical Support Organization. She has over 25 years of experience in IBM with large
systems, open systems, and storage, including education on products internally and for the
field. Prior to joining the ITSO two years ago, she developed the Technical Leadership
education program for the IBM and IBM Business Partner’s technical field force and was the
program manager for the Storage Top Gun classes.

Olivier Alluis has worked in the IT field for nearly seven years. After starting his career in the
French Atomic Research Industry (CEA - Commissariat a I'Energie Atomique), he joined IBM
in 1998. He has been a Product Engineer for the IBM High End Systems, specializing in the
development of the IBM DWDM solution. Four years ago, he joined the SAN pre-sales
support team in the Product and Solution Support Center in Montpellier working in the
Advanced Technical Support organization for EMEA. He is now responsible for the Early
Shipment Programs for the Storage Disk systems in EMEA. Olivier's areas of expertise
include: high-end storage solutions (IBM ESS), virtualization (SAN Volume Controller), SAN
and interconnected product solutions (CISCO, McDATA, CNT, Brocade, ADVA, NORTEL,
DWDM technology, CWDM technology). His areas of interest include storage remote copy on
long-distance connectivity for business continuance and disaster recovery solutions.
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Part 1

Introduction

In this part we introduce the IBM TotalStorage DS8000 series and its key features. These
include:

» Product overview
» Positioning
» Performance
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Introduction to the DS8000 series

This chapter provides an overview of the features, functions, and benefits of the IBM
TotalStorage DS8000 series of storage servers. The topics covered include:

» The IBM on demand marketing strategy regarding the DS8000
» Overview of the DS8000 components and features

» Positioning and benefits of the DS8000

» The performance features of the DS8000
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1.1 The DS8000, a member of the TotalStorage DS family

IBM has a wide range of product offerings that are based on open standards and that share a
common set of tools, interfaces, and innovative features. The IBM TotalStorage DS family
and its new member, the DS8000, gives you the freedom to choose the right combination of
solutions for your current needs and the flexibility to help your infrastructure evolve as your
needs change. The TotalStorage DS family is designed to offer high availability, multiplatform
support, and simplified management tools, all to help you cost effectively adjust to an on
demand world.

1.1.1 Infrastructure Simplification

The DS8000 series is designed to break through to a new dimension of on demand storage,
offering an extraordinary opportunity to consolidate existing heterogeneous storage
environments, helping lower costs, improve management efficiency, and free valuable floor
space. Incorporating IBM’s first implementation of storage system Logical Partitions (LPARs)
means that two independent workloads can be run on completely independent and separate
virtual DS8000 storage systems, with independent operating environments, all within a single
physical DS8000. This unique feature of the DS8000 series, which will be available in the
DS8300 Model 9A2, helps deliver opportunities for new levels of efficiency and cost
effectiveness.

1.1.2 Business Continuity

The DS8000 series is designed for the most demanding, mission-critical environments
requiring extremely high availability, performance, and scalability. The DS8000 series is
designed to avoid single points of failure and provide outstanding availability. With the
additional advantages of IBM FlashCopy, data availability can be enhanced even further; for
instance, production workloads can continue execution concurrent with data backups. Metro
Mirror and Global Mirror business continuity solutions are designed to provide the advanced
functionality and flexibility needed to tailor a business continuity environment for almost any
recovery point or recovery time objective. The addition of IBM solution integration packages
spanning a variety of heterogeneous operating environments offers even more cost-effective
ways to implement business continuity solutions.

1.1.3 Information Lifecycle Management

The DS8000 is designed as the solution for data when it is at its most on demand, highest
priority phase of the data life cycle. One of the advantages IBM offers is the complete set of
disk, tape, and software solutions designed to allow customers to create storage
environments that support optimal life cycle management and cost requirements.

1.2 Overview of the DS8000 series

4

The IBM TotalStorage DS8000 is a new high-performance, high-capacity series of disk
storage systems. An example is shown in Figure 1-1 on page 5. It offers balanced
performance that is up to 6 times higher than the previous IBM TotalStorage Enterprise
Storage Server (ESS) Model 800. The capacity scales linearly from 1.1 TB up to 192 TB.

With the implementation of the POWERS Server Technology in the DS8000 it is possible to
create storage system logical partitions (LPARs) that can be used for completely separate
production, test, or other unique storage environments.
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The DS8000 is a flexible and extendable disk storage subsystem because it is designed to
add and adapt to new technologies as they become available.

In the entirely new packaging there are also new management tools, like the DS Storage
Manager and the DS Command-Line Interface (CLI), which allow for the management and
configuration of the DS8000 series as well as the DS6000 series.

The DS8000 series is designed for 24x7 environments in terms of availability while still

providing the industry leading remote mirror and copy functions to ensure business continuity.

Figure 1-1 DS8000 - Base frame

The IBM TotalStorage DS8000 highlights include that it:
» Delivers robust, flexible, and cost-effective disk storage for mission-critical workloads
» Helps to ensure exceptionally high system availability for continuous operations

» Scales to 192 TB and facilitates unprecedented asset protection with model-to-model field

upgrades

» Supports storage sharing and consolidation for a wide variety of operating systems and

mixed server environments

» Helps increase storage administration productivity with centralized and simplified
management

» Provides the creation of multiple storage system LPARs, that can be used for completely

separate production, test, or other unique storage environments

» Occupies 20 percent less floor space than the ESS Model 800's base frame, and holds
even more capacity

» Provides the industry’s first four year warranty

Chapter 1. Introduction to the DS8000 series
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1.2.1 Hardware overview

6

The hardware has been optimized to provide enhancements in terms of performance,
connectivity, and reliability. From an architectural point of view the DS8000 series has not
changed much with respect to the fundamental architecture of the previous ESS models and
75% of the operating environment remains the same as for the ESS Model 800. This ensures
that the DS8000 can leverage a very stable and well-proven operating environment, offering
the optimum in availability.

The DS8000 series features several models in a new, higher-density footprint than the ESS
Model 800, providing configuration flexibility. For more information on the different models
see Chapter 6, “IBM TotalStorage DS8000 model overview and scalability” on page 103.

In this section we give a short description of the main hardware components.

POWERS processor technology

The DS8000 series exploits the IBM POWERS5 technology, which is the foundation of the
storage system LPARs. The DS8100 Model 921 utilizes the 64-bit microprocessors’ dual
2-way processor complexes and the DS8300 Model 922/9A2 uses the 64-bit dual 4-way
processor complexes. Within the POWERS servers the DS8000 series offers up to 256 GB of
cache, which is up to 4 times as much as the previous ESS models.

Internal fabric

DS8000 comes with a high bandwidth, fault tolerant internal interconnection, which is also
used in the IBM pSeries Server. It is called RIO-2 (Remote I/0O) and can operate at speeds up
to 1 GHz and offers a 2 GB per second sustained bandwidth per link.

Switched Fibre Channel Arbitrated Loop (FC-AL)

The disk interconnection has changed in comparison to the previous ESS. Instead of the SSA
loops there is now a switched FC-AL implementation. This offers a point-to-point connection
to each drive and adapter, so that there are 4 paths available from the controllers to each disk
drive.

Fibre Channel disk drives

The DS8000 offers a selection of industry standard Fibre Channel disk drives. There are

73 GB with 15k revolutions per minute (RPM), 146 GB (10k RPM) and 300 GB (10k RPM)
disk drive modules (DDMs) available. The 300 GB DDMs allow a single system to scale up to
192 TB of capacity.

Host adapters

The DS8000 offers enhanced connectivity with the availability of four-port Fibre
Channel/FICON® host adapters. The 2 Gb/sec Fibre Channel/FICON host adapters, which
are offered in longwave and shortwave, can also auto-negotiate to 1 Gb/sec link speeds. This
flexibility enables immediate exploitation of the benefits offered by the higher performance,

2 Gb/sec SAN-based solutions, while also maintaining compatibility with existing 1 Gb/sec
infrastructures. In addition, the four-ports on the adapter can be configured with an intermix of
Fibre Channel Protocol (FCP) and FICON. This can help protect your investment in fibre
adapters, and increase your ability to migrate to new servers. The DS8000 also offers
two-port ESCON® adapters. A DS8000 can support up to a maximum of 32 host adapters,
which provide up to 128 Fibre Channel/FICON ports.
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Storage Hardware Management Console (S-HMC) for the DS8000

The DS8000 offers a new integrated management console. This console is the service and
configuration portal for up to eight DS8000s in the future. Initially there will be one
management console for one DS8000 storage subsystem. The S-HMC is the focal point for
configuration and Copy Services management, which can be done by the integrated
keyboard display or remotely via a Web browser.

For more information on all of the internal components see Chapter 2, “Components” on
page 19.

1.2.2 Storage capacity

The physical capacity for the DS8000 is purchased via disk drive sets. A disk drive set
contains sixteen identical disk drives, which have the same capacity and the same revolution
per minute (RPM). Disk drive sets are available in:

» 73 GB (15,000 RPM)
» 146 GB (10,000 RPM)
» 300 GB (10,000 RPM)

For additional flexibility, feature conversions are available to exchange existing disk drive sets
when purchasing new disk drive sets with higher capacity, or higher speed disk drives.

In the first frame, there is space for a maximum of 128 disk drive modules (DDMs) and every
expansion frame can contain 256 DDMs. Thus there is, at the moment, a maximum limit of
640 DDMs, which in combination with the 300 GB drives gives a maximum capacity of

192 TB.

The DS8000 can be configured as RAID-5, RAID-10, or a combination of both. As a
price/performance leader, RAID-5 offers excellent performance for many customer
applications, while RAID-10 can offer better performance for selected applications.

Price, performance, and capacity can further be optimized to help meet specific application
and business requirements through the intermix of 73 GB (15K RPM), 146 GB (10K RPM) or
300 GB (10K RPM) drives.

Note: Initially the intermixing of DDMs in one frame is not supported. At the present time it
is only possible to have an intermix of DDMs between two frames, but this limitation will be
removed in the future.

IBM Standby Capacity on Demand offering for the DS8000

Standby Capacity on Demand (Standby CoD) provides standby on-demand storage for the
DS8000 and allows you to access the extra storage capacity whenever the need arises. With
Standby CoD, IBM installs up to 64 drives (in increments of 16) in your DS8000. At any time,
you can logically configure your Standby CoD capacity for use. It is a non-disruptive activity
that does not require intervention from IBM. Upon logical configuration, you will be charged
for the capacity.

For more information about capacity planning see 9.4, “Capacity planning” on page 174.
1.2.3 Storage system logical partitions (LPARS)

The DS8000 series provides storage system LPARs as a first in the industry. This means that
you can run two completely segregated, independent, virtual storage images with differing
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workloads, and with different operating environments, within a single physical DS8000
storage subsystem. The LPAR functionality is available in the DS8300 Model 9A2.

The first application of the pSeries Virtualization Engine technology in the DS8000 will
partition the subsystem into two virtual storage system images. The processors, memory;,
adapters, and disk drives are split between the images. There is a robust isolation between
the two images via hardware and the POWERS5 Hypervisor™ firmware.

Initially each storage system LPAR has access to:

» 50 percent of the processors

» 50 percent of the processor memory

» Up to 16 host adapters

» Up to 320 disk drives (up to 96 TB of capacity)

With these separate resources, each storage system LPAR can run the same or different
versions of microcode, and can be used for completely separate production, test, or other
unique storage environments within this single physical system. This may enable storage

consolidations, where separate storage subsystems were previously required, helping to
increase management efficiency and cost effectiveness.

A detailed description of the LPAR implementation in the DS8000 series is in Chapter 3,
“Storage system LPARs (Logical partitions)” on page 43.

1.2.4 Supported environments

The DS8000 series offers connectivity support across a broad range of server environments,
including IBM eServer zSeries, pSeries, eServer p5, iSeries, eServer i5, and xSeries®
servers, servers from Sun and Hewlett-Packard, and non-IBM Intel®-based servers. The
operating system support for the DS8000 series is almost the same as for the previous ESS
Model 800; there are over 90 supported platforms. This rich support of heterogeneous
environments and attachments, along with the flexibility to easily partition the DS8000 series
storage capacity among the attached environments, can help support storage consolidation
requirements and dynamic, changing environments.

1.2.5 Resiliency Family for Business Continuity

8

Business Continuity means that business processes and business-critical applications need
to be available at all times and so it is very important to have a storage environment that
offers resiliency across both planned and unplanned outages.

The DS8000 supports a rich set of Copy Service functions and management tools that can be
used to build solutions to help meet business continuance requirements. These include IBM
TotalStorage Resiliency Family Point-in-Time Copy and Remote Mirror and Copy solutions
that are currently supported by the Enterprise Storage Server.

Note: Remote Mirror and Copy was referred to as Peer-to-Peer Remote Copy (PPRC) in
earlier documentation for the IBM TotalStorage Enterprise Storage Server.

You can manage Copy Services functions through the DS Command-Line Interface (CLI)
called the IBM TotalStorage DS CLI and the Web-based interface called the IBM
TotalStorage DS Storage Manager. The DS Storage Manager allows you to set up and
manage data copy features from anywhere that network access is available.
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IBM TotalStorage FlashCopy

FlashCopy can help reduce or eliminate planned outages for critical applications. FlashCopy
is designed to provide the same point-in-time copy capability for logical volumes on the
DS6000 series and the DS8000 series as FlashCopy V2 does for ESS, and allows access to
the source data and the copy almost immediately.

FlashCopy supports many advanced capabilities, including:
» Data Set FlashCopy

Data Set FlashCopy allows a FlashCopy of a data set in a zSeries environment.
» Multiple Relationship FlashCopy

Multiple Relationship FlashCopy allows a source volume to have multiple targets
simultaneously.

» Incremental FlashCopy

Incremental FlashCopy provides the capability to update a FlashCopy target without
having to recopy the entire volume.

» FlashCopy to a Remote Mirror primary

FlashCopy to a Remote Mirror primary gives you the possibility to use a FlashCopy target
volume also as a remote mirror primary volume. This process allows you to create a
point-in-time copy and then make a copy of that data at a remote site.

» Consistency Group commands

Consistency Group commands allow DS8000 series systems to hold off 1/0 activity to a
LUN or volume until the FlashCopy Consistency Group command is issued. Consistency
groups can be used to help create a consistent point-in-time copy across multiple LUNs or
volumes, and even across multiple DS8000s.

» Inband Commands over Remote Mirror link

In a remote mirror environment, commands to manage FlashCopy at the remote site can
be issued from the local or intermediate site and transmitted over the remote mirror Fibre
Channel links. This eliminates the need for a network connection to the remote site solely
for the management of FlashCopy.

IBM TotalStorage Metro Mirror (Synchronous PPRC)

Metro Mirror is a remote data mirroring technique for all supported servers, including z/OS
and open systems. It is designed to constantly maintain an up-to-date copy of the local
application data at a remote site which is within the metropolitan area (typically up to 300 km
away using DWDM). With synchronous mirroring techniques, data currency is maintained
between sites, though the distance can have some impact on performance. Metro Mirror is
used primarily as part of a business continuance solution for protecting data against disk
storage system loss or complete site failure.

IBM TotalStorage Global Copy (PPRC Extended Distance, PPRC-XD)

Global Copy is an asynchronous remote copy function for z/OS and open systems for longer
distances than are possible with Metro Mirror. With Global Copy, write operations complete on
the primary storage system before they are received by the secondary storage system. This
capability is designed to prevent the primary system’s performance from being affected by
wait time from writes on the secondary system. Therefore, the primary and secondary copies
can be separated by any distance. This function is appropriate for remote data migration,
off-site backups and transmission of inactive database logs at virtually unlimited distances.
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IBM TotalStorage Global Mirror (Asynchronous PPRC)

Global Mirror copying provides a two-site extended distance remote mirroring function for
z/0OS and open systems servers. With Global Mirror, the data that the host writes to the
storage unit at the local site is asynchronously shadowed to the storage unit at the remote
site. A consistent copy of the data is then automatically maintained on the storage unit at the
remote site. This two-site data mirroring function is designed to provide a high performance,
cost effective, global distance data replication and disaster recovery solution.

IBM TotalStorage z/OS Global Mirror (Extended Remote Copy XRC)

z/OS Gilobal Mirror is a remote data mirroring function available for the z/OS and OS/390
operating systems. It maintains a copy of the data asynchronously at a remote location over
unlimited distances. z/OS Global Mirror is well suited for large zSeries server workloads and
can be used for business continuance solutions, workload movement, and data migration.

IBM TotalStorage z/0OS Metro/Global Mirror

This mirroring capability uses z/OS Global Mirror to mirror primary site data to a location that
is a long distance away and also uses Metro Mirror to mirror primary site data to a location
within the metropolitan area. This enables a z/OS three-site high availability and disaster
recovery solution for even greater protection from unplanned outages.

Three-site solution

A combination of Global Mirror and Global Copy, called Metro/Global Copy is available on the
ESS 750 and ESS 800. It is a three site approach that was previously called Asynchronous
Cascading PPRC. You first copy your data synchronously to an intermediate site and from
there you go asynchronously to a more distant site.

Note: Metro/Global Copy is not available on the DS8000. According to the announcement
letter IBM has issued a Statement of General Direction:

IBM intends to offer a long-distance business continuance solution across three sites
allowing for recovery from the secondary or tertiary site with full data consistency.

For more information about Copy Services see Chapter 7, “Copy Services” on page 115.

1.2.6 Interoperability

As we mentioned before, the DS8000 supports a broad range of server environments. But
there is another big advantage regarding interoperability. The DS8000 Remote Mirror and
Copy functions can interoperate between the DS8000, the DS6000, and ESS Models
750/800/800Turbo. This offers a dramatically increased flexibility in developing mirroring and
remote copy solutions, and also the opportunity to deploy business continuity solutions at
lower costs than have been previously available.

1.2.7 Service and setup

10

The installation of the DS8000 will be performed by IBM in accordance to the installation
procedure for this machine. The customer’s responsibility is the installation planning, the
retrieval and installation of feature activation codes, and the logical configuration planning
and application. This hasn’t changed in regard to the previous ESS model.

For maintenance and service operations, the Storage Hardware Management Console
(S-HMC) is the focal point. The management console is a dedicated workstation that is
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physically located (installed) inside the DS8000 subsystem and can automatically monitor the
state of your system, notifying you and IBM when service is required.

The S-HMC is also the interface for remote services (call home and call back). Remote
connections can be configured to meet customer requirements. It is possible to allow one or
more of the following: call on error (machine detected), connection for a few days (customer
initiated), and remote error investigation (service initiated). The remote connection between
the management console and the IBM service organization will be done via a virtual private
network (VPN) point-to-point connection over the internet or modem.

The DS8000 comes with a four year warranty on both hardware and software. This is
outstanding in the industry and shows IBM’s confidence in this product. Once again, this
makes the DS8000 a product with a low total cost of ownership (TCO).

1.3 Positioning

The IBM TotalStorage DS8000 is designed to provide exceptional performance, scalability,
and flexibility while supporting 24 x 7 operations to help provide the access and protection
demanded by today's business environments. It also delivers the flexibility and centralized
management needed to lower long-term costs. It is part of a complete set of disk storage
products that are all part of the IBM TotalStorage DS Family and is the IBM disk product of
choice for environments that require the utmost in reliability, scalability, and performance for
mission-critical workloads.

1.3.1 Common set of functions

The DS8000 series supports many useful features and functions which are not limited to the
DS8000 series. There is a set of common functions that can be used on the DS6000 series
as well as the DS8000 series. Thus there is only one set of skills necessary to manage both
families. This helps to reduce the management costs and the total cost of ownership.

The common functions for storage management include the IBM TotalStorage DS Storage
Manager, which is the Web-based graphical user interface, the IBM TotalStorage DS
Command-Line Interface (CLI), and the IBM TotalStorage DS open application programming
interface (API).

FlashCopy, Metro Mirror, Global Copy, and Global Mirror are the common functions regarding
the Advanced Copy Services. In addition to this, the DS6000/DS8000 series mirroring
solutions are also compatible between IBM TotalStorage ESS 800 and ESS 750, which offers
a new era in flexibility and cost effectiveness in designing business continuity solutions.

DS8000 compared to ESS

The DS8000 is the next generation of the Enterprise Storage Server, so all functions which
are available in the ESS are also available in the DS8000 (with the exception of Metro/Global
Copy). From a consolidation point of view, it is now possible to replace four ESS Model 800s
with one DS8300. And with the LPAR implementation you get an additional consolidation
opportunity because you get two storage system logical partitions in one physical machine.

Since the mirror solutions are compatible between the ESS and the DS8000 series, it is
possible to think about a setup for a disaster recovery solution with the high performance
DS8000 at the primary site and the ESS at the secondary site, where the same performance
is not required.
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DS8000 compared to DS6000

DS6000 and DS8000 now offer an enterprise continuum of storage solutions. All copy
functions (with the exception of Global Mirror for z/OS Global Mirror, which is only available
on the DS8000) are available on both systems. You can do Metro Mirror, Global Mirror, and
Global Copy between the two series. The CLI commands and the GUI look the same for both
systems.

Obviously the DS8000 can deliver a higher throughput and scales higher than the DS6000,
but not all customers need this high throughput and capacity. You can choose the system that
fits your needs. Both systems support the same SAN infrastructure and the same host
systems.

So itis very easy to have a mixed environment with DS8000 and DS6000 systems to optimize
the cost effectiveness of your storage solution, while providing the cost efficiencies of
common skills and management functions.

Logical partitioning with some DS8000 models is not available on the DS6000. For more
information about the DS6000 refer to The IBM TotalStorage DS6000 Series: Concepts and
Architecture, SG24-6471.

1.3.2 Common management functions
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The DS8000 series offers new management tools and interfaces which are also applicable to
the DS6000 series.

IBM TotalStorage DS Storage Manager

The DS Storage Manager is a Web-based graphical user interface (GUI) that is used to
perform logical configurations and Copy Services management functions. It can be accessed
from any location that has network access using a Web browser. You have the following
options to use the DS Storage Manager:

» Simulated (Offline) configuration

This application allows the user to create or modify logical configurations when
disconnected from the network. After creating the configuration, you can save it and then
apply it to a network-attached storage unit at a later time.

» Real-time (Online) configuration

This provides real-time management support for logical configuration and Copy Services
features for a network-attached storage unit.

IBM TotalStorage DS Command-Line Interface (DS CLI)

The DS CLI is a single CLI that has the ability to perform a full set of commands for logical
configuration and Copy Services activities. It is now possible to combine the DS CLI
commands into a script. This can enhance your productivity since it eliminates the previous
requirement for you to create and save a task using the GUI. The DS CLI can also issue Copy
Services commands to an ESS Model 750, ESS Model 800, or DS6000 series system.

The following list highlights a few of the specific types of functions that you can perform with
the DS Command-Line Interface:

» Check and verify your storage unit configuration

» Check the current Copy Services configuration that is used by the storage unit

» Create new logical storage and Copy Services configuration settings

» Modify or delete logical storage and Copy Services configuration settings
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The DS CLI is described in detail in Chapter 11, “DS CLI” on page 231.

DS Open application programming interface

The DS Open application programming interface (API) is a non-proprietary storage
management client application that supports routine LUN management activities, such as
LUN creation, mapping and masking, and the creation or deletion of RAID-5 and RAID-10
volume spaces. The DS Open API also enables Copy Services functions such as FlashCopy
and Remote Mirror and Copy.

1.3.3 Scalability and configuration flexibility

With the IBM TotalStorage DS8000 you are getting the opportunity to have a linearly scalable
capacity growth up to 192 TB. The architecture is designed to scale with today’s 300 GB disk
technology to over 1 PB. However, the theoretical architectural limit, based on addressing
capabilities, is an incredible 96 PB.

With the DS8000 series there are various choices of base and expansion models, so it is
possible to configure the storage units to meet your particular performance and configuration
needs. The DS8100 (Model 921) features a dual two-way processor complex and support for
one expansion frame. The DS8300 (Models 922 and 9A2) features a dual four-way processor
complex and support for one or two expansion frames. The Model 9A2 supports two IBM
TotalStorage System LPARs (Logical Partitions) in one physical DS8000.

The DS8100 offers up to 128 GB of processor memory and the DS8300 offers up to 256 GB
of processor memory. In addition, the Non-Volatile Storage (NVS) scales to the processor
memory size selected, which can also help optimize performance.

Another important feature regarding flexibility is the LUN/Volume Virtualization. It is now
possible to create and delete a LUN or volume without affecting other LUNs on the RAID
rank. When you delete a LUN or a volume, the capacity can be reused, for example, to form a
LUN of a different size. The possibility to allocate LUNs or volumes by spanning RAID ranks
allows you to create LUNs or volumes to a maximum size of 2 TB.

The access to LUNs by the host systems is controlled via volume groups. Hosts or disks in
the same volume group share access to data. This is the new form of LUN masking.

The DS8000 series allows:

» Up to 255 logical subsystems (LSS); with two storage system LPARs, up to 510 LSSs

» Up to 65280 logical devices; with two storage system LPARs, up to 130560 logical devices

1.3.4 Future directions of storage system LPARs

IBM's plans for the future include offering even more flexibility in the use of storage system
LPARs. Current plans call for offering a more granular I/O allocation. Also, the processor
resource allocation between LPARs is expected to move from 50/50 to possibilities like 25/75,
0/100, 10/90 or 20/80. Not only will the processor resources be more flexible, but in the
future, plans call for the movement of memory more dynamically between the storage system
LPARs.

These are all features that can react to changing workload and performance requirements,
showing the enormous flexibility of the DS8000 series.

Another idea designed to maximize the value of using the storage system LPARs is to have
application LPARs. IBM is currently evaluating which kind of potential storage applications
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offer the most value to the customers. On the list of possible applications are, for example,
Backup/Recovery applications (TSM, Legato, Veritas, and so on).

1.4 Performance

The IBM TotalStorage DS8000 offers optimally balanced performance, which is up to six
times the throughput of the Enterprise Storage Server Model 800. This is possible because
the DS8000 incorporates many performance enhancements, like the dual-clustered
POWERS5 servers, new four-port 2 GB Fibre Channel/FICON host adapters, new Fibre
Channel disk drives, and the high-bandwidth, fault-tolerant internal interconnections.

With all these new components, the DS8000 is positioned at the top of the high performance
category.

1.4.1 Sequential Prefetching in Adaptive Replacement Cache (SARC)

Another performance enhancer is the new self-learning cache algorithm. The DS8000 series
caching technology improves cache efficiency and enhances cache hit ratios. The
patent-pending algorithm used in the DS8000 series and the DS6000 series is called
Sequential Prefetching in Adaptive Replacement Cache (SARC).

SARC provides the following:

» Sophisticated, patented algorithms to determine what data should be stored in cache
based upon the recent access and frequency needs of the hosts

» Pre-fetching, which anticipates data prior to a host request and loads it into cache

» Self-Learning algorithms to adaptively and dynamically learn what data should be stored
in cache based upon the frequency needs of the hosts

1.4.2 IBM TotalStorage Multipath Subsystem Device Driver (SDD)

SDD is a pseudo device driver on the host system designed to support the multipath
configuration environments in IBM products. It provides load balancing and enhanced data
availability capability. By distributing the I/O workload over multiple active paths, SDD
provides dynamic load balancing and eliminates data-flow bottlenecks. SDD also helps
eliminate a potential single point of failure by automatically re-routing I/O operations when a
path failure occurs.

SDD is provided with the DS8000 series at no additional charge. Fibre Channel (SCSI-FCP)
attachment configurations are supported in the AIX, HP-UX, Linux, Microsoft® Windows,
Novell NetWare, and Sun Solaris environments.

1.4.3 Performance for zSeries

14

The DS8000 series supports the following IBM performance innovations for zSeries
environments:

» FICON extends the ability of the DS8000 series system to deliver high bandwidth potential
to the logical volumes needing it, when they need it. Older technologies are limited by the
bandwidth of a single disk drive or a single ESCON channel, but FICON, working together
with other DS8000 series functions, provides a high-speed pipe supporting a multiplexed
operation.

» Parallel Access Volumes (PAV) enable a single zSeries server to simultaneously
process multiple 1/0 operations to the same logical volume, which can help to significantly
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reduce device queue delays. This is achieved by defining multiple addresses per volume.
With Dynamic PAV, the assignment of addresses to volumes can be automatically
managed to help the workload meet its performance objectives and reduce overall
queuing. PAV is an optional feature on the DS8000 series.

» Multiple Allegiance expands the simultaneous logical volume access capability across
multiple zSeries servers. This function, along with PAV, enables the DS8000 series to
process more I/Os in parallel, helping to improve performance and enabling greater use of
large volumes.

» 1/O priority queuing allows the DS8000 series to use I/O priority information provided by
the z/OS Workload Manager to manage the processing sequence of I/O operations.

Chapter 12, “Performance considerations” on page 253, gives you more information about
the performance aspects of the DS8000 family.

1.5 Summary
In this chapter we gave you a short overview of the benefits and features of the new DS8000
series and showed you why the DS8000 series offers:
» Balanced performance, which is up to six times that of the ESS Model 800
» Linear scalability up to 192 TB (designed for 1 PB)
» Integrated solution capability with storage system LPARs
» Flexibility due to dramatic addressing enhancements
» Extensibility, because the DS8000 is designed to add/adapt new technologies
» All new management tools
» Availability, since the DS8000 is designed for 24x7 environments
» Resiliency through industry-leading Remote Mirror and Copy capability
» Low long term cost, achieved by providing the industry’s first 4 year warranty, and
model-to-model upgradeability

More details about these enhancements, and the concepts and architecture of the DS8000
series, are included in the remaining chapters of this redbook.
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Part 2

Architecture

In this part we describe various aspects of the DS8000 series architecture. These include:
» Hardware components

» The LPAR feature

» RAS - Reliability, Availability, and Serviceability

» Virtualization concepts

» Overview of the models

» Copy Services

© Copyright IBM Corp. 2005. All rights reserved.
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Components

This chapter describes the components used to create the DS8000. This chapter is intended
for people who wish to get a clear picture of what the individual components look like and the

architecture that holds them together.

In this chapter we introduce:

>

>

>

Frames

Architecture
Processor complexes
Disk subsystem

Host adapters

Power and cooling

Management console network

© Copyright IBM Corp. 2005. All rights reserved.
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2.1 Frames

The DS8000 is designed for modular expansion. From a high-level view there appear to be
three types of frames available for the DS8000. However, on closer inspection, the frames
themselves are almost identical. The only variations are what combinations of processors, I/O
enclosures, batteries, and disks the frames contain.

Figure 2-1 is an attempt to show some of the frame variations that are possible with the
DS8000. The left-hand frame is a base frame that contains the processors (eServer p5 570s).
The center frame is an expansion frame that contains additional I/O enclosures but no
additional processors. The right-hand frame is an expansion frame that contains just disk
(and no processors, I/O enclosures, or batteries). Each frame contains a frame power area
with power supplies and other power-related hardware.
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Figure 2-1 DS8000 frame possibilities

2.1.1 Base frame
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The left-hand side of the base frame (viewed from the front of the machine) is the frame
power area. Only the base frame contains rack power control cards (RPC) to control power
sequencing for the storage unit. It also contains a fan sense card to monitor the fans in that
frame. The base frame contains two primary power supplies (PPSs) to convert input AC into
DC power. The power area also contains two or three battery backup units (BBUs) depending
on the model and configuration.

The base frame can contain up to eight disk enclosures, each can contain up to 16 disk
drives. In a maximum configuration, the base frame can hold 128 disk drives. Above the disk
enclosures are cooling fans located in a cooling plenum.
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Between the disk enclosures and the processor complexes are two Ethernet switches, a
Storage Hardware Management Console (an S-HMC) and a keyboard/display module.

The base frame contains two processor complexes. These eServer p5 570 servers contain
the processor and memory that drive all functions within the DS8000. In the ESS we referred
to them as clusters, but this term is no longer relevant. We now have the ability to logically
partition each processor complex into two LPARs, each of which is the equivalent of a Shark
cluster.

Finally, the base frame contains four I/O enclosures. These 1/O enclosures provide
connectivity between the adapters and the processors. The adapters contained in the I/O
enclosures can be either device or host adapters (DAs or HAs). The communication path
used for adapter to processor complex communication is the RIO-G loop. This loop not only
joins the I/O enclosures to the processor complexes, it also allows the processor complexes
to communicate with each other.

2.1.2 Expansion frame

The left-hand side of each expansion frame (viewed from the front of the machine) is the
frame power area. The expansion frames do not contain rack power control cards; these
cards are only present in the base frame. They do contain a fan sense card to monitor the
fans in that frame. Each expansion frame contains two primary power supplies (PPS) to
convert the AC input into DC power. Finally, the power area may contain three battery backup
units (BBUs) depending on the model and configuration.

Each expansion frame can hold up to 16 disk enclosures which contain the disk drives. They
are described as /6-packs because each enclosure can hold 16 disks. In a maximum
configuration, an expansion frame can hold 256 disk drives. Above the disk enclosures are
cooling fans located in a cooling plenum.

An expansion frame can contain I/O enclosures and adapters if it is the first expansion frame
that is attached to either a model 922 or a model 9A2. The second expansion frame in a
model 922 or 9A2 configuration cannot have I/O enclosures and adapters, nor can any
expansion frame that is attached to a model 921. If the expansion frame contains 1/0
enclosures, the enclosures provide connectivity between the adapters and the processors.
The adapters contained in the 1/0 enclosures can be either device or host adapters.

2.1.3 Rack operator panel

Each DS8000 frame features an operator panel. This panel has three indicators and an
emergency power off switch (an EPO switch). Figure 2-2 on page 22 depicts the operator
panel. Each panel has two line cord indicators (one for each line cord). For normal operation
both of these indicators should be on, to indicate that each line cord is supplying correct
power to the frame. There is also a fault indicator. If this indicator is illuminated you should
use the DS Storage Manager GUI or the Storage Hardware Management Console (S-HMC)
to determine why this indicator is on.

There is also an EPO switch on each operator panel. This switch is only for emergencies.
Tripping the EPO switch will bypass all power sequencing control and result in immediate
removal of system power. A small cover must be lifted to operate it. Do not trip this switch
unless the DS8000 is creating a safety hazard or is placing human life at risk.
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Figure 2-2 Rack operator panel

You will note that there is not a power on/off switch on the operator panel. This is because
power sequencing is managed via the S-HMC. This is to ensure that all data in non-volatile
storage (known as modified data) is de-staged properly to disk prior to power down. It is thus
not possible to shut down or power off the DS8000 from the operator panel (except in an
emergency, with the EPO switch mentioned previously).

2.2 Architecture
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Now that we have described the frames themselves, we use the rest of this chapter to explore
the technical details of each of the components. The architecture that connects these
components is pictured in Figure 2-3 on page 23.

In effect, the DS8000 consists of two processor complexes. Each processor complex has
access to multiple host adapters to connect to channel, FICON, and ESCON hosts. Each
DS8000 can potentially have up to 32 host adapters. To access the disk subsystem, each
complex uses several four-port Fibre Channel arbitrated loop (FC-AL) device adapters. A
DS8000 can potentially have up to sixteen of these adapters arranged into eight pairs. Each
adapter connects the complex to two separate switched Fibre Channel networks. Each
switched network attaches disk enclosures that each contain up to 16 disks. Each enclosure
contains two 20-port Fibre Channel switches. Of these 20 ports, 16 are used to attach to the
16 disks in the enclosure and the remaining four are used to either interconnect with other
enclosures or to the device adapters. Each disk is attached to both switches. Whenever the
device adapter connects to a disk, it uses a switched connection to transfer data. This means
that all data travels via the shortest possible path.

The attached hosts interact with software which is running on the complexes to access data
on logical volumes. Each complex will host at least one instance of this software (which is
called a server), which runs in a logical partition (an LPAR). The servers manage all read and
write requests to the logical volumes on the disk arrays. During write requests, the servers
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use fast-write, in which the data is written to volatile memory on one complex and persistent
memory on the other complex. The server then reports the write as complete before it has
been written to disk. This provides much faster write performance. Persistent memory is also
called NVS or non-volatile storage.
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Figure 2-3 DSB8000 architecture

When a host performs a read operation, the servers fetch the data from the disk arrays via the
high performance switched disk architecture. The data is then cached in volatile memory in
case it is required again. The servers attempt to anticipate future reads by an algorithm
known as SARC (Sequential prefetching in Adaptive Replacement Cache). Data is held in
cache as long as possible using this smart algorithm. If a cache hit occurs where requested
data is already in cache, then the host does not have to wait for it to be fetched from the
disks.

Both the device and host adapters operate on a high bandwidth fault-tolerant interconnect

known as the RIO-G. The RIO-G design allows the sharing of host adapters between servers
and offers exceptional performance and reliability.
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If you can view Figure 2-3 on page 23 in color, you can use the colors as indicators of how the
DS8000 hardware is shared between the servers (the cross hatched color is green and the
lighter color is yellow). On the left side, the green server is running on the left-hand processor
complex. The green server uses the N-way SMP of the complex to perform its operations. It
records its write data and caches its read data in the volatile memory of the left-hand
complex. For fast-write data it has a persistent memory area on the right-hand processor
complex. To access the disk arrays under its management (the disks also being pictured in
green), it has its own device adapter (again in green). The yellow server on the right operates
in an identical fashion. The host adapters (in dark red) are deliberately not colored green or
yellow because they are shared between both servers.

2.2.1 Server-based SMP design

The DS8000 benefits from a fully assembled, leading edge processor and memory system.
Using SMPs as the primary processing engine sets the DS8000 apart from other disk storage
systems on the market. Additionally, the POWERS processors used in the DS8000 support
the execution of two independent threads concurrently. This capability is referred to as
simultaneous multi-threading (SMT). The two threads running on the single processor share
a common L1 cache. The SMP/SMT design minimizes the likelihood of idle or overworked
processors, while a distributed processor design is more susceptible to an unbalanced
relationship of tasks to processors.

The design decision to use SMP memory as I/O cache is a key element of IBM’s storage
architecture. Although a separate I/0 cache could provide fast access, it cannot match the
access speed of the SMP main memory. The decision to use the SMP main memory as the
cache proved itself in three generations of IBM’s Enterprise Storage Server (ESS 2105). The
performance roughly doubled with each generation. This performance improvement can be
traced to the capabilities of the completely integrated SMP, the processor speeds, the L1/L2
cache sizes and speeds, the memory bandwidth and response time, and the PCI bus
performance.

With the DS8000, the cache access has been accelerated further by making the Non-Volatile
Storage a part of the SMP memory.

All memory installed on any processor complex is accessible to all processors in that
complex. The addresses assigned to the memory are common across all processors in the
same complex. On the other hand, using the main memory of the SMP as the cache, leads to
a partitioned cache. Each processor has access to the processor complex’s main memory but
not to that of the other complex. You should keep this in mind with respect to load balancing
between processor complexes.

2.2.2 Cache management

24

Most if not all high-end disk systems have internal cache integrated into the system design,
and some amount of system cache is required for operation. Over time, cache sizes have
dramatically increased, but the ratio of cache size to system disk capacity has remained
nearly the same.

The DS6000 and DS8000 use the patent-pending Sequential Prefetching in Adaptive
Replacement Cache (SARC) algorithm, developed by IBM Storage Development in
partnership with IBM Research. It is a self-tuning, self-optimizing solution for a wide range of
workloads with a varying mix of sequential and random 1/O streams. SARC is inspired by the
Adaptive Replacement Cache (ARC) algorithm and inherits many features from it. For a
detailed description of ARC see N. Megiddo and D. S. Modha, “Outperforming LRU with an
adaptive replacement cache algorithm,” |EEE Computer, vol. 37, no. 4, pp. 58-65, 2004.
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SARC basically attempts to determine four things:

v

When data is copied into the cache.

Which data is copied into the cache.

Which data is evicted when the cache becomes full.

How does the algorithm dynamically adapt to different workloads.

vyy

The DS8000 cache is organized in 4K byte pages called cache pages or slots. This unit of
allocation (which is smaller than the values used in other storage systems) ensures that small
I/Os do not waste cache memory.

The decision to copy some amount of data into the DS8000 cache can be triggered from two
policies: demand paging and prefetching. Demand paging means that eight disk blocks (a 4K
cache page) are brought in only on a cache miss. Demand paging is always active for all
volumes and ensures that I/O patterns with some locality find at least some recently used
data in the cache.

Prefetching means that data is copied into the cache speculatively even before it is
requested. To prefetch, a prediction of likely future data accesses is needed. Because
effective, sophisticated prediction schemes need extensive history of page accesses (which
is not feasible in real-life systems), SARC uses prefetching for sequential workloads.
Sequential access patterns naturally arise in video-on-demand, database scans, copy,
backup, and recovery. The goal of sequential prefetching is to detect sequential access and
effectively pre-load the cache with data so as to minimize cache misses.

For prefetching, the cache management uses tracks. A track is a set of 128 disk blocks

(16 cache pages). To detect a sequential access pattern, counters are maintained with every
track to record if a track has been accessed together with its predecessor. Sequential
prefetching becomes active only when these counters suggest a sequential access pattern. In
this manner, the DS6000/DS8000 monitors application read-1/O patterns and dynamically
determines whether it is optimal to stage into cache:

» Just the page requested
» That page requested plus remaining data on the disk track
» An entire disk track (or a set of disk tracks) which has (have) not yet been requested

The decision of when and what to prefetch is essentially made on a per-application basis
(rather than a system-wide basis) to be sensitive to the different data reference patterns of
different applications that can be running concurrently.

To decide which pages are evicted when the cache is full, sequential and random
(non-sequential) data is separated into different lists (see Figure 2-4 on page 26). A page
which has been brought into the cache by simple demand paging is added to the MRU (Most
Recently Used) head of the RANDOM list. Without further I/O access, it goes down to the
LRU (Least Recently Used) bottom. A page which has been brought into the cache by a
sequential access or by sequential prefetching is added to the MRU head of the SEQ list and
then goes in that list. Additional rules control the migration of pages between the lists so as to
not keep the same pages in memory twice.
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Figure 2-4 Cache lists of the SARC algorithm for random and sequential data

To follow workload changes, the algorithm trades cache space between the RANDOM and
SEQ lists dynamically and adaptively. This makes SARC scan-resistant, so that one-time
sequential requests do not pollute the whole cache. SARC maintains a desired size
parameter for the sequential list. The desired size is continually adapted in response to the
workload. Specifically, if the bottom portion of the SEQ list is found to be more valuable than
the bottom portion of the RANDOM list, then the desired size is increased; otherwise, the
desired size is decreased. The constant adaptation strives to make optimal use of limited
cache space and delivers greater throughput and faster response times for a given cache
size.

Additionally, the algorithm modifies dynamically not only the sizes of the two lists, but also the
rate at which the sizes are adapted. In a steady state, pages are evicted from the cache at the
rate of cache misses. A larger (respectively, a smaller) rate of misses effects a faster
(respectively, a slower) rate of adaptation.

Other implementation details take into account the relation of read and write (NVS) cache,
efficient de-staging, and the cooperation with Copy Services. In this manner, the DS6000 and
DS8000 cache management goes far beyond the usual variants of the LRU/LFU (Least
Recently Used / Least Frequently Used) approaches.

2.3 Processor complex

26

The DS8000 base frame contains two processor complexes. The Model 921 has 2-way
processors while the Model 922 and Model 9A2 have 4-way processors. (2-way means that
each processor complex has 2 CPUs, while 4-way means that each processor complex has 4
CPUs.)

The DS8000 features IBM POWERS5 server technology. Depending on workload, the
maximum host 1/O operations per second of the DS8100 Model 921 is up to three times the
maximum operations per second of the ESS Model 800. The maximum host I/O operations
per second of the DS8300 Model 922 or 9A2 is up to six times the maximum of the ESS
Model 800.
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For details on the server hardware used in the DS8000, refer to IBM p5 570 Technical
Overview and Introduction, REDP-9117, available at:

http://www.redbooks.ibm.com

The symmetric multiprocessor (SMP) p5 570 system features 2-way or 4-way, copper-based,
SOl-based POWERS microprocessors running at 1.5 GHz or 1.9 GHz with 36 MB off-chip
Level 3 cache configurations. The system is based on a concept of system building blocks.
The p5 570 processor complexes are facilitated with the use of processor interconnect and
system flex cables that enable as many as four 4-way p5 570 processor complexes to be
connected to achieve a true 16-way SMP combined system. How these features are
implemented in the DS8000 might vary.

One p5 570 processor complex includes:

» Five hot-plug PCI-X slots with Enhanced Error Handling (EEH)

» An enhanced blind-swap mechanism that allows hot-swap replacement or installation of
PCI-X adapters without sliding the enclosure into the service position

Two Ultra320 SCSI controllers

One10/100/1000 Mbps integrated dual-port Ethernet controller

Two serial ports

Two USB 2.0 ports

Two HMC Ethernet ports

Four remote RIO-G ports

Two System Power Control Network (SPCN) ports

vVvyvYyvYyvYyYYyvyy

The p5 570 includes two 3-pack front-accessible, hot-swap-capable disk bays. The six disk
bays of one IBM Server p5 570 processor complex can accommodate up to 880.8 GB of disk
storage using the 146.8 GB Ultra320 SCSI disk drives. Two additional media bays are used to
accept optional slim-line media devices, such as DVD-ROM or DVD-RAM drives. The p5 570
also has I/O expansion capability using the RIO-G interconnect. How these features are
implemented in the DS8000 might vary.
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Figure 2-5 Processor complex

Processor memory

The DS8100 Model 921 offers up to 128 GB of processor memory and the DS8300 Models
922 and 9A2 offer up to 256 GB of processor memory. Half of this will be located in each
processor complex. In addition, the Non-Volatile Storage (NVS) scales to the processor
memory size selected, which can also help optimize performance.

Service processor and SPCN

The service processor (SP) is an embedded controller that is based on a PowerPC® 405GP
processor (PPC405). The SPCN is the system power control network that is used to control
the power of the attached I/O subsystem. The SPCN control software and the service
processor software are run on the same PPC405 processor.

The SP performs predictive failure analysis based on any recoverable processor errors. The
SP can monitor the operation of the firmware during the boot process, and it can monitor the
operating system for loss of control. This enables the service processor to take appropriate
action.

The SPCN monitors environmentals such as power, fans, and temperature. Environmental
critical and non-critical conditions can generate Early Power-Off Warning (EPOW) events.
Critical events trigger appropriate signals from the hardware to the affected components to
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prevent any data loss without operating system or firmware involvement. Non-critical
environmental events are also logged and reported.

2.3.1 RIO-G

The RIO-G ports are used for I/O expansion to external I/O drawers. RIO stands for remote
I/0. The RIO-G is evolved from earlier versions of the RIO interconnect.

Each RIO-G port can operate at 1 GHz in bidirectional mode and is capable of passing data in
each direction on each cycle of the port. It is designed as a high performance self-healing
interconnect. The p5 570 provides two external RIO-G ports, and an adapter card adds two
more. Two ports on each processor complex form a loop.

I/0O enclosure 1/0O enclosure
L ] | ] L ] | ]
Processor Il : : : t ]| Processor
Complex 0 - LOOp 0 > omplex 1
] | 1 |
RIO-G poﬂs/ﬂ i E— = i E— RIO-G ports
I/O enclosure 1/0O enclosure ,/-\! Y

I/O enclosure 1/0O enclosure

I/O enclosure 1/0O enclosure

Figure 2-6 DS8000 RIO-G port layout

Figure 2-6 illustrates how the RIO-G cabling is laid out in a DS8000 that has eight 1/0
drawers. This would only occur if an expansion frame were installed. The DS8000 RIO-G
cabling will vary based on the model. A two-way DS8000 model will have one RIO-G loop. A
four-way DS8000 model will have two RIO-G loops. Each loop will support four disk
enclosures.

2.3.2 1/0 enclosures

All base models contain I/O enclosures and adapters. The I/O enclosures hold the adapters
and provide connectivity between the adapters and the processors. Device adapters and host
adapters are installed in the 1/O enclosure. Each I/O enclosure has 6 slots. Each slot supports
PCI-X adapters running at 64 bit, 133 Mhz. Slots 3 and 6 are used for the device adapters.
The remaining slots are available to install up to four host adapters per 1/O enclosure.
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Figure 2-7 I/O enclosures

Each 1/0 enclosure has the following attributes:

» 4U rack-mountable enclosure

» Six PCI-X slots: 3.3 V, keyed, 133 MHz blind-swap hot-plug
» Default redundant hot-plug power and cooling devices

» Two RIO-G and two SPCN ports

2.4 Disk subsystem

The DS8000 series offers a selection of Fibre Channel disk drives, including 300 GB drives,
allowing a DS8100 to scale up to 115.2 TB of capacity and a DS8300 to scale up to 192 TB of
capacity. The disk subsystem consists of three components:

» First, located in the I/O enclosures are the device adapters. These are RAID controllers
that are used by the storage images to access the RAID arrays.

» Second, the device adapters connect to switched controller cards in the disk enclosures.
This creates a switched Fibre Channel disk network.

» Finally, we have the disks themselves. The disks are commonly referred to as disk drive
modules (DDMs).

2.4.1 Device adapters

Each DS8000 device adapter (DA) card offers four 2Gbps FC-AL ports. These ports are used
to connect the processor complexes to the disk enclosures. The adapter is responsible for
managing, monitoring, and rebuilding the RAID arrays. The adapter provides remarkable
performance thanks to a new high function/high performance ASIC. To ensure maximum data
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integrity it supports metadata creation and checking. The device adapter design is shown in
Figure 2-8.

Figure 2-8 DS8000 device adapter

The DAs are installed in pairs because each storage partition requires its own adapter to
connect to each disk enclosure for redundancy. This is why we refer to them as DA pairs.

2.4.2 Disk enclosures

Each DS8000 frame contains either 8 or 16 disk enclosures depending on whether it is a
base or expansion frame. Half of the disk enclosures are accessed from the front of the
frame, and half from the rear. Each DS8000 disk enclosure contains a total of 16 DDMs or
dummy carriers. A dummy carrier looks very similar to a DDM in appearance but contains no
electronics. The enclosure is pictured in Figure 2-9 on page 32.

Note: If a DDM is not present, its slot must be occupied by a dummy carrier. This is
because without a drive or a dummy, cooling air does not circulate correctly.

Each DDM is an industry standard FC-AL disk. Each disk plugs into the disk enclosure
backplane. The backplane is the electronic and physical backbone of the disk enclosure.
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Figure 2-9 DS8000 disk enclosure

Non-switched FC-AL drawbacks

In a standard FC-AL disk enclosure all of the disks are arranged in a loop, as depicted in
Figure 2-10. This loop-based architecture means that data flows through all disks before
arriving at either end of the device adapter (shown here as the Storage Server).

Industry standard

//"—'— FC-aL disk enclosure
F

IaaEEEEE

g o TR Ch | TR . T

..'_\

Figure 2-10 Industry standard FC-AL disk enclosure

The main problems with standard FC-AL access to DDMs are:

» The full loop is required to participate in data transfer. Full discovery of the loop via LIP
(loop initialization protocol) is required before any data transfer. Loop stability can be
affected by DDM failures.

» In the event of a disk failure, it can be difficult to identify the cause of a loop breakage,
leading to complex problem determination.

» There is a performance dropoff when the number of devices in the loop increases.

» To expand the loop it is normally necessary to partially open it. If mistakes are made, a
complete loop outage can result.
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These problems are solved with the switched FC-AL implementation on the DS8000.

Switched FC-AL advantages

The DS8000 uses switched FC-AL technology to link the device adapter (DA) pairs and the
DDMs. Switched FC-AL uses the standard FC-AL protocol, but the physical implementation is
different. The key features of switched FC-AL technology are:

» Standard FC-AL communication protocol from DA to DDMs.

» Direct point-to-point links are established between DA and DDM.

» Isolation capabilities in case of DDM failures, providing easy problem determination.

» Predictive failure statistics.

» Simplified expansion; for example, no cable re-routing is required when adding another
disk enclosure.

The DS8000 architecture employs dual redundant switched FC-AL access to each of the disk

enclosures. The key benefits of doing this are:

» Two independent networks to access the disk enclosures.

» Four access paths to each DDM.

» Each device adapter port operates independently.

» Double the bandwidth over traditional FC-AL loop implementations.

In Figure 2-11 each DDM is depicted as being attached to two separate Fibre Channel

switches. This means that with two device adapters, we have four effective data paths to each

disk, each path operating at 2Gb/sec. Note that this diagram shows one switched disk
network attached to each DA. Each DA can actually support two switched networks.

Fibre channel switch
server 1

el CTTTTTTPPPPPTY | deve

adapter , . adapter
. Fibre channel switch >

server 0

Figure 2-11 DS8000 disk enclosure

When a connection is made between the device adapter and a disk, the connection is a
switched connection that uses arbitrated loop protocol. This means that a mini-loop is created
between the device adapter and the disk. Figure 2-12 on page 34 depicts four simultaneous
and independent connections, one from each device adapter port.
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Figure 2-12 Disk enclosure switched connections

DS8000 switched FC-AL implementation

For a more detailed look at how the switched disk architecture expands in the DS8000 you
should refer to Figure 2-13 on page 35. It depicts how each DS8000 device adapter connects
to two disk networks called loops. Expansion is achieved by adding enclosures to the
expansion ports of each switch. Each loop can potentially have up to six enclosures, but this
will vary depending on machine model and DA pair number. The front enclosures are those
that are physically located at the front of the machine. The rear enclosures are located at the

rear of the machine.
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Figure 2-13 DS8000 switched disk expansion

Expansion

Expansion enclosures are added in pairs and disks are added in groups of 16. On the ESS
Model 800, the term 8-pack was used to describe an enclosure with eight disks in it. For the
DS8000, we use the term 16-pack, though this term really describes the 16 DDMs found in
one disk enclosure. It takes two orders of 16 DDMs to fully populate a disk enclosure pair
(front and rear).

To provide an example, if a machine had six disk enclosures total, it would have three at the
front and three at the rear. If all the enclosures were fully populated with disks, and an
additional order of 16 DDMs was purchased, then two new disk enclosures would be added,
one at the front and one at the rear. The switched networks do not need to be broken to add
these enclosures. They are simply added to the end of the loop. Half of the 16 DDMs would
go in the front enclosure and half would go in the rear enclosure. If an additional 16 DDMs
were ordered later, they would be used to completely fill that pair of disk enclosures.

Arrays and spares

Array sites containing eight DDMs are created as DDMs are installed. During configuration,
discussed in Chapter 10, “The DS Storage Manager - logical configuration” on page 189, the
user will have the choice of creating a RAID-5 or RAID-10 array by choosing one array site.
The first four array sites created on a DA pair each contribute one DDM to be a spare. So at
least four spares are created per DA pair, depending on the disk intermix.
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The intention is to only have four spares per DA pair, but this number may increase depending
on DDM intermix. We need to have four DDMs of the largest capacity and at least two DDMs
of the fastest RPM. If all DDMs are the same size and RPM, then four spares will be sufficient.

Arrays across loops

Each array site consists of eight DDMs. Four DDMs are taken from the front enclosure in an
enclosure pair, and four are taken from the rear enclosure in the pair. This means that when a
RAID array is created on the array site, half of the array is on each enclosure. Because the
front enclosures are on one switched loop, and the rear enclosures are on a second switched
loop, this splits the array across two loops. This is called array across loops (AAL).

To better understand AAL refer to Figure 2-14 and Figure 2-15. To make the diagrams clearer,
only 16 DDMs are shown, eight in each disk enclosure. When fully populated, there would be
16 DDMs in each enclosure. Regardless, the diagram represents a valid configuration.

Figure 2-14 is used to depict the device adapter pair layout. One DA pair creates two switched
loops. The front enclosures populate one loop while the rear enclosures populate the other
loop. Each enclosure places two switches onto each loop. Each enclosure can hold up to 16
DDMs. DDMs are purchased in groups of 16. Half of the new DDMs go into the front
enclosure and half go into the rear enclosure.

Device adapter pair
/ \

Fibre channel switch 1
loop O loop O
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0

device Rear enclosure device

5
adapter Tﬂ@@ﬁ@ﬁ@@ adapter

| — 3
loop 1 ‘ loop 1
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switches in each enclosure.

Server
Front enclosure 1

Figure 2-14 DS8000 switched loop layout

Having established the physical layout, the diagram is now changed to reflect the layout of the
array sites, as shown in Figure 2-15 on page 37. Array site 0 in green (the darker disks) uses
the four left-hand DDMs in each enclosure. Array site 1 in yellow (the lighter disks), uses the
four right-hand DDMs in each enclosure. When an array is created on each array site, half of
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the array is placed on each loop. If the disk enclosures were fully populated with DDMs, there
would be four array sites.
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Figure 2-15 Array across loop

AAL benefits

AAL is used to increase performance. When the device adapter writes a stripe of data to a
RAID-5 array, it sends half of the write to each switched loop. By splitting the workload in this
manner, each loop is worked evenly, which improves performance. If RAID-10 is used, two
RAID-0 arrays are created. Each loop hosts one RAID-0 array. When servicing read 1/O, half
of the reads can be sent to each loop, again improving performance by balancing workload
across loops.

DDMs
Each DDM is hot plugable and has two indicators. The green indicator shows disk activity

while the amber indicator is used with light path diagnostics to allow for easy identification and
replacement of a failed DDM.

At present the DS8000 allows the choice of three different DDM types:

» 73 GB, 15K RPM drive

» 146 GB, 10K RPM drive

» 300 GB, 10K RPM drive

2.5 Host adapters

The DS8000 supports two types of host adapters: ESCON and Fibre Channel/FICON. It does
not support SCSI adapters.
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The ESCON adapter in the DS8000 is a dual ported host adapter for connection to older
zSeries hosts that do not support FICON. The ports on the ESCON card use the MT-RJ type
connector.

Control units and logical paths

ESCON architecture recognizes only 16 3990 logical control units (LCUs) even though the
DS8000 is capable of emulating far more (these extra control units can be used by FICON).
Half of the LCUs (even numbered) are in server 0, and the other half (odd-numbered) are in
server 1. Because the ESCON host adapters can connect to both servers, each adapter can
address all 16 LCUs.

An ESCON link consists of two fibers, one for each direction, connected at each end by an
ESCON connector to an ESCON port. Each ESCON adapter card supports two ESCON
ports or links, and each link supports 64 logical paths.

ESCON distances

For connections without repeaters, the ESCON distances are 2 km with 50 micron multimode
fiber, and 3 km with 62.5 micron multimode fiber. The DS8000 supports all models of the IBM
9032 ESCON directors that can be used to extend the cabling distances.

Remote Mirror and Copy with ESCON

The initial implementation of the ESS 2105 Remote Mirror and Copy function (better known
as PPRC or Peer-to-Peer Remote Copy) used ESCON adapters. This was known as PPRC
Version 1. The ESCON adapters in the DS8000 do not support any form of Remote Mirror
and Copy. If you wish to create a remote mirror between a DS8000 and an ESS 800 or
another DS8000 or DS6000, you must use Fibre Channel adapters. You cannot have a
remote mirror relationship between a DS8000 and an ESS E20 or F20 because the E20/F20
only support Remote Mirror and Copy over ESCON.

ESCON supported servers

ESCON is used for attaching the DS8000 to the IBM S/390 and zSeries servers. The most
current list of supported servers is at this Web site:

http://www.storage.ibm.com/hardsoft/products/DS8000/supserver.htm

This site should be consulted regularly because it has the most up-to-date information on
server attachment support.

2.5.1 FICON and Fibre Channel protocol host adapters
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Fibre Channel is a technology standard that allows data to be transferred from one node to
another at high speeds and great distances (up to 10 km and beyond). The DS8000 uses
Fibre Channel protocol to transmit SCSI traffic inside Fibre Channel frames. It also uses Fibre
Channel to transmit FICON traffic, which uses Fibre Channel frames to carry zSeries 1/0.

Each DS8000 Fibre Channel card offers four 2 Gbps Fibre Channel ports. The cable
connector required to attach to this card is an LC type. Each port independently
auto-negotiates to either 2 Gbps or 1 Gbps link speed. Each of the 4 ports on one DS8000
adapter can also independently be either Fibre Channel protocol (FCP) or FICON, though the
ports are initially defined as switched point to point FCP. Selected ports will be configured to
FICON automatically based on the definition of a FICON host. Each port can be either FICON
or Fibre Channel protocol (FCP). The personality of the port is changeable via the DS
Storage Manager GUI. A port cannot be both FICON and FCP simultaneously, but it can be
changed as required.
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The card itself is PCI-X 64 Bit 133 MHz. The card is driven by a new high function, high
performance ASIC. To ensure maximum data integrity, it supports metadata creation and
checking. Each Fibre Channel port supports a maximum of 509 host login IDs. This allows for
the creation of very large storage area networks (SANs). The design of the card is depicted in
Figure 2-16.
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Figure 2-16 DS8000 FICON/FCP host adapter

Fibre Channel supported servers
The current list of servers supported by the Fibre Channel attachment is at this Web site:

http://www.storage.ibm.com/hardsoft/products/DS8000/supserver.htm

This document should be consulted regularly because it has the most up-to-date information
on server attachment support.

Fibre Channel distances

There are two types of host adapter cards you can select: long wave and short wave. With
long-wave laser, you can connect nodes at distances of up to 10 km (non-repeated). With
short wave you are limited to a distance of 300 to 500 metres (non-repeated). All ports on
each card must be either long wave or short wave (there can be no mixing of types within a
card).

2.6 Power and cooling

The DS8000 power and cooling system is highly redundant.

Rack Power Control cards (RPC)

The DS8000 has a pair of redundant RPC cards that are used to control certain aspects of
power sequencing throughout the DS8000. These cards are attached to the Service
Processor (SP) card in each processor, which allows them to communicate both with the
Storage Hardware Management Console (S-HMC) and the storage facility image LPARs. The
RPCs also communicate with each primary power supply and indirectly with each rack’s fan
sense cards and the disk enclosures in each frame.
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Primary power supplies

The DS8000 primary power supply (PPS) converts input AC voltage into DC voltage. There
are high and low voltage versions of the PPS because of the varying voltages used
throughout the world. Also, because the line cord connector requirements vary widely
throughout the world, the line cord may not come with a suitable connector for your nation’s
preferred outlet. This may need to be replaced by an electrician once the machine is
delivered.

There are two redundant PPSs in each frame of the DS8000. Each PPS is capable of
powering the frame by itself. The PPS creates 208V output power for the processor complex
and I/O enclosure power supplies. It also creates 5V and 12V DC power for the disk
enclosures. There may also be an optional booster module that will allow the PPSs to
temporarily run the disk enclosures off battery, if the extended power line disturbance feature
has been purchased (see Chapter 4, “RAS” on page 61, for a complete explanation as to why
this feature may or may not be necessary for your installation).

Each PPS has internal fans to supply cooling for that power supply.

Processor and I/O enclosure power supplies

Each processor and I/O enclosure has dual redundant power supplies to convert 208V DC
into the required voltages for that enclosure or complex. Each enclosure also has its own
cooling fans.

Disk enclosure power and cooling

The disk enclosures do not have separate power supplies since they draw power directly from
the PPSs. They do, however, have cooling fans located in a plenum above the enclosures.
They draw cooling air through the front of each enclosure and exhaust air out of the top of the
frame.

Battery backup assemblies

The backup battery assemblies help protect data in the event of a loss of external power. The
model 921 contains two battery backup assemblies while the model 922 and 9A2 contain
three of them (to support the 4-way processors). In the event of a complete loss of input AC
power, the battery assemblies are used to allow the contents of NVS memory to be written to
a number of DDMs internal to the processor complex, prior to power off.

The FC-AL DDMs are not protected from power loss unless the extended power line
disturbance feature has been purchased.

2.7 Management console network
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All base models ship with one Storage Hardware Management Console (S-HMC), a keyboard
and display, plus two Ethernet switches.

S-HMC

The S-HMC is the focal point for configuration, Copy Services management, and
maintenance activities. It is possible to order two management consoles to act as a redundant
pair. A typical configuration would be to have one internal and one external management
console. The internal S-HMC will contain a PCl modem for remote service.
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Ethernet switches

In addition to the Fibre Channel switches installed in each disk enclosure, the DS8000 base
frame contains two 16-port Ethernet switches. Two switches are supplied to allow the
creation of a fully redundant management network. Each processor complex has multiple
connections to each switch. This is to allow each server to access each switch. This switch
cannot be used for any equipment not associated with the DS8000. The switches get power
from the internal power bus and thus do not require separate power outlets.

2.8 Summary

This chapter has described the various components that make up a DS8000. For additional
information, there is documentation available at:

http://www-1.ibm.com/servers/storage/support/disk/index.html
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Storage system LPARs (Logical
partitions)

This chapter provides information about storage system Logical Partitions (LPARS) in the
DS8000.

The following topics are discussed in detail:

» Introduction to LPARs

DS8000 and LPARs

LPAR and storage facility images (SFls)

DS8300 LPAR implementation

Hardware components of a storage facility image

DS8300 Model 9A2 configuration options

» LPAR security and protection

v

» LPAR and Copy Services
» LPAR benefits

© Copyright IBM Corp. 2005. All rights reserved.
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3.1 Introduction to logical partitioning

Logical partitioning allows the division of a single server into several completely independent
virtual servers or partitions.

IBM began work on logical partitioning in the late 1960s, using S/360 mainframe systems with
the precursors of VM, specifically CP40. Since then, logical partitioning on IBM mainframes
(now called IBM zSeries) has evolved from a predominantly physical partitioning scheme
based on hardware boundaries to one that allows for virtual and shared resources with
dynamic load balancing. In 1999 IBM implemented LPAR support on the AS/400 (now called
IBM iSeries) platform and on pSeries in 2001. In 2000 IBM announced the ability to run the
Linux operating system in an LPAR or on top of VM on a zSeries server, to create thousands
of Linux instances on a single system.

3.1.1 Virtualization Engine technology

IBM Virtualization Engine is comprised of a suite of system services and technologies that
form key elements of IBM’s on demand computing model. It treats resources of individual
servers, storage, and networking products as if in a single pool, allowing access and
management of resources across an organization more efficiently. Virtualization is a critical
component in the on demand operating environment. The system technologies implemented
in the POWERS5 processor provide a significant advancement in the enablement of functions
required for operating in this environment.

LPAR is one component of the POWERS5 system technology that is part of the IBM
Virtualization Engine.

Using IBM Virtualization Engine technology, selected models of the DS8000 series can be
used as a single, large storage system, or can be used as multiple storage systems with
logical partitioning (LPAR) capabilities. IBM LPAR technology, which is unique in the storage
industry, allows the resources of the storage system to be allocated into separate logical
storage system partitions, each of which is totally independent and isolated. Virtualization
Engine (VE) delivers the capabilities to simplify the infrastructure by allowing the
management of heterogeneous partitions/servers on a single system.

3.1.2 Partitioning concepts
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It is appropriate to clarify the terms and definitions by which we classify these mechanisms.

Note: The following sections discuss partitioning concepts in general and not all are
applicable to the DS8000.

Partitions

When a multi-processor computer is subdivided into multiple, independent operating system
images, those independent operating environments are called partitions. The resources on
the system are allocated to specific partitions.

Resources

Resources are defined as a system’s processors, memory, and I/O slots. 1/O slots can be
populated by different adapters, such as Ethernet, SCSI, Fibre Channel or other device
controllers. A disk is allocated to a partition by assigning it the I/O slot that contains the disk’s
controller.
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Building block

A building block is a collection of system resources, such as processors, memory, and 1/O
connections.

Physical partitioning (PPAR)

In physical partitioning, the partitions are divided along hardware boundaries. Each partition
might run a different version of the same operating system. The number of partitions relies on
the hardware. Physical partitions have the advantage of allowing complete isolation of
operations from operations running on other processors, thus ensuring their availability and
uptime. Processors, I/0 boards, memory, and interconnects are not shared, allowing
applications that are business-critical or for which there are security concerns to be
completely isolated. The disadvantage of physical partitioning is that machines cannot be
divided into as many partitions as those that use logical partitioning, and users can't
consolidate many lightweight applications on one machine.

Logical partitioning (LPAR)

A logical partition uses hardware and firmware to logically partition the resources on a
system. LPARs logically separate the operating system images, so there is not a dependency
on the hardware building blocks.

A logical partition consists of processors, memory, and I/O slots that are a subset of the pool
of available resources within a system, as shown in Figure 3-1 on page 46. While there are
configuration rules, the granularity of the units of resources that can be allocated to partitions
is very flexible. It is possible to add just a small amount of memory, if that is all that is needed,
without a dependency on the size of the memory controller or without having to add more
processors or I/O slots that are not needed.

LPAR differs from physical partitioning in the way resources are grouped to form a partition.
Logical partitions do not need to conform to the physical boundaries of the building blocks
used to build the server. Instead of grouping by physical building blocks, LPAR adds more
flexibility to select components from the entire pool of available system resources.
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Logical Partition

Logical Logical Partition 1 Logical Partition 2
Partition 0
Processor Processor Processor Processor Processor Processor
Cache Cache Cache Cache Cache Cache
Memory

QJ

su

hardware management console

Figure 3-1 Logical partition

Software and hardware fault isolation

Because a partition hosts an independent operating system image, there is strong software
isolation. This means that a job or software crash in one partition will not effect the resources
in another partition.

Dynamic logical partitioning
Starting from AIX 5L™ Version 5.2, IBM supports dynamic logical partitioning (also known as
DLPAR) in partitions on several logical partitioning capable IBM pSeries server models.

The dynamic logical partitioning function allows resources, such as CPUs, memory, and 1/0
slots, to be added to or removed from a partition, as well as allowing the resources to be
moved between two partitions, without an operating system reboot (on the fly).

Micro-Partitioning™

With AIX 5.3, partitioning capabilities are enhanced to include sub-processor partitioning, or
Micro-Partitioning. With Micro-Partitioning it is possible to allocate less than a full physical
processor to a logical partition.

The benefit of Micro-Partitioning is that it allows increased overall utilization of system
resources by automatically applying only the required amount of processor resource needed
by each partition.

Virtual 1/0

On POWERS5 servers, I/0 resources (disks and adapters) can be shared through Virtual 1/O.
Virtual 1/0 provides the ability to dedicate I/O adapters and devices to a virtual server,

DS8000 Series: Concepts and Architecture



allowing the on-demand allocation of those resources to different partitions and the
management of 1/0 devices. The physical resources are owned by the Virtual I/O server.

3.1.3 Why Logically Partition?

There is a demand to provide greater flexibility for high-end systems, particularly the ability to
subdivide them into smaller partitions that are capable of running a version of an operating
system or a specific set of application workloads.

The main reasons for partitioning a large system are as follows:

Server consolidation

A highly reliable server with sufficient processing capacity and capable of being partitioned
can address the need for server consolidation by logically subdividing the server into a
number of separate, smaller systems. This way, the application isolation needs can be met in
a consolidated environment, with the additional benefits of reduced floor space, a single point
of management, and easier redistribution of resources as workloads change. Increasing or
decreasing the resources allocated to partitions can facilitate better utilization of a server that
is exposed to large variations in workload.

Production and test environments

Generally, production and test environments should be isolated from each other. Without
partitioning, the only practical way of performing application development and testing is to
purchase additional hardware and software.

Partitioning is a way to set aside a portion of the system resources to use for testing new
versions of applications and operating systems, while the production environment continues
to run. This eliminates the need for additional servers dedicated to testing, and provides more
confidence that the test versions will migrate smoothly into production because they are
tested on the production hardware system.

Consolidation of multiple versions of the same OS or applications

The flexibility inherent in LPAR greatly aids the scheduling and implementation of normal
upgrade and system maintenance activities. All the preparatory activities involved in
upgrading an application or even an operating system could be completed in a separate
partition. An LPAR can be created to test applications under new versions of the operating
system prior to upgrading the production environments. Instead of having a separate server
for this function, a minimum set of resources can be temporarily used to create a new LPAR
where the tests are performed. When the partition is no longer needed, its resources can be
incorporated back into the other LPARs.

Application isolation

Partitioning isolates an application from another in a different partition. For example, two
applications on one symmetric multi-processing (SMP) system could interfere with each other
or compete for the same resources. By separating the applications into their own partitions,
they cannot interfere with each other. Also, if one application were to hang or crash the
operating system, this would not have an effect on the other partitions. Also, applications are
prevented from consuming excess resources, which could starve other applications of
resources they require.

Increased hardware utilization

Partitioning is a way to achieve better hardware utilization when software does not scale well
across large numbers of processors. Where possible, running multiple instances of an
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application on separate smaller partitions can provide better throughput than running a single
large instance of the application.

Increased flexibility of resource allocation

A workload with resource requirements that change over time can be managed more easily
within a partition that can be altered to meet the varying demands of the workload.

3.2 DS8000 and LPAR

In the first part of this chapter we discussed the LPAR features in general. In this section we
provide information on how the LPAR functionality is implemented in the DS8000 series.

The DS8000 series is a server-based disk storage system. With the integration of the
POWERS5 eServer p5 570 into the DS8000 series, IBM offers the first implementation of the
server LPAR functionality in a disk storage system.

The storage system LPAR functionality is currently supported in the DS8300 Model 9A2. It
provides two virtual storage systems in one physical machine. Each storage system LPAR
can run its own level of licensed internal code (LIC).

The resource allocation for processors, memory, and I/O slots in the two storage system
LPARs on the DS8300 is currently divided into a fixed ratio of 50/50.

Note: The allocation for resources will be more flexible. According to the announcement
letter IBM has issued a Statement of General Direction:

IBM intends to enhance the Virtualization Engine partitioning capabilities of selected
models of the DS8000 series to provide greater flexibility in the allocation and
management of resources between images.

Between the two storage facility images there exists a robust isolation via hardware; for
example, separated RIO-G loops, and the POWERS Hypervisor, which is described in more
detail in section 3.3, “LPAR security through POWER™ Hypervisor (PHYP)” on page 54.

3.2.1 LPAR and storage facility images
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Before we start to explain how the LPAR functionality is implemented in the DS8300, we want
to clarify some terms and naming conventions. Figure 3-2 on page 49 illustrates these terms.
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Figure 3-2 DS8300 Model 9A2 - LPAR and storage facility image

The DS8300 series incorporates two eServer p5 570s. We call each of these a processor
complex. Each processor complex supports one or more LPARs. Currently each processor
complex on the DS8300 is divided into two LPARs. An LPAR is a set of resources on a
processor complex that support the execution of an operating system. The storage facility
image is built from a pair of LPARs, one on each processor complex.

Figure 3-2 shows that LPARO1 from processor complex 0 and LPAR11 from processor
complex 1 instantiate storage facility image 1. LPARO2 from processor complex 0 and
LPAR12 from processor complex 1 instantiate the second storage facility image.

Important: It is important to understand that an LPAR in a processor complex is not the
same as a storage facility image in the DS8300.

3.2.2 DS8300 LPAR implementation

Each storage facility image will use the machine type/model number/serial number of the
DS8300 Model 9A2 base frame. The frame serial number will end with 0. The last character
of the serial number will be replaced by a number in the range one to eight that uniquely
identifies the DS8000 image. Initially, this character will be a /or a 2, because there are only
two storage facility images available. The serial number is needed to distinguish between the
storage facility images in the GUI, CLI, and for licensing and allocating the licenses between
the storage facility images.

The first release of the LPAR functionality in the DS8300 Model 9A2 provides a split between
the resources in a 50/50 ratio as depicted in Figure 3-3 on page 50.
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Figure 3-3 DS8300 LPAR resource allocation

Each storage facility image has access to:

» 50 percent of the processors

» 50 percent of the processor memory

» 1 loop of the RIO-G interconnection
Up to 16 host adapters (4 I/O drawers with up to 4 host adapters)
Up to 320 disk drives (up to 96 TB of capacity)

v

v

3.2.3 Storage facility image hardware components

In this section we explain which hardware resources are required to build a storage facility

50

image.

The management of the resource allocation between LPARs on a pSeries is done via the
Storage Hardware Management Console (S-HMC). Because the DS8300 Model 9A2
provides a fixed split between the two storage facility images, there is no management or

configuration necessary via the S-HMC. The DS8300 comes pre-configured with all required
LPAR resources assigned to either storage facility image.

Figure 3-4 on page 51 shows the split of all available resources between the two storage
facility images. Each storage facility image has 50% of all available resources.
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Figure 3-4 Storage facility image resource allocation in the processor complexes of the DS8300

I/O resources
For one storage facility image, the following hardware resources are required:

» 2 SCSI controllers with 2 disk drives each

» 2 Ethernet ports (to communicate with the S-HMC)

» 1 Thin Device Media Bay (for example, CD or DVD; can be shared between the LPARs)
Each storage facility image will have two physical disk drives in each processor complex.
Each disk drive will contain three logical volumes, the boot volume and two logical volumes
for the memory save dump function. These three logical volumes are then mirrored across the

two physical disk drives for each LPAR. In Figure 3-4, for example, the disks A/A' are mirrors.
For the DS8300 Model 9A2, there will be four drives total in one physical processor complex.

Processor and memory allocations

In the DS8300 Model 9A2 each processor complex has four processors and up to 128 GB
memory. Initially there is also a 50/50 split for processor and memory allocation.

Therefore, every LPAR has two processors and so every storage facility image has four
processors.

The memory limit depends on the total amount of available memory in the whole system.
Currently there are the following memory allocations per storage facility available:

» 32 GB (16 GB per processor complex, 16 GB per storage facility image)

» 64 GB (32 GB per processor complex, 32 GB per storage facility image)

» 128 GB (64 GB per processor complex, 64 GB per storage facility image)

» 256 GB (128 GB per processor complex, 128 GB per storage facility image)
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RIO-G interconnect separation

Figure 3-4 on page 51 depicts that the RIO-G interconnection is also split between the two
storage facility images. The RIO-G interconnection is divided into 2 loops. Each RIO-G loop is
dedicated to a given storage facility image. All I/O enclosures on the RIO-G loop with the
associated host adapters and drive adapters are dedicated to the storage facility image that
owns the RIO-G loop.

As a result of the strict separation of the two images, the following configuration options exist:

» Each storage facility image is assigned to one dedicated RIO-G loop; if an image is offline,
its RIO-G loop is not available.

» All /O enclosures on a given RIO-G loop are dedicated to the image that owns the RIO-G
loop.

» Host adapter and device adapters on a given loop are dedicated to the associated image
that owns this RIO-G loop.

» Disk enclosures and storage devices behind a given device adapter pair are dedicated to
the image that owns the RIO-G loop.

» Configuring of capacity to an image is managed through the placement of disk enclosures
on a specific DA pair dedicated to this image.

3.2.4 DS8300 Model 9A2 configuration options
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In this section we explain which configuration options are available for the DS8300 Model
9A2.
The Model 9A2 (base frame) has:
» 32to 128 DDMs
— Up to 64 DDMs per storage facility image, in increments of 16 DDMs
» System memory

— 32, 64, 128, 256 GB (half of the amount of memory is assigned to each storage facility
image)

» Four I/O bays

— Two bays assigned to storage facility image 1 and two bays assigned to storage facility
image 2

— Each bay contains:
¢ Up to 4 host adapters
¢ Up to 2 device adapters
» S-HMC, keyboard/display, and 2 Ethernet switches

The first Model 9AE (expansion frame) has:
» An additional four I/0O bays

Two bays are assigned to storage facility image 1 and two bays are assigned to storage
facility image 2.

» Each bay contains:
— Up to 4 host adapters
— Up to 2 device adapters
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» An additional 256 DDMs

— Up to 128 DDMs per storage facility image

The second Model 9AE (expansion frame) has:

» An additional 256 DDMs

— Up to 128 drives per storage facility image

A fully configured DS8300 with storage facility images has one base frame and two expansion

frames. The first expansion frame (9AE) has additional I/O drawers and disk drive modules

(DDMs), while the second expansion frame contains additional DDMs.

Figure 3-5 provides an example of how a fully populated DS8300 might be configured. The

disk enclosures are assigned to storage facility image 1 (yellow, or lighter if not viewed in
color) or storage facility image 2 (green, or darker). When ordering additional disk capacity, it

can be allocated to either storage facility image 1 or storage facility image 2. The cabling is

pre-determined and in this example there is an empty pair of disk enclosures assigned for the

next increment of disk to be added to storage facility image 2.

0 1
1/0 drawer 1/0 drawer
2 3

/0 drawer

/0 drawer

..h

Storage Storage Storage
enclosure enclosure enclosure
Storage Storage Storage
enclosure enclosure enclosure
Storage Storage Storage
enclosure enclosure enclosure
Storage Storage Storage
enclosure enclosure enclosure
Storage Empty storage
enclosure enclosure
i;’lﬁ; Processor f;‘:(;ﬁ’; Storage Empty storage
Image1 | Complex0 RN enclosure enclosure
Storage Storage
Storage Storage
Facility | Processor [N=stis enclosure enclosure
Image1 | complex1 [T
Storage Storage
enclosure enclosure
I/0 drawer I/0O drawer /0 drawer /0 drawer

Figure 3-5 DS8300 example configuration

Model conversion

The Model 9A2 has a fixed 50/50 split into two storage facility images. However, there are

various model conversions available. For example, it is possible to switch from Model 9A2 to a
full system machine, which is the Model 922. Table 3-1 shows all possible model conversions

regarding the LPAR functionality.
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Table 3-1 Model conversions regarding LPAR functionality

From Model To Model

921 (2-way processors without LPAR) 9A2 (4-way processors with LPAR)
922 (4-way processors without LPAR) 9A2 (4-way processors with LPAR)
9A2 (4-way processors with LPAR) 922 (4-way processors without LPAR)
92E (expansion frame without LPAR) 9AE (expansion frame with LPAR)
9AE (expansion frame with LPAR) 92E (expansion frame without LPAR)

Note: Every model conversion is a disruptive operation.

3.3 LPAR security through POWER™ Hypervisor (PHYP)
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The DS8300 Model 9A2 provides two storage facility images. This offers a number of
desirable business advantages. But it also can raise some concerns about security and
protection of the storage facility images in the DS8000 series. In this section we explain how
the DS8300 delivers robust isolation between the two storage facility images.

One aspect of LPAR protection and security is that the DS8300 has a dedicated allocation of
the hardware resources for the two facility images. There is a clear split of processors,
memory, I/O slots, and disk enclosures between the two images.

Another important security feature which is implemented in the pSeries server is called the
POWER Hypervisor (PHYP). It enforces partition integrity by providing a security layer
between logical partitions. The POWER Hypervisor is a component of system firmware that
will always be installed and activated, regardless of the system configuration. It operates as a
hidden partition, with no processor resources assigned to it.

Figure 3-6 on page 55 illustrates a set of address mapping mechanisms which are described
in the following paragraphs.

In a partitioned environment, the POWER Hypervisor is loaded into the first Physical Memory
Block (PMB) at the physical address zero and reserves the PMB. From then on, it is not
possible for an LPAR to access directly the physical memory. Every memory access is
controlled by the POWER Hypervisor.

Each partition has its own exclusive page table, which is also controlled by the POWER
Hypervisor. Processors use these tables to transparently convert a program's virtual address
into the physical address where that page has been mapped into physical memory.

In a partitioned environment, the operating system uses hypervisor services to manage the
translation control entry (TCE) tables. The operating system communicates the desired I/O
bus address to logical mapping, and the hypervisor translates that into the I/O bus address to
physical mapping within the specific TCE table. The hypervisor needs a dedicated memory
region for the TCE tables to translate the I/O address to the partition memory address, then
the hypervisor can perform direct memory access (DMA) transfers to the PCI adapters.
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LPAR Protection in IBM POWER5™ Hardware
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Figure 3-6 LPAR protection - POWER Hypervisor

3.4 LPAR and Copy Services

In this section we provide some specific information about the Copy Services functions
related to the LPAR functionality on the DS8300. An example for this can be seen in
Figure 3-7 on page 56.
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DS8300 Storage Facility Images and Copy Services
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Figure 3-7 DS8300 storage facility images and Copy Services

FlashCopy

The DS8000 series fully supports the FlashCopy V2 capabilities that the ESS Model 800
currently provides. One function of FlashCopy V2 was the ability to have the source and
target of a FlashCopy relationship reside anywhere within the ESS (commonly referred to as
cross LSS support). On a DS8300 Model 9A2, the source and target must reside within the
same storage facility image.

A source volume of a FlashCopy located in one storage facility image cannot have a target
volume in the second storage facility image, as illustrated in Figure 3-7.

Remote mirroring

A Remote Mirror and Copy relationship is supported across storage facility images. The
primary server could be located in one storage facility image and the secondary in another
storage facility image within the same DS8300.

For more information about Copy Services refer to Chapter 7, “Copy Services” on page 115.

3.5 LPAR benefits

56

The exploitation of the LPAR technology in the DS8300 Model 9A2 offers many potential
benefits. You get a reduction in floor space, power requirements, and cooling requirements
through consolidation of multiple stand-alone storage functions.

It helps you to simplify your IT infrastructure through a reduced system management effort.
You also can reduce your storage infrastructure complexity and your physical asset
management.
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The hardware-based LPAR implementation ensures data integrity. The fact that you can
create dual, independent, completely segregated virtual storage systems helps you to
optimize the utilization of your investment, and helps to segregate workloads and protect
them from one another.

The following are examples of possible scenarios where storage facility images would be
useful:

>

Two production workloads

The production environments can be split, for example, by operating system, application,
or organizational boundaries. For example, some customers maintain separate physical
ESS 800s with z/OS hosts on one and open hosts on the other. A DS8300 could maintain
this isolation within a single physical storage system.

Production and development partitions

It is possible to separate the production environment from a development partition. On one
partition you can develop and test new applications, completely segregated from a
mission-critical production workload running in another storage facility image.

Dedicated partition resources

As a service provider you could provide dedicated resources to each customer, thereby
satisfying security and service level agreements, while having the environment all
contained on one physical DS8300.

Production and data mining

For database purposes you can imagine a scenario where your production database is
running in the first storage facility image and a copy of the production database is running
in the second storage facility image. You can perform analysis and data mining on it
without interfering with the production database.

Business continuance (secondary) within the same physical array

You can use the two partitions to test Copy Services solutions or you can use them for
multiple copy scenarios in a production environment.

Information Lifecycle Management (ILM) partition with fewer resources, slower DDMs

One storage facility image can utilize, for example, only fast disk drive modules to ensure
high performance for the production environment, and the other storage facility image can
use fewer and slower DDMs to ensure Information Lifecycle Management at a lower cost.

Figure 3-8 on page 58 depicts one example for storage facility images in the DS8300.
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System 1 System 2
Open System zSeries

Storage Facility Image 1 Storage Facility Image 2

Capacity: 20 TB Fixed Block (FB) Capacity: 10 TB Count Key Data (CKD)
LIC level: A LIC level: B

License function:  Point-in-time Copy License function:  no Copy function

License feature: FlashCopy License feature: no Copy feature

DS8300 Model 9A2

(Physical Capacity: 30TB)

Figure 3-8 Example of storage facility images in the DS8300

This example shows a DS8300 with a total physical capacity of 30 TB. In this case, a
minimum Operating Environment License (OEL) is required to cover the 30 TB capacity. The
DS8300 is split into two storage facility images. Storage facility image 1 is used for an Open
System environment and utilizes 20 TB of fixed block data. Storage facility image 2 is used for
a zSeries environment and uses 10 TB of count key data.

To utilize FlashCopy on the entire capacity would require a 30 TB FlashCopy license.
However, as in this example, it is possible to have a FlashCopy license for storage facility
image 1 for 20 TB only. In this example for the zSeries environment, no copy function is
needed, so there is no need to purchase a Copy Services license for storage facility image 2.
You can find more information about the licensed functions in 9.3, “DS8000 licensed
functions” on page 167.

This example also shows the possibility of running two different licensed internal code (LIC)
levels in the storage facility images.

Addressing capabilities with storage facility images

Figure 3-9 on page 59 highlights the enormous enhancements of the addressing capabilities
that you get with the DS8300 in LPAR mode in comparison to the previous ESS Model 800.
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ESS 800 DS8300 DS8300 with LPAR

Max Logical Subsystems 32 255 510

Max Logical Devices 8K 63.75K 127.5K

Max Logical CKD Devices 4K 63.75K 127.5K

Max Logical FB Devices 4K 63.75K 127.5K

Max N-Port Logins/Port 128 509 509

Max N-Port Logins 512 8K 16K

Max Logical Paths/FC Port 256 2K 2K

Max Logical Paths/CU Image | 256 512 512

Max Path Groups/CU Image 128 256 256

Figure 3-9 Comparison with ESS Model 800 and DS8300 with and without LPAR

3.6 Summary

The DS8000 series delivers the first use of the POWERS processor IBM Virtualization Engine
logical partitioning capability. This storage system LPAR technology is designed to enable the
creation of two completely separate storage systems, which can run the same or different
versions of the licensed internal code. The storage facility images can be used for production,
test, or other unique storage environments, and they operate within a single physical
enclosure. Each storage facility image can be established to support the specific performance
requirements of a different, heterogeneous workload. The DS8000 series robust partitioning
implementation helps to isolate and protect the storage facility images. These storage system
LPAR capabilities are designed to help simplify systems by maximizing management
efficiency, cost effectiveness, and flexibility.
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RAS

This chapter describes the RAS (reliability, availability, serviceability) characteristics of the
DS8000. It will discuss:

» Naming

» Processor complex RAS

» Hypervisor: Storage image independence
» Server RAS

» Host connection availability

» Disk subsystem

» Power and cooling

» Microcode updates

» Management console

© Copyright IBM Corp. 2005. All rights reserved.
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4.1 Naming

62

It is important to understand the naming conventions used to describe DS8000 components
and constructs in order to fully appreciate the discussion of RAS concepts.

Storage complex

This term describes a group of DS8000s managed by a single Management Console. A
storage complex may consist of just a single DS8000 storage unit.

Storage unit

A storage unit consists of a single DS8000 (including expansion frames). If your organization
has one DS8000, then you have a single storage complex that contains a single storage unit.

Storage facility image

In ESS 800 terms, a storage facility image (SFI) is the entire ESS 800. In a DS8000, an SFl is
a union of two logical partitions (LPARSs), one from each processor complex. Each LPAR
hosts one server. The SFI would have control of one or more device adapter pairs and two or
more disk enclosures. Sometimes an SFI might also be referred to as just a storage image.

Processor Processor
complex 0 complex 1

|
|

Storage |
facility server 1|
|

|

|

image 1
/

I

LPARs

Figure 4-1 Single image mode

In Figure 4-1 server 0 and server 1 create storage facility image 1.

Logical partitions and servers

In a DS8000, a server is effectively the software that uses a logical partition (an LPAR), and
that has access to a percentage of the memory and processor resources available on a
processor complex. At GA, this percentage will be either 50% (model 9A2) or 100% (model
921 or 922). In ESS 800 terms, a server is a cluster. So in an ESS 800 we had two servers
and one storage facility image per storage unit. However, with a DS8000 we can create
logical partitions (LPARs). This allows the creation of four servers, two on each processor
complex. One server on each processor complex is used to form a storage image. If there are
four servers, there are effectively two separate storage subsystems existing inside one
DS8000 storage unit.
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Figure 4-2 Dual image mode

In Figure 4-2 we have two storage facility images (SFls). The upper server 0 and upper server
1 form SFI 1. The lower server 0 and lower server 1 form SFI 2. In each SFl, server 0 is the
darker color (green) and server 1 is the lighter color (yellow). SFI 1 and SFI 2 may share
common hardware (the processor complexes) but they are completely separate from an
operational point of view.

Note: You may think that the lower server 0 and lower server 1 should be called server 2
and server 3. While this may make sense from a numerical point of view (for example,
there are four servers so why not number them from 0 to 3), but each SFl is not aware of
the other’s existence. Each SFI must have a server 0 and a server 1, regardless of how
many SFls or servers there are in a DS8000 storage unit.

Processor complex

A processor complex is one p5 570 pSeries system unit. Two processor complexes form a
redundant pair such that if either processor complex fails, the servers on the remaining
processor complex can continue to run the storage image. In an ESS 800, we would have
referred to a processor complex as a cluster.

4.2 Processor complex RAS

The p5 570 is an integral part of the DS8000 architecture. It is designed to provide an
extensive set of reliability, availability, and serviceability (RAS) features that include improved
fault isolation, recovery from errors without stopping the processor complex, avoidance of
recurring failures, and predictive failure analysis.
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Reliability, availability, and serviceability

Excellent quality and reliability are inherent in all aspects of the IBM Server p5 design and
manufacturing. The fundamental objective of the design approach is to minimize outages.
The RAS features help to ensure that the system performs reliably, and efficiently handles
any failures that may occur. This is achieved by using capabilities that are provided by both
the hardware, AIX 5L, and RAS code written specifically for the DS8000. The following
sections describe the RAS leadership features of IBM Server p5 systems in more detail.

Fault avoidance

POWERS systems are built to keep errors from ever happening. This quality-based design
includes such features as reduced power consumption and cooler operating temperatures for
increased reliability, enabled by the use of copper chip circuitry, SOI (silicon on insulator), and
dynamic clock-gating. It also uses mainframe-inspired components and technologies.

First Failure Data Capture

If a problem should occur, the ability to diagnose it correctly is a fundamental requirement
upon which improved availability is based. The p5 570 incorporates advanced capability in
start-up diagnostics and in run-time First Failure Data Capture (FFDC) based on strategic
error checkers built into the chips.

Any errors that are detected by the pervasive error checkers are captured into Fault Isolation
Registers (FIRs), which can be interrogated by the service processor (SP). The SP in the p5
570 has the capability to access system components using special-purpose service
processor ports or by access to the error registers.

The FIRs are important because they enable an error to be uniquely identified, thus enabling
the appropriate action to be taken. Appropriate actions might include such things as a bus
retry, ECC (error checking and correction), or system firmware recovery routines. Recovery
routines could include dynamic deallocation of potentially failing components.

Errors are logged into the system non-volatile random access memory (NVRAM) and the SP
event history log, along with a notification of the event to AIX for capture in the operating
system error log. Diagnostic Error Log Analysis (diagela) routines analyze the error log
entries and invoke a suitable action, such as issuing a warning message. If the error can be
recovered, or after suitable maintenance, the service processor resets the FIRs so that they
can accurately record any future errors.

The ability to correctly diagnose any pending or firm errors is a key requirement before any
dynamic or persistent component deallocation or any other reconfiguration can take place.

Permanent monitoring

The SP that is included in the p5 570 provides a way to monitor the system even when the
main processor is inoperable. The next subsection offers a more detailed description of the
monitoring functions in the p5 570.

Mutual surveillance

The SP can monitor the operation of the firmware during the boot process, and it can monitor
the operating system for loss of control. This enables the service processor to take
appropriate action when it detects that the firmware or the operating system has lost control.
Mutual surveillance also enables the operating system to monitor for service processor
activity and can request a service processor repair action if necessary.

Environmental monitoring

Environmental monitoring related to power, fans, and temperature is performed by the
System Power Control Network (SPCN). Environmental critical and non-critical conditions
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generate Early Power-Off Warning (EPOW) events. Critical events (for example, a Class 5 AC
power loss) trigger appropriate signals from hardware to the affected components to prevent
any data loss without operating system or firmware involvement. Non-critical environmental
events are logged and reported using Event Scan. The operating system cannot program or
access the temperature threshold using the SP.

Temperature monitoring is also performed. If the ambient temperature goes above a preset
operating range, then the rotation speed of the cooling fans can be increased. Temperature
monitoring also warns the internal microcode of potential environment-related problems. An
orderly system shutdown will occur when the operating temperature exceeds a critical level.

Voltage monitoring provides warning and an orderly system shutdown when the voltage is out
of operational specification.

Self-healing

For a system to be self-healing, it must be able to recover from a failing component by first
detecting and isolating the failed component. It should then be able to take it offline, fix or
isolate it, and then reintroduce the fixed or replaced component into service without any
application disruption. Examples include:

» Bit steering to redundant memory in the event of a failed memory module to keep the
server operational

» Bit scattering, thus allowing for error correction and continued operation in the presence of
a complete chip failure (Chipkill™ recovery)

» Single-bit error correction using ECC without reaching error thresholds for main, L2, and
L3 cache memory

» L3 cache line deletes extended from 2 to 10 for additional self-healing
» ECC extended to inter-chip connections on fabric and processor bus
» Memory scrubbing to help prevent soft-error memory faults

» Dynamic processor deallocation

Memory reliability, fault tolerance, and integrity

The p5 570 uses Error Checking and Correcting (ECC) circuitry for system memory to correct
single-bit memory failures and to detect double-bit. Detection of double-bit memory failures
helps maintain data integrity. Furthermore, the memory chips are organized such that the
failure of any specific memory module only affects a single bit within a four-bit ECC word
(bit-scattering), thus allowing for error correction and continued operation in the presence of a
complete chip failure (Chipkill recovery).

The memory DIMMs also utilize memory scrubbing and thresholding to determine when
memory modules within each bank of memory should be used to replace ones that have
exceeded their threshold of error count (dynamic bit-steering). Memory scrubbing is the
process of reading the contents of the memory during idle time and checking and correcting
any single-bit errors that have accumulated by passing the data through the ECC logic. This
function is a hardware function on the memory controller chip and does not influence normal
system memory performance.

N+1 redundancy
The use of redundant parts, specifically the following ones, allows the p5 570 to remain
operational with full resources:

» Redundant spare memory bits in L1, L2, L3, and main memory
» Redundant fans
» Redundant power supplies
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Fault masking

If corrections and retries succeed and do not exceed threshold limits, the system remains
operational with full resources and no client or IBM Service Representative intervention is
required.

Resource deallocation

If recoverable errors exceed threshold limits, resources can be deallocated with the system
remaining operational, allowing deferred maintenance at a convenient time.

Dynamic deallocation of potentially failing components is non-disruptive, allowing the system
to continue to run. Persistent deallocation occurs when a failed component is detected; it is
then deactivated at a subsequent reboot.

Dynamic deallocation functions include:

» Processor

» L3 cache lines

» Partial L2 cache deallocation

» PCI-X bus and slots

Persistent deallocation functions include:

» Processor

» Memory

» Deconfigure or bypass failing /0O adapters

» L3 cache

Following a hardware error that has been flagged by the service processor, the subsequent
reboot of the server invokes extended diagnostics. If a processor or L3 cache has been
marked for deconfiguration by persistent processor deallocation, the boot process will attempt

to proceed to completion with the faulty device automatically deconfigured. Failing 1/0
adapters will be deconfigured or bypassed during the boot process.

Concurrent Maintenance

Concurrent Maintenance provides replacement of the following parts while the processor
complex remains running:

» Disk drives

» Cooling fans

» Power Subsystems
» PCI-X adapter cards

4.3 Hypervisor: Storage image independence

66

A logical partition (LPAR) is a set of resources on a processor complex that supply enough
hardware to support the ability to boot and run an operating system (which we call a server).
The LPARs created on a DS8000 processor complex are used to form storage images. These
LPARs share not only the common hardware on the processor complex, including CPUs,
memory, internal SCSI disks and other media bays (such as DVD-RAM), but also hardware
common between the two processor complexes. This hardware includes such things as the
I/O enclosures and the adapters installed within them.
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A mechanism must exist to allow this sharing of resources in a seamless way. This
mechanism is called the hypervisor.

The hypervisor provides the following capabilities:

» Reserved memory partitions allow the setting aside of a certain portion of memory to use
as cache and a certain portion to use as NVS.

» Preserved memory support allows the contents of the NVS and cache memory areas to
be protected in the event of a server reboot.

» The sharing of I/0 enclosures and I/O slots between LPARs within one storage image.

» |/O enclosure initialization control so that when one server is being initialized it doesn’t
initialize an 1/0O adapter that is in use by another server.

» Memory block transfer between LPARSs to allow messaging.
» Shared memory space between I/O adapters and LPARSs to allow messaging.

» The ability of an LPAR to power off an I/O adapter slot or enclosure or force the reboot of
another LPAR.

» Automatic reboot of a frozen LPAR or hypervisor.

4.3.1 RIO-G - a self-healing interconnect

The RIO-G interconnect is also commonly called RIO-2. Each RIO-G port can operate at 1
GHz in bidirectional mode and is capable of passing data in each direction on each cycle of
the port. This creates a redundant high-speed interconnect that allows servers on either
storage complex to access resources on any RIO-G loop. If the resource is not accessible
from one server, requests can be routed to the other server to be sent out on an alternate
RIO-G port.

4.3.2 1/0 enclosure

The DS8000 I/O enclosures use hot-swap PCI-X adapters These adapters are in blind-swap
hot-plug cassettes, which allow them to be replaced concurrently. Each slot can be
independently powered off for concurrent replacement of a failed adapter, installation of a
new adapter, or removal of an old one.

In addition, each 1/O enclosure has N+1 power and cooling in the form of two power supplies
with integrated fans. The power supplies can be concurrently replaced and a single power
supply is capable of supplying DC power to an I/O drawer.

4.4 Server RAS

The DS8000 design is built upon IBM’s highly redundant storage architecture. It also has the
benefit of more than five years of ESS 2105 development. The DS8000 thus employs similar
methodology to the ESS to provide data integrity when performing write operations and
server failover.

4.4.1 Metadata checks

When application data enters the DS8000, special codes or metadata, also known as
redundancy checks, are appended to that data. This metadata remains associated with the
application data as it is transferred throughout the DS8000. The metadata is checked by
various internal components to validate the integrity of the data as it moves throughout the

Chapter 4. RAS 67



disk system. It is also checked by the DS8000 before the data is sent to the host in response
to a read I/O request. Further, the metadata also contains information used as an additional
level of verification to confirm that the data being returned to the host is coming from the
desired location on the disk.

4.4.2 Server failover and failback

68

To understand the process of server failover and failback, we have to understand the logical
construction of the DS8000. To better understand the contents of this section, you may want
to refer to Chapter 10, “The DS Storage Manager - logical configuration” on page 189.

In short, to create logical volumes on the DS8000, we work through the following constructs:
» We start with DDMs that are installed into pre-defined array sites.

» These array sites are used to form RAID-5 or RAID-10 arrays.

» These RAID arrays then become members of a rank.

» Each rank then becomes a member of an extent pool. Each extent pool has an affinity to
either server 0 or server 1. Each extent pool is either open systems FB (fixed block) or
zSeries CKD (count key data).

» Within each extent pool we create logical volumes, which for open systems are called
LUNs and for zSeries, 3390 volumes. LUN stands for logical unit number, which is used
for SCSI addressing. Each logical volume belongs to a logical subsystem (LSS).

For open systems the LSS membership is not that important (unless you are using Copy
Services), but for zSeries, the LSS is the logical control unit (LCU) which equates to a 3990 (a
z/Series disk controller which the DS8000 emulates). What is important, is that LSSs that
have an even identifying number have an affinity with server 0, while LSSs that have an odd
identifying number have an affinity with server 1. When a host operating system issues a
write to a logical volume, the DS8000 host adapter directs that write to the server that owns
the LSS of which that logical volume is a member.

If the DS8000 is being used to operate a single storage image then the following examples
refer to two servers, one running on each processor complex. If a processor complex were to
fail then one server would fail. Likewise, if a server itself were to fail, then it would have the
same effect as the loss of the processor complex it runs on.

If, however, the DS8000 is divided into two storage images, then each processor complex will
be hosting two servers. In this case, a processor complex failure would result in the loss of
two servers. The effect on each server would be identical. The failover processes performed
by each storage image would proceed independently.

Data flow

When a write is issued to a volume, this write normally gets directed to the server that owns
this volume. The data flow is that the write is placed into the cache memory of the owning
server. The write data is also placed into the NVS memory of the alternate server.
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Figure 4-3 Normal data flow

Figure 4-3 illustrates how the cache memory of server 0 is used for all logical volumes that
are members of the even LSSs. Likewise, the cache memory of server 1 supports all logical
volumes that are members of odd LSSs. But for every write that gets placed into cache,
another copy gets placed into the NVS memory located in the alternate server. Thus the
normal flow of data for a write is:

Data is written to cache memory in the owning server.
Data is written to NVS memory of the alternate server.
The write is reported to the attached host as having been completed.
The write is destaged from the cache memory to disk.

AR R

The write is discarded from the NVS memory of the alternate server.

Under normal operation, both DS8000 servers are actively processing I/O requests. This
section describes the failover and failback procedures that occur between the DS8000
servers when an abnormal condition has affected one of them.

Failover

In the example depicted in Figure 4-4 on page 70, server 0 has failed. The remaining server
has to take over all of its functions. The RAID arrays, because they are connected to both
servers, can be accessed from the device adapters used by server 1.

From a data integrity point of view, the real issue is the un-destaged or modified data that
belonged to server 1 (that was in the NVS of server 0). Since the DS8000 now has only one
copy of that data (which is currently residing in the cache memory of server 1), it will now take
the following steps:

1. It destages the contents of its NVS to the disk subsystem.

2. The NVS and cache of server 1 are divided in two, half for the odd LSSs and half for the
even LSSs.

3. Server 1 now begins processing the writes (and reads) for all the LSSs.
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Figure 4-4 Server 0 failing over its function to server 1

This entire process is known as a failover. After failover the DS8000 now operates as
depicted in Figure 4-4. Server 1 now owns all the LSSs, which means all reads and writes will
be serviced by server 1. The NVS inside server 1 is now used for both odd and even LSSs.
The entire failover process should be invisible to the attached hosts, apart from the possibility
of some temporary disk errors.

Failback

When the failed server has been repaired and restarted, the failback process is activated.
Server 1 starts using the NVS in server 0 again, and the ownership of the even LSSs is
transferred back to server 0. Normal operations with both controllers active then resumes.
Just like the failover process, the failback process is invisible to the attached hosts.

In general, recovery actions on the DS8000 do not impact I/O operation latency by more than
15 seconds. With certain limitations on configurations and advanced functions, this impact to
latency can be limited to 8 seconds. On logical volumes that are not configured with RAID-10
storage, certain RAID-related recoveries may cause latency impacts in excess of 15 seconds.
If you have real time response requirements in this area, contact IBM to determine the latest
information on how to manage your storage to meet your requirements,

4.4.3 NVS recovery after complete power loss

70

During normal operation, the DS8000 preserves fast writes using the NVS copy in the
alternate server. To ensure these fast writes are not lost, the DS8000 contains battery backup
units (BBUs). If all the batteries were to fail (which is extremely unlikely since the batteries are
in an N+1 redundant configuration), the DS8000 would lose this protection and consequently
that DS8000 would take all servers offline. If power is lost to a single primary power supply
this does not affect the ability of the other power supply to keep all batteries charged, so all
servers would remain online.
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The single purpose of the batteries is to preserve the NVS area of server memory in the event
of a complete loss of input power to the DS8000. If both power supplies in the base frame
were to stop receiving input power, the servers would be informed that they were now running
on batteries and immediately begin a shutdown procedure. Unless the power line disturbance
feature has been purchased, the BBUs are not used to keep the disks spinning. Even if they
do keep spinning, the design is to not move the data from NVS to the FC-AL disk arrays.
Instead, each processor complex has a number of internal SCSI disks which are available to
store the contents of NVS. When an on-battery condition related shutdown begins, the
following events occur:

1. All host adapter I/O is blocked.

2. Each server begins copying its NVS data to internal disk. For each server, two copies are
made of the NVS data in that server.

3. When the copy process is complete, each server shuts down AlX.

4. When AIX shutdown in each server is complete (or a timer expires), the DS8000 is
powered down.

When power is restored to the DS8000, the following process occurs:
1. The processor complexes power on and perform power on self tests.
2. Each server then begins boot up.

3. At a certain stage in the boot process, the server detects NVS data on its internal SCSI
disks and begins to destage it to the FC-AL disks.

4. When the battery units reach a certain level of charge, the servers come online.

An important point is that the servers will not come online until the batteries are fully charged.
In many cases, sufficient charging will occur during the power on self test and storage image
initialization. However, if a complete discharge of the batteries has occurred, which may
happen if multiple power outages occur in a short period of time, then recharging may take up
to two hours.

Because the contents of NVS are written to the internal SCSI disks of the DS8000 processor
complex and not held in battery protected NVS-RAM, the contents of NVS can be preserved
indefinitely. This means that unlike the DS6000 or ESS800, you are not held to a fixed limit of
time before power must be restored.

4.5 Host connection availability

Each DS8000 Fibre Channel host adapter card provides four ports for connection either
directly to a host, or to a Fibre Channel SAN switch.

Single or multiple path

Unlike the DS6000, the DS8000 does not use the concept of preferred path, since the host
adapters are shared between the servers. To show this concept, Figure 4-5 on page 72
depicts a potential machine configuration. In this example, a DS8100 Model 921 has two I/0
enclosures (which are enclosures 2 and 3). Each enclosure has four host adapters: two Fibre
Channel and two ESCON. I/O enclosure slots 3 and 6 are not depicted because they are
reserved for device adapter (DA) cards. If a host were to only have a single path to a DS8000
as shown in Figure 4-5, then it would still be able to access volumes belonging to all LSSs
because the host adapter will direct the I/O to the correct server. However, if an error were to
occur either on the host adapter (HA), host port (HP), or I/O enclosure, then all connectivity
would be lost. Clearly the host bus adapter (HBA) in the attached host is also a single point of
failure.
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Figure 4-5 Single pathed host
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It is always preferable that hosts that access the DS8000 have at least two connections to
separate host ports in separate host adapters on separate I/O enclosures, as depicted in
Figure 4-6 on page 73. In this example, the host is attached to different Fibre Channel host
adapters in different 1/0 enclosures. This is also important because during a microcode
update, an I/O enclosure may need to be taken offline. This configuration allows the host to
survive a hardware failure on any component on either path.
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Figure 4-6 Dual pathed host

SAN/FICON/ESCON switches

Because a large number of hosts may be connected to the DS8000, each using multiple
paths, the number of host adapter ports that are available in the DS8000 may not be sufficient
to accommodate all the connections. The solution to this problem is the use of SAN switches
or directors to switch logical connections from multiple hosts. In a zSeries environment you
will need to select a SAN switch or director that also supports FICON. ESCON-attached hosts
may need an ESCON director.

A logic or power failure in a switch or director can interrupt communication between hosts and
the DS8000. We recommend that more than one switch or director be provided to ensure
continued availability. Ports from two different host adapters in two different I/O enclosures
should be configured to go through each of two directors. The complete failure of either
director leaves half the paths still operating.

Multi-pathing software

Each attached host operating system now requires a mechanism to allow it to manage
multiple paths to the same device, and to preferably load balance these requests. Also, when
a failure occurs on one redundant path, then the attached host must have a mechanism to
allow it to detect that one path is gone and route all I/O requests for those logical devices to
an alternative path. Finally, it should be able to detect when the path has been restored so
that the I/O can again be load balanced. The mechanism that will be used varies by attached
host operating system and environment as detailed in the next two sections.
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4.5.1 Open systems host connection

In the majority of open systems environments, IBM strongly recommends the use of the
Subsystem Device Driver (SDD) to manage both path failover and preferred path
determination. SDD is a software product that IBM supplies free of charge to all customers
who use ESS 2105, SAN Volume Controller (SVC), DS6000, or DS8000. There will be a new
version of SDD that will also allow SDD to manage pathing to the DS6000 and DS8000
(Version 1.6).

SDD provides availability through automatic 1/0O path failover. If a failure occurs in the data
path between the host and the DS8000, SDD automatically switches the 1/O to another path.
SDD will also automatically set the failed path back online after a repair is made. SDD also
improves performance by sharing I/O operations to a common disk over multiple active paths
to distribute and balance the 1/0 workload. SDD also supports the concept of preferred path
for the DS6000 and SVC.

SDD is not available for every supported operating system. Refer to the IBM TotalStorage
DS8000 Host Systems Attachment Guide, SC26-7628, and the interoperability Web site for
direction as to which multi-pathing software may be required. Some devices, such as the IBM
SAN Volume Controller (SVC), do not require any multi-pathing software because the internal
software in the device already supports multi-pathing. The interoperability Web site is:

http://www.ibm.com/servers/storage/disk/ds8000/interop.htm]

4.5.2 zSeries host connection
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In the zSeries environment, the normal practice is to provide multiple paths from each host to
a disk subsystem. Typically, four paths are installed. The channels in each host that can
access each Logical Control Unit (LCU) in the DS8000 are defined in the HCD (hardware
configuration definition) or IOCDS (I/O configuration data set) for that host. Dynamic Path
Selection (DPS) allows the channel subsystem to select any available (non-busy) path to
initiate an operation to the disk subsystem. Dynamic Path Reconnect (DPR) allows the
DS8000 to select any available path to a host to reconnect and resume a disconnected
operation; for example, to transfer data after disconnection due to a cache miss.

These functions are part of the zSeries architecture and are managed by the channel
subsystem in the host and the DS8000.

A physical FICON/ESCON path is established when the DS8000 port sees light on the fiber
(for example, a cable is plugged in to a DS8000 host adapter, a processor or the DS8000 is
powered on, or a path is configured online by OS/390). At this time, logical paths are
established through the port between the host and some or all of the LCUs in the DS8000,
controlled by the HCD definition for that host. This happens for each physical path between a
zSeries CPU and the DS8000. There may be multiple system images in a CPU. Logical paths
are established for each system image. The DS8000 then knows which paths can be used to
communicate between each LCU and each host.

CUIR

Control Unit Initiated Reconfiguration (CUIR) prevents loss of access to volumes in zSeries
environments due to wrong path handling. This function automates channel path
management in zSeries environments, in support of selected DS8000 service actions.

Control Unit Initiated Reconfiguration is available for the DS8000 when operated in the z/OS
and z/VM® environments. The CUIR function automates channel path vary on and vary off
actions to minimize manual operator intervention during selected DS8000 service actions.
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CUIR allows the DS8000 to request that all attached system images set all paths required for
a particular service action to the offline state. System images with the appropriate level of
software support will respond to such requests by varying off the affected paths, and either
notifying the DS8000 subsystem that the paths are offline, or that it cannot take the paths
offline. CUIR reduces manual operator intervention and the possibility of human error during
maintenance actions, at the same time reducing the time required for the maintenance. This
is particularly useful in environments where there are many systems attached to a DS8000.

4.6 Disk subsystem

The DS8000 currently supports only RAID-5 and RAID-10. It does not support the non-RAID
configuration of disks better known as JBOD (just a bunch of disks).

4.6.1 Disk path redundancy

Each DDM in the DS8000 is attached to two 20-port SAN switches. These switches are built
into the disk enclosure controller cards. Figure 4-7 illustrates the redundancy features of the
DS8000 switched disk architecture. Each disk has two separate connections to the
backplane. This allows it to be simultaneously attached to both switches. If either disk
enclosure controller card is removed from the enclosure, the switch that is included in that
card is also removed. However, the switch in the remaining controller card retains the ability
to communicate with all the disks and both device adapters (DAs) in a pair. Equally, each DA
has a path to each switch, so it also can tolerate the loss of a single path. If both paths from
one DA fail, then it cannot access the switches; however, the other DA retains connection.

to next Server 0 to next
expansion device adapter expansion
enclosure enclosure
Server 1
— device adapter [
M I r. Ji i I I I
O N N R O I

Fibre channel switch Fibre channel switch

Storage enclosure backplane

e e

Figure 4-7 Switched disk connections
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Figure 4-7 also shows the connection paths for expansion on the far left and far right. The
paths from the switches travel to the switches in the next disk enclosure. Because expansion
is done in this linear fashion, the addition of more enclosures is completely non-disruptive.

4.6.2 RAID-5 overview

RAID-5 is one of the most commonly used forms of RAID protection.

RAID-5 theory

The DS8000 series supports RAID-5 arrays. RAID-5 is a method of spreading volume data
plus parity data across multiple disk drives. RAID-5 provides faster performance by striping
data across a defined set of DDMs. Data protection is provided by the generation of parity
information for every stripe of data. If an array member fails, then its contents can be
regenerated by using the parity data.

RAID-5 implementation in the DS8000

In a DS8000, a RAID-5 array built on one array site will contain either seven or eight disks
depending on whether the array site is supplying a spare. A seven-disk array effectively uses
one disk for parity, so it is referred to as a 6+P array (where the P stands for parity). The
reason only 7 disks are available to a 6+P array is that the eighth disk in the array site used to
build the array was used as a spare. This we then refer to as a 6+P+S array site (where the S
stands for spare). An 8-disk array also effectively uses 1 disk for parity, so it is referred to as
a 7+P array.

Drive failure

When a disk drive module fails in a RAID-5 array, the device adapter starts an operation to
reconstruct the data that was on the failed drive onto one of the spare drives. The spare that
is used will be chosen based on a smart algorithm that looks at the location of the spares and
the size and location of the failed DDM. The rebuild is performed by reading the
corresponding data and parity in each stripe from the remaining drives in the array,
performing an exclusive-OR operation to recreate the data, then writing this data to the spare
drive.

While this data reconstruction is going on, the device adapter can still service read and write
requests to the array from the hosts. There may be some degradation in performance while
the sparing operation is in progress because some DA and switched network resources are
being used to do the reconstruction. Due to the switch-based architecture, this effect will be
minimal. Additionally, any read requests for data on the failed drive requires data to be read
from the other drives in the array and then the DA performs an operation to reconstruct the
data.

Performance of the RAID-5 array returns to normal when the data reconstruction onto the
spare device completes. The time taken for sparing can vary, depending on the size of the
failed DDM and the workload on the array, the switched network, and the DA. The use of
arrays across loops (AAL) both speeds up rebuild time and decreases the impact of a rebuild.

4.6.3 RAID-10 overview

RAID-10 is not as commonly used as RAID-5, mainly because more raw disk capacity is
needed for every GB of effective capacity.
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RAID-10 theory

RAID-10 provides high availability by combining features of RAID-0 and RAID-1. RAID-0
optimizes performance by striping volume data across multiple disk drives at a time. RAID-1
provides disk mirroring, which duplicates data between two disk drives. By combining the
features of RAID-0 and RAID-1, RAID-10 provides a second optimization for fault tolerance.
Data is striped across half of the disk drives in the RAID-1 array. The same data is also
striped across the other half of the array, creating a mirror. Access to data is preserved if one
disk in each mirrored pair remains available. RAID-10 offers faster data reads and writes than
RAID-5 because it does not need to manage parity. However, with half of the DDMs in the
group used for data and the other half to mirror that data, RAID-10 disk groups have less
capacity than RAID-5 disk groups.

RAID-10 implementation in the DS8000

In the DS8000 the RAID-10 implementation is achieved using either six or eight DDMs. If
spares exist on the array site, then six DDMs are used to make a three-disk RAID-0 array
which is then mirrored. If spares do not exist on the array site then eight DDMs are used to
make a four-disk RAID-0 array which is then mirrored.

Drive failure

When a disk drive module (DDM) fails in a RAID-10 array, the controller starts an operation to
reconstruct the data from the failed drive onto one of the hot spare drives. The spare that is
used will be chosen based on a smart algorithm that looks at the location of the spares and
the size and location of the failed DDM. Remember a RAID-10 array is effectively a RAID-0
array that is mirrored. Thus when a drive fails in one of the RAID-0 arrays, we can rebuild the
failed drive by reading the data from the equivalent drive in the other RAID-0 array.

While this data reconstruction is going on, the DA can still service read and write requests to
the array from the hosts. There may be some degradation in performance while the sparing
operation is in progress because some DA and switched network resources are being used to
do the reconstruction. Due to the switch-based architecture of the DS8000, this effect will be
minimal. Read requests for data on the failed drive should not be affected because they can
all be directed to the good RAID-1 array.

Write operations will not be affected. Performance of the RAID-10 array returns to normal
when the data reconstruction onto the spare device completes. The time taken for sparing
can vary, depending on the size of the failed DDM and the workload on the array and the DA.

Arrays across loops

The DS8000 implements the concept of arrays across loops (AAL). With AAL, an array site is
actually split into two halves. Half of the site is located on the first disk loop of a DA pair and
the other half is located on the second disk loop of that DA pair. It is implemented primarily to
maximize performance. However, in RAID-10 we are able to take advantage of AAL to
provide a higher level of redundancy. The DS8000 RAS code will deliberately ensure that one
RAID-0 array is maintained on each of the two loops created by a DA pair. This means that in
the extremely unlikely event of a complete loop outage, the DS8000 would not lose access to
the RAID-10 array. This is because while one RAID-0 array is offline, the other remains
available to service disk I/O.

4.6.4 Spare creation

When the array sites are created on a DS8000, the DS8000 microcode determines which
sites will contain spares. The first four array sites will normally each contribute one spare to
the DA pair, with two spares being placed on each loop. In general, each device adapter pair
will thus have access to four spares.
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On the ESS 800 the spare creation policy was to have four DDMs on each SSA loop for each
DDM type. This meant that on a specific SSA loop it was possible to have 12 spare DDMs if
you chose to populate a loop with three different DDM sizes. With the DS8000 the intention is
to not do this. A minimum of one spare is created for each array site defined until the following
conditions are met:

» A minimum of 4 spares per DA pair
» A minimum of 4 spares of the largest capacity array site on the DA pair

» A minimum of 2 spares of capacity and RPM greater than or equal to the fastest array site
of any given capacity on the DA pair

Floating spares

The DS8000 implements a smart floating technique for spare DDMs. On an ESS 800, the
spare floats. This means that when a DDM fails and the data it contained is rebuilt onto a
spare, then when the disk is replaced, the replacement disk becomes the spare. The data is
not migrated to another DDM, such as the DDM in the original position the failed DDM
occupied. So in other words, on an ESS 800 there is no post repair processing.

The DS8000 microcode may choose to allow the hot spare to remain where it has been
moved, but it may instead choose to migrate the spare to a more optimum position. This will
be done to better balance the spares across the DA pairs, the loops, and the enclosures. It
may be preferable that a DDM that is currently in use as an array member be converted to a
spare. In this case the data on that DDM will be migrated in the background onto an existing
spare. This process does not fail the disk that is being migrated, though it does reduce the
number of available spares in the DS8000 until the migration process is complete.

A smart process will be used to ensure that the larger or higher RPM DDMs always act as
spares. This is preferable because if we were to rebuild the contents of a 146 GB DDM onto a
300 GB DDM, then approximately half of the 300 GB DDM will be wasted since that space is
not needed. The problem here is that the failed 146 GB DDM will be replaced with a new
146 GB DDM. So the DS8000 microcode will most likely migrate the data back onto the
recently replaced 146 GB DDM. When this process completes, the 146 GB DDM will rejoin
the array and the 300 GB DDM will become the spare again. Another example would be if we
fail a 73 GB 15k RPM DDM onto a 146 GB 10k RPM DDM. This means that the data has now
moved to a slower DDM, but the replacement DDM will be the same as the failed DDM. This
means the array will have a mix of RPMs. This is not desirable. Again, a smart migrate of the
data will be performed once suitable spares have become available.

Hot plugable DDMs

Replacement of a failed drive does not affect the operation of the DS8000 because the drives
are fully hot plugable. Due to the fact that each disk plugs into a switch, there is no loop break
associated with the removal or replacement of a disk. In addition there is no potentially
disruptive loop initialization process.

4.6.5 Predictive Failure Analysis® (PFA)
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The drives used in the DS8000 incorporate Predictive Failure Analysis (PFA) and can
anticipate certain forms of failures by keeping internal statistics of read and write errors. If the
error rates exceed predetermined threshold values, the drive will be nhominated for
replacement. Because the drive has not yet failed, data can be copied directly to a spare
drive. This avoids using RAID recovery to reconstruct all of the data onto the spare drive.

DS8000 Series: Concepts and Architecture



4.6.6 Disk scrubbing

The DS8000 will periodically read all sectors on a disk. This is designed to occur without any
interference with application performance. If ECC-correctable bad bits are identified, the bits
are corrected immediately by the DS8000. This reduces the possibility of multiple bad bits
accumulating in a sector beyond the ability of ECC to correct them. If a sector contains data
that is beyond ECC's ability to correct, then RAID is used to regenerate the data and write a
new copy onto a spare sector of the disk. This scrubbing process applies to both array
members and spare DDMs.

4.7 Power and cooling

The DS8000 has completely redundant power and cooling. Every power supply and cooling
fan in the DS8000 operates in what is known as N+1 mode. This means that there is always
at least one more power supply, cooling fan, or battery than is required for normal operation.
In most cases this simply means duplication.

Primary power supplies

Each frame has two primary power supplies (PPS). Each PPS produces voltages for two
different areas of the machine:

» 208V is produced to be supplied to each I/O enclosure and each processor complex. This
voltage is placed by each supply onto two redundant power buses.

» 12V and 5V is produced to be supplied to the disk enclosures.

If either PPS fails, the other can continue to supply all required voltage to all power buses in
that frame. The PPS can be replaced concurrently.

Important: It should be noted that if you install the DS8000 such that both primary power
supplies are attached to the same circuit breaker or the same switch board, then the
DS8000 will not be well protected from external power failures. This is a very common
cause of unplanned outages.

Battery backup units

Each frame with I/O enclosures, or every frame if the power line disturbance feature is
installed, will have battery backup units (BBU). Each BBU can be replaced concurrently,
provided no more than one BBU is unavailable at any one time. The DS8000 BBUs have a
planned working life of at least four years.

Rack cooling fans

Each frame has a cooling fan plenum located above the disk enclosures. The fans in this
plenum draw air from the front of the DDMs and then move it out through the top of the frame.
There are multiple redundant fans in each enclosure. Each fan can be replaced concurrently.

Rack power control card (RPC)

The rack power control cards are part of the power management infrastructure of the
DS8000. There are two RPC cards for redundancy. Each card can independently control
power for the entire DS8000.
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4.7.1 Building power loss

The DS8000 uses an area of server memory as non-volatile storage (NVS). This area of
memory is used to hold data that has not been written to the disk subsystem. If building power
were to fail, where both primary power supplies (PPSs) in the base frame were to report a
loss of AC input power, then the DS8000 must take action to protect that data.

4.7.2 Power fluctuation protection

The DS8000 base frame contains battery backup units that are intended to protect modified
data in the event of a complete power loss. If a power fluctuation occurs that causes a
momentary interruption to power (often called a brownout) then the DS8000 will tolerate this
for approximately 30ms. If the power line disturbance feature is not present on the DS8000,
then after that time, the DDMs will stop spinning and the servers will begin copying the
contents of NVS to the internal SCSI disks in the processor complexes. For many customers
who use UPS (uninterruptible power supply) technology, this is not an issue. UPS-regulated
power is in general very reliable, so additional redundancy in the attached devices is often
completely unnecessary.

If building power is not considered reliable then the addition of the extended power line
disturbance feature should be considered. This feature adds two separate pieces of hardware
to the DS8000:

1. For each primary power supply in each frame of the DS8000, a booster module is added
that converts 208V battery power into 12V and 5V. This is to supply the DDMs with power
directly from the batteries. The PPSs do not normally receive power from the BBUs.

2. Batteries will be added to expansion racks that did not already have them. Base racks and
expansion racks with 1/0 enclosures get batteries by default. Expansion racks that do not
have 1/0O enclosures normally do not get batteries.

With the addition of this hardware, the DS8000 will be able to run for up to 50 seconds on
battery power, before the servers begin to copy NVS to SCSI disk and then shutdown. This
would allow for a 50 second interruption to building power with no outage to the DS8000.

4.7.3 Power control of the DS8000

Unlike the ESS 800, the DS8000 does not possess a white power switch to turn the DS8000
storage unit off and on. All power sequencing is done via the Service Processor Control
Network (SPCN) and RPCs. If the user wishes to power the DS8000 off, they must do so
using the management tools provided by the Storage Hardware Management Console
(S-HMC). If the S-HMC is not functional, then it will not be possible to control the power
sequencing of the DS8000 until the S-HMC function is restored. This is one of the benefits
that is gained by purchasing a redundant S-HMC.

4.7.4 Emergency power off (EPO)
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Each DS8000 frame has an emergency power off switch. This button is intended purely to
remove power from the DS8000 in the following extreme cases:

» The DS8000 has developed a fault which is placing the environment at risk, such as a fire.
» The DS8000 is placing human life at risk, such as the electrocution of a service
representative.

Apart from these two contingencies (which are highly unlikely), the EPO switch should never
be used. The reason for this is that the DS8000 NVS storage area is not directly protected by
batteries. If building power is lost, the DS8000 can use its internal batteries to destage the
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data from NVS memory to a variably sized disk area to preserve that data until power is
restored. However, the EPO switch does not allow this destage process to happen and all
NVS data is lost. This will most likely result in data loss.

If you need to power the DS8000 off for building maintenance, or to relocate it, you should
always use the S-HMC to achieve this.

4.8 Microcode updates

The DS8000 contains many discrete redundant components. Most of these components have
firmware that can be updated. This includes the processor complexes, device adapters, and
host adapters. Each DS8000 server also has an operating system (AIX) and Licensed
Internal Code (LIC) that can be updated. As IBM continues to develop and improve the
DS8000, new releases of firmware and LIC will become available to offer improvements in
both function and reliability.

The architecture of the DS8000 allows for concurrent code updates. This is achieved by using
the redundant design of the DS8000. In general, redundancy is lost for a short period as each
component in a redundant pair is updated.

The S-HMC can hold up to six different versions of code. Each server can hold three different
versions of code (the previous version, the active version, and the next version).

Installation process

The installation process involves several stages.

1. The S-HMC code will be updated. The new code version will be supplied on CD or
downloaded via FTP. This may potentially involve updates to the internal Linux version of
the S-HMC, updates to the S-HMC LIC, and updates to the firmware of the S-HMC
hardware.

2. New DS8000 LIC will be loaded onto the S-HMC and from there to the internal storage of
each server.

3. Occasionally, new PPS and RPC firmware may be released. New firmware can be loaded
into each Rack Power Control (RPC) card and Primary Power Supply (PPS) directly from
the S-HMC. Each RPC and PPS would be quiesced, updated, and resumed one at a time
until all have been updated.

4. Occasionally, new firmware for the hypervisor, service processor, system planar, and I/O
enclosure planars may be released. This firmware can be loaded into each device directly
from the S-HMC. Activation of this firmware may require each processor complex to be
shut down and rebooted, one at a time. This would cause each server on each processor
complex to fail over its logical subsystems to the server on the other processor complex.
Certain updates may not require this step, or it may occur without processor reboots.

5. Updates to the server operating system (currently AlX 5.2) plus updates to the internal LIC
will be performed. Every server in a storage image would be updated one at a time. Each
update would cause each server to fail over its logical subsystems to its partner server on
the other processor complex. This process would also update the firmware running in
each device adapter owned by that server.

6. Updates to the host adapters will be performed. For FICON/FCP adapters, these updates
will impact each adapter for less than 2.5 seconds, and should not affect connectivity. If an
update were to take longer than this, multi-pathing software on the host, or CUIR (for
ESCON and FICON), will be used to direct I/O to a different host adapter.
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While the installation process described above may seem complex, it will not require a great
deal of user intervention. The code installer will normally just start the process and then
monitor its progress using the S-HMC.

S-HMC considerations

Before updating the DS8000 code, the Storage Hardware Management Consoles should be
updated to the latest code version. This could usually be done at any time prior to the change
window, since the DS8000 can continue to operate without an S-HMC, provided no Copy
Services or configuration changes are planned while it is unavailable. If you have two
S-HMCs you could perform Copy Services operations or configuration changes using the
second S-HMC.

Different code versions across storage images

If the DS8000 is partitioned into multiple storage images, it is possible to run each storage
image on a different LIC version. This could be beneficial if one image was being used as a
production image, while the other was being used for testing.

If this was desired, steps one to four would still affect both storage images since they affect
common hardware. However, it is possible to then perform steps 5 and 6 on only one storage
image and leave the other storage image downlevel. This situation could then be left until a
testing regimen has been performed. At some point the downlevel image could then be
updated by performing just steps 5 and 6 on that image.

4.9 Management console

The DS8000 management network consists of redundant Ethernet switches and redundant
Storage Hardware Management (S-HMC) consoles.

S-HMC
The S-HMC is used to perform configuration, management, and maintenance activities on the

DS8000. It can be ordered to be located either physically inside the base frame or external for
mounting in a customer-supplied rack.

If the S-HMC is not operational then it is not possible to perform maintenance, power the
DS8000 up or down, or perform Copy Services tasks such as the establishment of
FlashCopies. It is thus recommended to order two management consoles to act as a
redundant pair.

Ethernet switches

Each DS8000 base frame contains two 16-port Ethernet switches. Two switches are supplied
to allow the creation of a fully redundant management network. Each server in the DS8000
has a connection to each switch. Each S-HMC also has a connection to each switch. This
means that should a single Ethernet switch fail, all traffic can successfully travel from either
S-HMC to any server in the storage unit using the alternate switch.

4.10 Summary

This chapter has described the RAS characteristics of the DS8000. These characteristics
combine to make the DS8000 a world leader in reliability, availability, and serviceability.
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Virtualization concepts

This chapter describes virtualization concepts as they apply to the DS8000. In particular, it
covers the following topics:

» Storage system virtualization
» Abstraction layers for disk virtualization
— Array sites
— Arrays
— Ranks
— Extent pools
— Logical volumes
— Logical storage subsystems
— Address groups
— Volume groups
— Host attachments

© Copyright IBM Corp. 2005. All rights reserved.
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5.1 Virtualization definition

In our fast-paced world, where you have to react quickly to changing business conditions,
your infrastructure must allow for on demand changes. Virtualization is key to an on demand
infrastructure. However, when talking about virtualization many vendors are talking about
different things.

One important feature of the DS8000 is the virtualization of a whole storage subsystem. If you
have to run different workloads, for example a service provider might run workloads for
different banks, then it might be desirable to completely separate the workloads. This could
be done on the processor side with IBM’s LPAR technology; the same technology is now also
available for a storage subsystem, the IBM TotalStorage DS8000 system.

Another definition of virtualization is the abstraction process going from the physical disk
drives to a logical volume that the hosts and servers see as if it were a physical disk.

5.2 Storage system virtualization
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IBM has a long history and experience in virtualization. This goes back several decades,
when virtual memory was introduced in the mid 1960s in the operating system. At that time
IBM also developed a system that could virtualize a whole processor complex — including the
processor, memory, and devices. This operating system was called Virtual Machine (VM).
Later on this functionality also became available as a hardware function on S/390 processors.
When the processor complex was run in Logical Partition Mode (LPAR), several operating
systems could run isolated and independently on the same hardware base.

This LPAR capability heritage from S/390 and zSeries has now become available on the
POWERS5 pSeries. The DS8000 is based on POWERS5 technology, so we can take
advantage of its functions, including the LPAR functionality.

The DS8300 Model 9A2 supports LPAR mode. In the current implementation, you can run up
to two logical partitions on a physical storage system unit. In each partition you can run a
storage facility image. A storage facility image is a virtual storage subsystem with its own
copy of Licensed Internal Code (LIC), which consists of the AIX kernel and the functional
code. Both storage facility images share the physical hardware and the LPAR hypervisor
manages this sharing of the hardware. Currently, however, there are some limitations on the
granularity of how the physical resources like processors, memory, cache, and 1/O can be
split between the LPARs. See Chapter 3, “Storage system LPARs (Logical partitions)” on
page 43 for details.

Like in non-LPAR mode, where there are two SMPs running an AIX kernel and forming a
storage complex with two servers, serverQ and serveri, a storage facility image is a storage
complex of its own, but since it does not own the physical hardware (the storage unit), you
can think of it as a virtual storage system. Each storage facility image has a server 0 and a
server 1. Each storage facility image can run its own version of Licensed Internal Code. The
storage facility images are totally separated by the LPAR hypervisor. Disk drives and arrays
are owned by one or the other storage facility, they cannot be shared.

Figure 5-1 on page 85 illustrates the LPAR concept.

In the following section, when we talk about server 0 or server 1 we could also mean server 0
or server 1 of a storage facility image running in an LPAR.
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Figure 5-1 Storage Facility virtualization

5.3 The abstraction layers for disk virtualization

In this chapter, when talking about virtualization, we are talking about the process of
preparing a bunch of physical disk drives (DDMs) to be something that can be used from an
operating system, which means we are talking about the creation of LUNSs.

The DS8000 is populated with switched FC-AL disk drives that are mounted in disk
enclosures. You order disk drives in groups of 16 drives of the same capacity and RPM. The
disk drives can be accessed by a pair of device adapters. Each device adapter has four paths
to the disk drives. The four paths provide two FC-AL device interfaces, each with two paths,
such that either path can be used to communicate with any disk drive on that device interface
(in other words, the paths are redundant). One device interface from each device adapter is
connected to a set of FC-AL devices such that either device adapter has access to any disk
drive through two independent switched fabrics (in other words, the device adapters and
switches are redundant).

Each device adapter has four ports and since device adapters operate in pairs, there are
eight ports or paths to the disk drives. All eight paths can operate concurrently and could
access all disk drives on the attached fabric. In normal operation, however, disk drives are
typically accessed by one device adapter. Which device adapter owns the disk is defined
during the logical configuration process. This avoids any contention between the two device
adapters for access to the disks.
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Figure 5-2 Physical layer as the base for virtualization
Figure 5-2 shows the physical layer on which virtualization is based.

Compare this with the ESS design, where there was a real loop and having an 8-pack close
to a device adapter was an advantage. This is no longer relevant for the DS8000. Because of
the switching design, each drive is in close reach of the device adapter, apart from a few
more hops through the Fibre Channel switches for some drives. So, it is not really a loop, but
a switched FC-AL loop with the FC-AL addressing schema: Arbitrated Loop Physical
Addressing (AL-PA).

5.3.1 Array sites

An array site is a group of eight DDMs. What DDMs make up an array site is pre-determined
by the DS8000, but note, that there is no pre-determined server affinity for array sites. The
DDMs selected for an array site are chosen from two disk enclosures on different loops (see
Figure 5-3 on page 87).

The DDMs in the array site are of the same DDM type, which means the same capacity and
the same speed (RPM).
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Figure 5-3 Array site

As you can see from Figure 5-3, array sites span loops. Four DDMs are taken from loop 1 and
another four DDMs are taken from loop 2.

Array sites are the building blocks used to define arrays.

5.3.2 Arrays

An array is created from one array site. Forming an array means defining it for a specific
RAID type. The supported RAID types are RAID-5 and RAID-10 (see 4.6.2, “RAID-5
overview” on page 76 and 4.6.3, “RAID-10 overview” on page 76). For each array site you can
select a RAID type. The process of selecting the RAID type for an array is also called defining
an array.

Note: In the DS8000 current implementation, one array is defined using one array site.

According to the DS8000 sparing algorithm, from zero to two spares may be taken from the
array site. This is discussed further in Chapter 6, “IBM TotalStorage DS8000 model overview
and scalability” on page 103.

Figure 5-4 on page 88 shows the creation of a RAID-5 array with one spare, also called a
6+P+S array (capacity of 6 DDMs for data, capacity of one DDM for parity, and a spare drive).
According to the RAID-5 rules, parity is distributed across all seven drives in this example.

On the right-hand side in Figure 5-4 the terms D1, D2, D3, and so on, stand for the set of data
contained on one disk within a stripe on the array. If, for example, 1 GB of data is written, it is
distributed across all the disks of the array.
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Figure 5-4 Creation of an array

So, an array is formed using one array site, and while the array could be accessed by each
adapter of the device adapter pair, it is managed by one device adapter. Which adapter and
which server manages this array is be defined later in the configuration path.

5.3.3 Ranks

In the DS8000 virtualization hierarchy there is another logical construct, a rank.

When you define a new rank, its name is chosen by the DS Storage Manager, for example,
R1, R2, or R3, and so on. You have to add an array to a rank.

Note: In the current DS8000 implementation, a rank is built using just one array.

The available space on each rank will be divided into extents. The extents are the building
blocks of the logical volumes. An extent is striped across all disks of an array as shown in
Figure 5-5 on page 89 and indicated by the small squares in Figure 5-6 on page 90.

The process of forming a rank does two things:

» The array is formatted for either FB (open systems) or CKD (zSeries) data. This
determines the size of the set of data contained on one disk within a stripe on the array.

» The capacity of the array is subdivided into equal sized partitions, called extents. The
extent size depends on the extent type, FB or CKD.

An FB rank has an extent size of 1 GB (where 1 GB equals 23° bytes).

People who work in the zSeries environment do not deal with gigabytes, instead they think of
storage in metrics of the original 3390 volume sizes. A 3390 Model 3 is three times the size of
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a Model 1, and a Model 1 has 1113 cylinders which is about 0.94 GB. The extent size of a
CKOD rank therefore was chosen to be one 3390 Model 1 or 1113 cylinders.

One extent is the minimum physical allocation unit when a LUN or CKD volume is created, as
we discuss later. It is still possible to define a CKD volume with a capacity that is an integral
multiple of one cylinder or a fixed block LUN with a capacity that is an integral multiple of 128
logical blocks (64K bytes). However, if the defined capacity is not an integral multiple of the
capacity of one extent, the unused capacity in the last extent is wasted. For instance, you
could define a 1 cylinder CKD volume, but 1113 cylinders (1 extent) is allocated and 1112
cylinders would be wasted.

Figure 5-5 shows an example of an array that is formatted for FB data with 1 GB extents (the
squares in the rank just indicate that the extent is composed of several blocks from different

DDMs).
Creation of
a Rank
FB Rank
1TGB 1TGB TGB 1TGB of 1GB
extents

Figure 5-5 Forming an FB rank with 1 GB extents

5.3.4 Extent pools

An extent pool is a logical construct to aggregate the extents from a set of ranks to form a
domain for extent allocation to a logical volume. Typically the set of ranks in the extent pool
would have the same RAID type and the same disk RPM characteristics so that the extents in
the extent pool have homogeneous characteristics. There is no predefined affinity of ranks or
arrays to a storage server. The affinity of the rank (and it's associated array) to a given server
is determined at the point it is assigned to an extent pool.

One or more ranks with the same extent type can be assigned to an extent pool. One rank can
be assigned to only one extent pool. There can be as many extent pools as there are ranks.
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The DS Storage Manager GUI guides the user to use the same RAID types in an extent pool.
As such, when an extent pool is defined, it must be assigned with the following attributes:

— Server affinity
— Extent type
— RAID type

The minimum number of extent pools is one; however, you would normally want at least two,
one assigned to server 0 and the other assigned to server 1 so that both servers are active. In
an environment where FB and CKD are to go onto the DS8000 storage server, you might
want to define four extent pools, one FB pool for each server, and one CKD pool for each
server, to balance the capacity between the two servers. Of course you could also define just
one FB extent pool and assign it to one server, and define a CKD extent pool and assign it to
the other server. Additional extent pools may be desirable to segregate ranks with different
DDM types.

Ranks are organized in two rank groups:

— Rank group 0 is controlled by server 0.
— Rank group 1 is controlled by server 1.

Important: You should balance your capacity between the two servers for optimal
performance.

Figure 5-6 is an example of a mixed environment with CKD and FB extent pools.
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Figure 5-6 Extent pools

You can expand extent pools by adding more ranks to an extent pool.
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5.3.5 Logical volumes

A logical volume is composed of a set of extents from one extent pool.

On a DS8000 up to 65280 (we use the abbreviation 64K in this discussion, even though it is
actually 65536 - 256, which is not quite 64K in binary) volumes can be created (64K CKD, or
64K FB volumes, or a mix of both types, but the sum cannot exceed 64K).

Fixed Block LUNs

A logical volume composed of fixed block extents is called a LUN. A fixed block LUN is
composed of one or more 1 GB (23°) extents from one FB extent pool. A LUN cannot span
multiple extent pools, but a LUN can have extents from different ranks within the same extent
pool. You can construct LUNs up to a size of 2 TB (249).

LUNSs can be allocated in binary GB (239 bytes), decimal GB (10° byes), or 512 or 520 byte
blocks. However, the physical capacity that is allocated for a LUN is always a multiple of 1 GB,
so it is a good idea to have LUN sizes that are a multiple of a gigabyte. If you define a LUN
with a LUN size that is not a multiple of 1 GB, for example, 25.5 GB, the LUN size is 25.5 GB,
but 26 GB are physically allocated and 0.5 GB of the physical storage is unusable.

CKD volumes

A zSeries CKD volume is composed of one or more extents from one CKD extent pool. CKD
extents are of the size of 3390 Model 1, which has 1113 cylinders. However, when you define
a zSeries CKD volume, you do not specify the number of 3390 Model 1 extents but the
number of cylinders you want for the volume.

You can define CKD volumes with up to 65520 cylinders, which is about 55.6 GB.

If the number of cylinders specified is not an integral multiple of 1113 cylinders, then some
space in the last allocated extent is wasted. For example, if you define 1114 or 3340
cylinders, 1112 cylinders are wasted. For maximum storage efficiency, you should consider
allocating volumes that are exact multiples of 1113 cylinders. In fact, integral multiples of 3339
cylinders should be consider for future compatibility.

If you want to use the maximum number of cylinders (65520), you should consider that this is
not a multiple of 1113. You could go with 65520 cylinders and waste 147 cylinders for each
volume (the difference to the next multiple of 1113) or you might be better off with a volume
size of 64554 cylinders which is a multiple of 1113 (factor of 58), or even better, with 63441
cylinders which is a multiple of 3339, a model 3 size.

A CKD volume cannot span multiple extent pools, but a volume can have extents from
different ranks in the same extent pool.
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Figure 5-7 Allocation of a CKD logical volume

Figure 5-7 shows how a logical volume is allocated with a CKD volume as an example. The
allocation process for FB volumes is very similar and is shown in Figure 5-8 on page 93.
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Figure 5-8 Creation of an FB LUN

iSeries LUNs

iSeries LUNs are also composed of fixed block 1 GB extents. There are, however, some
special aspects with iSeries LUNs. LUNs created on a DS8000 are always RAID protected.
LUNSs are based on RAID-5 or RAID-10 arrays. However, you might want to deceive
0S/400® and tell it that the LUN is not RAID protected. This causes OS/400 to do its own
mirroring. iSeries LUNs can have the attribute unprotected, in which case the DS8000 will lie
to an iSeries host and tell it that the LUN is not RAID protected.

0OS/400 only supports certain fixed volume sizes, for example model sizes of 8.5 GB,

17.5 GB, and 35.1 GB. These sizes are not multiples of 1 GB and hence, depending on the
model chosen, some space is wasted. iSeries LUNs expose a 520 byte block to the host. The
operating system uses 8 of these bytes so the usable space is still 512 bytes like other SCSI
LUNSs. The capacities quoted for the iSeries LUNs are in terms of the 512 byte block capacity
and are expressed in GB (10%). These capacities should be converted to GB (23°) when
considering effective utilization of extents that are 1 GB (239). For more information on this
topic see Appendix B, “Using DS8000 with iSeries” on page 373.

Allocation and deletion of LUNs/CKD volumes

All extents of the ranks assigned to an extent pool are independently available for allocation to
logical volumes. The extents for a LUN/volume are logically ordered, but they do not have to
come from one rank and the extents do not have to be contiguous on a rank. The current
extent allocation algorithm of the DS8000 will not distribute the extents across ranks. The
algorithm will use available extents within one rank, unless there are not enough free extents
available in that rank, but free extents in another rank of the same extent pool. While this
algorithm exists, the user may want to consider putting one rank per extent pool to control the
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allocation of logical volumes across ranks to improve performance, except for the case in
which the logical volume needed is larger than the total capacity of the single rank.

This construction method of using fixed extents to form a logical volume in the DS8000 allows
flexibility in the management of the logical volumes. We can now delete LUNs and reuse the
extents of those LUNSs to create other LUNs, maybe of different sizes. One logical volume can
be removed without affecting the other logical volumes defined on the same extent pool.
Compared to the ESS, where it was not possible to delete a LUN unless the whole array was
reformatted, this DS8000 implementation gives you much more flexibility and allows for on
demand changes according to your needs.

Since the extents are cleaned after you have deleted a LUN or CKD volume, it may take some
time until these extents are available for reallocation. The reformatting of the extents is a
background process.

IBM plans to further increase the flexibility of LUN/volume management. We cite from the
DS8000 announcement letter the following Statement of General Direction:

Extension of IBM's dynamic provisioning technology within the DS8000 series is planned to
provide LUN/volume: dynamic expansion, online data relocation, virtual capacity over
provisioning, and space efficient FlashCopy requiring minimal reserved target capacity.

5.3.6 Logical subsystems (LSS)
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A logical subsystem (LSS) is another logical construct. It groups logical volumes, LUNs, in
groups of up to 256 logical volumes.

On an ESS there was a fixed association between logical subsystems (and their associated
logical volumes) and device adapters (and their associated ranks). The association of an
8-pack to a device adapter determined what LSS numbers could be chosen for a volume. On
an ESS up to 16 LSSs could be defined depending on the physical configuration of device
adapters and arrays.

On the DS8000, there is no fixed binding between any rank and any logical subsystem. The
capacity of one or more ranks can be aggregated into an extent pool and logical volumes
configured in that extent pool are not bound to any specific rank. Different logical volumes on
the same logical subsystem can be configured in different extent pools. As such, the available
capacity of the storage facility can be flexibly allocated across the set of defined logical
subsystems and logical volumes.

This predetermined association between array and LSS is gone on the DS8000. Also the
number of LSSs has changed. You can now define up to 255 LSSs for the DS8000 (it might
be limited at GA to 128 LSSs). You can even have more LSSs than arrays.

For each LUN or CKD volume you can now choose an LSS. You can put up to 256 volumes
into one LSS. There is, however, one restriction. We already have seen that volumes are
formed from a bunch of extents from an extent pool. Extent pools, however, belong to one
server, server 0 or server 1, respectively. LSSs also have an affinity to the servers. All even
numbered LSSs (X’00’, X’02’, X’04’, up to X’FE’) belong to server 0 and all odd numbered
LSSs (X'01’, X'03’, X'05’, up to X’FD’) belong to server 1. LSS X’FF’ is reserved.

zSeries users are familiar with a logical control unit (LCU). zSeries operating systems
configure LCUs to create device addresses. There is a one to one relationship between an
LCU and a CKD LSS (LSS X'ab' maps to LCU X'ab'). Logical volumes have a logical volume
number X'abcd' where X'ab' identifies the LSS and X'cd' is one of the 256 logical volumes on
the LSS. This logical volume number is assigned to a logical volume when a logical volume is
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created and determines the LSS that it is associated with. The 256 possible logical volumes
associated with an LSS are mapped to the 256 possible device addresses on an LCU (logical
volume X'abcd' maps to device address X'cd' on LCU X'ab'). When creating CKD logical
volumes and assigning their logical volume numbers, users should consider whether Parallel
Access Volumes (PAV) are required on the LCU and reserve some of the addresses on the
LCU for alias addresses. For more information on PAV see Chapter 10, “The DS Storage
Manager - logical configuration” on page 189.

For open systems, LSSs do not play an important role except in determining which server the
LUN is managed by (and which extent pools it must be allocated in) and in certain aspects
related to Metro Mirror, Global Mirror, or any of the other remote copy implementations.

Some management actions in Metro Mirror, Global Mirror, or Global Copy operate at the LSS
level. For example the freezing of pairs to preserve data consistency across all pairs, in case
you have a problem with one of the pairs, is done at the LSS level. With the option now to put
all or most of the volumes of a certain application in just one LSS, this makes the
management of remote copy operations easier (see Figure 5-9). Of course you could have
put all volumes for one application in one LSS on an ESS, too, but then all volumes of that
application would also be in one or a few arrays, and from a performance standpoint this was
not desirable. Now on the DS8000 you can group your volumes in one or a few LSSs but still
have the volumes in many arrays or ranks.
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Figure 5-9 Grouping of volumes in LSSs

Fixed block LSSs are created automatically when the first fixed block logical volume on the
LSS is created and deleted automatically when the last fixed block logical volume on the LSS
is deleted. CKD LSSs require user parameters to be specified and must be created before the
first CKD logical volume can be created on the LSS; they must be deleted manually after the
last CKD logical volume on the LSS is deleted.
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Address groups

Address groups are created automatically when the first LSS associated with the address
group is created, and deleted automatically when the last LSS in the address group is
deleted.

LSSs are either CKD LSSs or FB LSSs. All devices in an LSS must be either CKD or FB. This
restriction goes even further. LSSs are grouped into address groups of 16 LSSs. LSSs are
numbered X'ab', where a is the address group and b denotes an LSS within the address
group. So, for example X'10' to X'1F' are LSSs in address group 1.

All LSSs within one address group have to be of the same type, CKD or FB. The first LSS
defined in an address group fixes the type of that address group.

zSeries clients that still want to use ESCON to attach hosts to the DS8000 should be aware of
the fact that ESCON supports only the 16 LSSs of address group 0 (LSS X'00' to X'OF").
Therefore this address group should be reserved for ESCON-attached CKD devices, in this
case, and not used as FB LSSs.

Figure 5-10 shows the concept of LSSs and address groups.
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Figure 5-10 Logical storage subsystems

The LUN identifications X'gabb' are composed of the address group X'g', and the LSS

number within the address group X'a’, and the position of the LUN within the LSS X'bb'. For

example, LUN X'2101' denotes the second (X'01') LUN in LSS X'21' of address group 2.
5.3.7 Volume access

A DS8000 provides mechanisms to control host access to LUNs. In most cases a server has

two or more HBAs and the server needs access to a group of LUNs. For easy management of
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server access to logical volumes, the DS8000 introduced the concept of host attachments
and volume groups.

Host attachment

HBAs are identified to the DS8000 in a host attachment construct that specifies the HBAs’
World Wide Port Names (WWPNSs). A set of host ports can be associated through a port
group attribute that allows a set of HBAs to be managed collectively. This port group is
referred to as host attachment within the GUI.

A given host attachment can be associated with only one volume group. Each host
attachment can be associated with a volume group to define which LUNs that HBA is allowed
to access. Multiple host attachments can share the same volume group. The host attachment
may also specify a port mask that controls which DS8000 1/O ports the HBA is allowed to log
in to. Whichever ports the HBA logs in on, it sees the same volume group that is defined in
the host attachment associated with this HBA.

The maximum number of host attachments on a DS8000 is 8192.

Volume group

A volume group is a named construct that defines a set of logical volumes. When used in
conjunction with CKD hosts, there is a default volume group that contains all CKD volumes
and any CKD host that logs into a FICON I/O port has access to the volumes in this volume
group. CKD logical volumes are automatically added to this volume group when they are
created and automatically removed from this volume group when they are deleted.

When used in conjunction with Open Systems hosts, a host attachment object that identifies
the HBA is linked to a specific volume group. The user must define the volume group by
indicating which fixed block logical volumes are to be placed in the volume group. Logical
volumes may be added to or removed from any volume group dynamically.

There are two types of volume groups used with Open Systems hosts and the type
determines how the logical volume number is converted to a host addressable LUN_ID on the
Fibre Channel SCSI interface. A map volume group type is used in conjunction with FC SCSI
host types that poll for LUNs by walking the address range on the SCSI interface. This type of
volume group can map any FB logical volume numbers to 256 LUN_IDs that have zeroes in
the last six bytes and the first two bytes in the range of X'0000' to X'00FF".

A mask volume group type is used in conjunction with FC SCSI host types that use the Report
LUNs command to determine the LUN_IDs that are accessible. This type of volume group
can allow any and all FB logical volume numbers to be accessed by the host where the mask
is a bitmap that specifies which LUNs are accessible. For this volume group type, the logical
volume number X'abced' is mapped to LUN_ID X'40ab40cd00000000". The volume group type
also controls whether 512 byte block LUNs or 520 byte block LUNs can be configured in the
volume group.

When associating a host attachment with a volume group, the host attachment contains
attributes that define the logical block size and the Address Discovery Method (LUN Polling or
Report LUNSs) that are used by the host HBA. These attributes must be consistent with the
volume group type of the volume group that is assigned to the host attachment so that HBAs
that share a volume group have a consistent interpretation of the volume group definition and
have access to a consistent set of logical volume types. The GUI typically sets these values
appropriately for the HBA based on the user specification of a host type. The user must
consider what volume group type to create when setting up a volume group for a particular
HBA.

Chapter 5. Virtualization concepts 97



FB logical volumes may be defined in one or more volume groups. This allows a LUN to be
shared by host HBAs configured to different volume groups. An FB logical volume is
automatically removed from all volume groups when it is deleted.

The maximum number of volume groups is 8320 for the DS8000.

=

Volume group: DB2-2

Figure 5-11 Host attachments and volume groups

Figure 5-11 shows the relationships between host attachments and volume groups. Host
AlXprod1 has two HBAs, which are grouped together in one host attachment, and both are
granted access to volume group DB2®-1. Most of the volumes in volume group DB2-1 are
also in volume group DB2-2, accessed by server AlXprod2. In our example, there is,
however, one volume in each group that is not shared. The server in the lower left part has
four HBAs and they are divided into two distinct host attachments. One can access some
volumes shared with AlXprod1 and AlXprod2. The other HBAs have access to a volume
group called “docs””

5.3.8 Summary of the virtualization hierarchy

98

Going through the virtualization hierarchy, we started with just a bunch of disks that were
grouped in array sites. An array site was transformed into an array, eventually with spare
disks. The array was further transformed into a rank with extents formatted for FB or CKD
data. Next, the extents were added to an extent pool that determined which storage server
would serve the ranks and aggregated the extents of all ranks in the extent pool for
subsequent allocation to one or more logical volumes.

Next we created logical volumes within the extent pools, assigning them a logical volume
number that determined which logical subsystem they would be associated with and which
server would manage them. Then the LUNs could be assigned to one or more volume
groups. Finally the host HBAs were configured into a host attachment that is associated with
a given volume group.
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This new virtualization concept provides for much more flexibility. Logical volumes can
dynamically be created and deleted. They can be grouped logically to simplify storage
management. Large LUNs and CKD volumes reduce the total number of volumes and this
also contributes to a reduction of the management effort.

Figure 5-12 summarizes the virtualization hierarchy.
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Figure 5-12  Virtualization hierarchy

5.3.9 Placement of data

As explained in the previous chapters, there are several options on how to create logical
volumes. You can select an extent pool that is owned by one server. There could be just one
extent pool per server or you could have several. The ranks of extent pools could come from
arrays on different device adapter pairs and different loops or from the same loop. Figure 5-13
on page 100 shows an optimal distribution of eight logical volumes within a DS8000. Of
course you could have more extent pools and ranks, but when you want to distribute your data
for optimal performance, you should make sure that you spread it across the two servers,
across different device adapter pairs, across the loops, and across several ranks.

If you use some kind of a logical volume manager (like LVM on AlX) on your host, you can
create a host logical volume from several DS8000 logical volumes (LUNSs). You can select
LUNs from different DS8000 servers, device adapter pairs, and loops as shown in

Figure 5-13. By striping your host logical volume across the LUNs, you will get the best
performance for this LVM volume.

Chapter 5. Virtualization concepts 99



Host LVM volume

Loop 1
Loop 2

LSS 00 LSS 01

Loop 2
Loop 1

Extent Pool FB-0a Extent Pool FB-1a
= f
= T :
P — B | e
= | ®
S ] | o
g Extent Pool FB-0b Extent Pool FB-1b <D(
§ i
§ TETETEI £
§§; (D) |Me §§
i i i
Extent Pool FB-0c Extent Pool FB-1c
=i i
=t | o
< | = I [ I~
© = | '©
o (&= | S
< i Extent Pool FB-0d Extent Pool FB-1d <
o = : o
= M D :
H—] i

Figure 5-13 Optimal placement of data

5.4 Benefits of virtualization
The DS8000 physical and logical architecture defines new standards for enterprise storage
virtualization. The main benefits of the virtualization layers are:

» Flexible LSS definition allows maximization/optimization of the number of devices per
LSS.

» No strict relationship between RAID ranks and LSSs.

» No connection of LSS performance to underlying storage.

» Number of LSSs can be defined based upon device number requirements:
— With larger devices significantly fewer LSSs might be used.
— Volumes for a particular application can be kept in a single LSS.

— Smaller LSSs can be defined if required (for systems/applications requiring less
storage).

— Test systems can have their own LSSs with fewer volumes than production systems.
» Increased number of logical volumes:

— Up to 65280 (CKD)

— Up to 65280 (FB)

— 65280 total for CKD + FB
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Any mix of CKD or FB addresses in 4096 address groups.
Increased logical volume size:

— CKD: 55.6 GB (65520 cylinders), architected for 219 TB
— FB: 2 TB, architected for 1 PB

Flexible logical volume configuration:

— Multiple RAID types (RAID-5, RAID-10)

— Storage types (CKD and FB) aggregated into extent pools
— Volumes allocated from extents of extent pool

— Dynamically add/remove volumes

Virtualization reduces storage management requirements.
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IBM TotalStorage DS8000 model
overview and scalability

This chapter provides an overview of the IBM TotalStorage DS8000 storage server which is
from here on referred to as a DS8000.

We include information on the two models and how well they scale regarding capacity and
performance.
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6.1 DS8000 highlights

The DS8000 is a member of the DS product family. It offers disk storage servers with high
performance and has the capability to scale very well to the highest disk storage capacities.
The scalability is designed to support continuous operations.

The DS8000 series models follow the 2105 (ESS 800) as device type 2107 and are based on
IBM POWERS server technology.

The DS8000 series models consist of a storage unit and one or two management consoles. A
graphical user interface (GUI) or the command-line interface (CLI) allows a storage
administrator to configure and logically partition storage.

The DS8000 series currently offers two models with base and expansion units to configure
storage servers that meet the client’s performance and capacity requirements.

6.1.1 Model naming conventions

104

Before we get into the details about each model, we start with an explanation of the model
naming conventions in the DS8000.

The DS8000 has three models at general availability (GA), model 921, 922, and 9A2. The
difference in models is the number of processors and the capability of storage system LPARs.
You can also order expansion frames with the base frame. The expansion frame is described
as a model 92E or 9AE.

The last position of the three characters means the number of 2-way processors on each
processor complex (xx1 means 2-way and xx2 means 4-way, XxXE means expansion frame (no
processors). The middle position of the three characters means LPAR or Non-LPAR model
(x2x means non-LPAR model and xAx means LPAR model).

We summarize these rules in Figure 6-1.

Model Naming Conventions

9xy Y=1 Y=2 Y=E
X=2 Non LPAR/2-way Non LPAR/4-way Non LPAR Expansion
X=a N/A LPAR 4-way LPAR Expansion

For example,

921 : Non-LPAR / 2-way base frame
9AE : LPAR / Expansion frame

Figure 6-1 Model naming conventions
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In the following sections, we describe these models further:

1.

DS8100 Model 921
This model features a dual two-way processor complex and it includes a base frame and
an optional expansion frame.

DS8300 Models 922 and 9A2

The DS8300 is a dual four-way processor complex with a Model 922 base frame and up to
two optional Model 92E expansion frames. Model 9A2 is also a dual four-way processor
complex, but it offers two IBM TotalStorage storage system Logical Partitions (LPARs) in
one machine. The Model 9A2 can also be expanded with up to two Model 9AE expansion
units.

6.1.2 DS8100 Model 921
The DS8100 Model 921 has the following features:

>

»

»

Two processor complexes with pSeries POWERS5 1.5 GHz two-way CEC each.
Up to 128 DDMs for a maximum disk storage capacity of 38.4 TB with 300 GB DDMs.
Up to 128 GB of processor memory, which was referred as cache in the ESS 800.

Up to 16 host adapters (HAs) with four ports per HA and 2 Gbps per port. Each port can
be independently configured as either a Fibre Channel protocol (FCP) port for open
systems host connection or PPRC FCP links, but also as a FICON port to connect to
zSeries hosts. This totals up to 64 ports with any mix of FCP and FICON ports. ESCON
host connection is also supported. But with ESCON, an HA contains only two ESCON
ports. A mix of ESCON ports and FCP ports on the same HA is not possible. A DS8000
can have both ESCON adapters and FCP/FICON adapters at the same time.

The DS8100 Model 921 connects to a wide variety of host server platforms. For an up-to-date
connectivity list, see:

http://www-1.ibm.com/servers/storage/disk/ds8000/interop.html

Figure 6-2 DS8100 Model 921 base frame open (left) and with Model 92E for max config
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The DS8100 Model 921 can connect to one expansion frame. This expansion frame is called
a Model 92E. Figure 6-2 on page 105 displays the front view of a DS8100 Model 921with the
cover off, and the Model 921 with an expansion Model 92E with covers. The base and
expansion frame together allow for a maximum capacity for a DS8100 with 384 DDMs. There
are 128 DDMs in the base frame and 256 DDMs in the expansion frame. With all DDMs being
300 GB, this results in a maximum disk storage capacity of 115.2 TB.

Figure 6-3 shows the maximum configuration of a Model 921 with the 921 base frame plus a
92E expansion frame and provides the front view of the basic structure and placement of the
hardware components within both frames.

Note: A Model 921 can be upgraded to a Model 922 or to a Model 9A2.

Basze Model 921 Expansion Model 92E
128 Drives 256 Drives
Fan F-:::lr!;s.-'F'Ien.urn " Fan | F-:::r!s-'F’Ien.um "
Sense Dizk Drive Sense Disk Drive
RPC Set Set
Disk Drive Disk Drive
Set Set
Dizk Drive Disk Drive
Set Set
Disk Drve Disk Drive
o Set Set
Management Console —- n -
Keyt?{?ard Display " Disk Drive
Ethernet Switches - Set
Processor Disk Drive
2-way Set
Processor Disk Drive
2-way Set
Disk Drive
Set
Battery
Battery

Figure 6-3 Maximum configuration for the Model 921

6.1.3 DS8300 Models 922 and 9A2
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The DS8300 Model 922 and 9A2 offer higher capacity and performance than the DS8100.

Model 9A2 provides two storage images through two storage system LPARs within the same
physical storage unit. Both storage images split the processor, cache, and adapter resources.
The split ratio in the beginning is a 50:50 split with the potential to subdivide these resources
later at a different split ratio between the storage images. This future flexibility is going to also
allow a finer granularity to split the processor resources than on an entire processor level,
which is the case for the first editions of the Model 9A2.
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Both models provide the following features:

>

>

Two processor complexes with pSeries POWERS5 1.9 GHz four-way CEC each.

Up to 128 DDMs for a maximum of 38.4 TB with 300 GB DDMs. This is the same as for the
DS8100 Model 921.

Up to 256 GB of processor memory, which was referred to as cache in the ESS 800.

Up to 16 host adapters (HAs). Each HA provides four 2 Gbps Fibre Channel ports which
can freely be configured as:

— FCP ports to open system hosts
— PPRC FCP links
— FICON ports to connect to zSeries hosts

A HA can also contain two ESCON ports instead of four Fibre Channel ports. You cannot
mix ESCON ports with Fibre Channel ports on the same HA.

DS8300 models connect to a wide variety of host server platforms. Refer to the following Web
site for an up-to-date interoperability list for the DS8300 models:

http://www-1.ibm.com/servers/storage/disk/ds8000/interop.html

Figure 6-4 DS8300 Model 922/9A2 base frame rear view with and without covers

Figure 6-4 displays a DS8300 Model 922 from the rear. On the left is the rear view with closed
covers. The right shows the rear view of the Model 922 with no covers. The middle view is
another rear view but only with one cover off. This view shows the standard 19 inch rack
mounted hardware including disk drives, processor complexes, and I/O enclosures.

DS8300 models can connect to one or two expansion frames. This provides the following
configuration alternatives:

>

With an expansion frame 92E or 9AE the disk storage capacity and number of adapters
can expand to:

— Up to 384 DDMs in total - as for the DS8100. This is a maximum disk capacity of
115.2 TB with 300 GB DDMs.
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— Up to 32 host adapters (HAs) with four 2 Gbps Fibre Channel ports on each HA. Each
HA can be freely configured to hold:

¢ FCP ports to connect to FCP-based host servers

¢ FCP ports for PPRC links, which in turn can be shared between PPRC and
FCP-based hosts through a SAN fabric

* FICON ports to connect to one or more zSeries servers
* Any combination within a HA

— A HA can also have two ESCON ports, but you cannot mix ESCON ports with Fibre
Channel ports on the very same HA.

» With two 92E expansion frames or two 9AE expansion frames for the storage system
LPAR model the capacity expands to:

— Up to 640 DDMs in total for a maximum of 192 TB disk storage when utilizing 300 GB
DDMs. Figure 6-5 shows such a maximum configuration for Model 922 with two
expansion frames, Model 92E, or a Model 9A2 with two expansion frames Model 9AE.
This figure also shows the basic hardware components and how they are distributed
across all three frames.

Base Model 522 or A2 Expanaion Model 92E or 84E  Espanalbon Model 52E or SAE
128 Drives 256 Drbves 256 Dirbves
Fan I" Fars/fiEnum Fan m Fars Flerum Fan FanaFenum
Sonma Diak Drive Sonma Déak Drive Sense Disk Drive
RPC Lot Sai Sat
Cisk Drive Dusk Drive Diksk Drive
Sat Sat
Cisk Drive Dusk Drive Diksk Drive
Sat Sat
Diak Drive Disk Drive
i Con 2al =
Soke —
iy Diak Drive Disk Drive
Efl"yemefl Swmﬂr:y-a i Sat Sat
Disk Drive Diksl Drtva
Sat Sat
Disk Drive Diksl Driwa
Sat
Disk Drive
Sat
i
[ L

Figure 6-5 DS8300 max config for Model 922/9A2 with 2 expansion frames (either 92E or 9AE)

Note the additional I/O enclosures in the first expansion frame, which is the middle frame in

Figure 6-5. Each expansion frame has twice as many DDMs as the base frame, so with 128
DDMs in the base frame and 2 x 256 DDMs in the expansion frames, a total of 640 DDMs is
possible.

6.2 Model comparison

DS8000 models vary in processor type, disk capacity, processor memory, and host adapters.
Table 6-1 on page 109 provides an overview of the different features and numbers for the
currently available DS8000 models.
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Table 6-1 DS8000 model comparison

Base Mod | Images Exp Mod Proc type DDMs Proc Mem | HAs
921 1 None 2-way <=128 <=128GB | <=16
1.5 GHz
1 x 92E <= 384
922 1 None 4-way <=128 <=256GB | <=16
1.9 GHz
1 x 92E <= 384 <=32
2 x 92E <= 640
9A2 2 None <=128 <=16
1 x 9AE <= 384 <=32
2 x 9AE <= 640

Depending on the DDM sizes, which can be different within a 921, 922, or 9A2, and the
number of DDMs, the total capacity is calculated accordingly.

Each FCP/FICON adapter has four Fibre Channel ports, which provide up to 128 Fibre
Channel ports. Each ESCON adapter has two ports, therefore, the maximum number of ports
is 64.

6.3 Designed for scalability

One of the advantages of the DS8000 series is its linear scalability for capacity and
performance. If your business (or your customer’s business) grows rapidly, you may need
much more storage capacity, faster storage performance, or both. The DS8000 series can
meet these demands within a single storage unit. We explain the scalability in this section.

6.3.1 Scalability for capacity

The DS8000 series has a linear capacity growth up to 192 TB and can add additional DDMs
without a system disruption. IBM plans to offer larger models in the future.

Large and scalable capacity
You can have from 16 DDMs up to 384 DDMs (Model 921) or 640 DDMs (Model 922 or 9A2)
in a DS8000.

» Each base frame can have up to 128 DDMs and an expansion frame can have up to
256 DDMs.

» The DS8100 can have one expansion frame and the DS8300 can have two expansion
frames

» The DS8000 can contain three types of DDMs, 73 GB (15,000 RPM), 146 GB (10,000
RPM), and 300 GB (10,000 RPM).

Therefore, you can select a physical capacity from 1.1 TB (73 GB x 16 DDMs) up to 192 TB
(300 GB x 640 DDMs).

We summarize these characteristics in Table 6-2 on page 110.
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Table 6-2 Comparison of models for capacity

2-way (Base 2-way + 4-way or LPAR | 4-wayorLPAR | 4-wayorLPAR
frame only) Expansion (Base frame + Expansion + 2 Expansion
frame only) frame frames
Device adapters 2to 8 2to 8 2to 8 2to 16 2to 16
(1 - 4 Fibre Loops)
Drives 16 to 128 16 to 384 16to 128 16 to 384 16 to 640
73 GB (15k RPM) (increments of 16) | (increments (increments (increments (increments
146 GB (10k RPM) of 16) of 16) of 16) of 16)
300 GB (10k RPM)
Physical capacity 1.11037.2TB 1.1t01116TB | 1.1t037.2TB 1.1t0o111.6TB | 1.1t0186.3TB
Adding DDMs

A significant benefit of the DS8000 series is the ability to add DDMs without disruption for
maintenance. Even if it is difficult to take time for system maintenance for your system (for
example, if you are operating a 24x7 online system), you don’t need to order larger capacity
in advance to prepare for future growth. You can begin with a small configuration at first, and
grow the capacity on demand without disruption.

Note: According to the announcement letter, the following activities are disruptive in the
current status:

» Field attachment of a Model 92E with the 922
» Field attachment of a Model 9AE with the 9A2

In both cases, only when the first expansion frame is attached to the base frame, you do
need a disruptive maintenance. The first expansion enclosure for the Model 922 and 9A2
has 1/0 enclosures and these 1/0O enclosures must be connected into the current RIO-G
loops. Currently, this operation is not supported non-disruptively.

If you install the base frame and the first expansion frame for the Model 922 or 9A2 at the
beginning, you don’t need a disruptive upgrade to add DDMs. The expansion enclosure for
the DS8100 and the second expansion enclosure for the DS8300 has no I/O enclosure,
therefore you can attach them to the existing frame without disruption.

Future plan

In addition, the architecture is designed to scale with 300 GB disk technology up to 1 PB.
According to the announcement letter, IBM has issued the following Statement of General
Direction:

Future models in the series are planned to provide customers additional flexibility and
scalability. IBM next plans to provide 8-way processors with corresponding scalability from
the 2-way and 4-way models currently offered. In addition, physical capacity will be scalable
through increased disk drives within a configuration.

6.3.2 Scalability for performance

The DS8000 series also has linear scalability for performance. This capability is due to the
architecture of the DS8000 series.
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Linear-scalable architecture
The following two figures illustrate how you can realize the linear scalability in the DS8000

series.
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Figure 6-6 2-way model components
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Figure 6-7 4-way model components

These two figures describe the main components of the 1/0 controller for the DS8000 series.
The main components include the 1/O processors, data cache, internal I/O bus (RIO-G loop),
host adapters, and device adapters. Figure 6-6 on page 111 is a 2-way model and Figure 6-7
is a 4-way model. You can easily see that, if you upgrade from the 2-way model to the 4-way
model, the number of main components doubles within a storage unit.

For further information about performance for the DS8000 series, see Chapter 12,
“Performance considerations” on page 253.

Future Plan
According to the announcement letter, IBM has issued the following Statement of General
Direction:

Future models in the series are planned to provide customers additional flexibility and
scalability. IBM next plans to provide 8-way processors with corresponding scalability from the
2-way and 4-way models currently offered. In addition, physical capacity will be scalable
through increased disk drives within a configuration.

In the 8-way model, the number of main components is four times that of a 2-way model.

The benefit of the DS8000 for scalability

Because the DS8000 series adopts this architecture for the scaling of models, the DS8000
series has the following benefits for scalability:

» The DS8000 series is easily scalable for performance and capacity.
» The DS8000 series architecture can be easily upgraded.
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» The DS8000 series has a longer life cycle than other storage devices.

6.3.3 Model upgrades

The DS8000 series models are modular systems that are designed to be built upon and

upgraded from one model to another in the field, helping clients respond swiftly to changing
business requirements.

IBM service representatives can upgrade a Model 921 in the field when you order a model
conversion to a Model 922 or Model 9A2. You can also change the storage system LPAR
configuration, both from non-LPAR to LPAR, from LPAR to non-LPAR (According to the
announcement letter, model upgrades will be offered after GA).

Figure 6-8 summarizes the model conversions planned for the DS8000 series.

Model Conversions

e Model Conversions Planned
— 921 => 922 (2-way to 4-way processor upgrade)
— 921 => 9A2 (2-way to LPAR 4-way processor upgrade)
— 922 => 9A2 (4-way to LPAR 4-way upgrade)
— 92E => 9AE (Expansion frame to LPAR expansion frame)
— 9A2 => 922 (LPAR to non-LPAR 4-way)
— 9AE => 92E (LPAR expansion frame to expansion frame)

Figure 6-8 Model conversions

Note: According to the announcement letter, model conversions are disruptive activities in
the current status.
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Copy Services

In this chapter, we describe the architecture and functions of Copy Services for the DS8000
series. Copy Services is a collection of functions that provide disaster recovery, data
migration, and data duplication functions. Copy Services run on the DS8000 storage unit and
they support open systems and zSeries environments.

Copy Services has four interfaces: a Web-based interface (DS Storage Manager), a
command-line interface (DS CLI), an application programming interface (DS API), and host
I/O commands from zSeries servers.

This chapter discusses the following topics:

» Introduction to Copy Services

» Copy Services functions

» Interfaces for Copy Services

» Interoperability with IBM TotalStorage Enterprise Storage Server (ESS)
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7.1 Introduction to Copy Services

Copy Services is a collection of functions that provide disaster recovery, data migration, and
data duplication functions. With the Copy Services functions, for example, you can create
backup data with little or no disruption to your application, and you can back up your
application data to the remote site for the disaster recovery.

Copy Services run on the DS8000 storage unit and support open systems and zSeries
environments. These functions are supported also on the previous generation of storage
systems called the IBM TotalStorage Enterprise Storage Server (ESS).

Many design characteristics of the DS8000 and data copying and mirroring capabilities of
Copy Services features contribute to the protection of your data, 24 hours a day and seven
days a week. The licensed features included in Copy Services are the following:

» FlashCopy, which is a Point-in-Time Copy function

» Remote Mirror and Copy functions, previously known as Peer-to-Peer Remote Copy or
PPRC, which include:

— IBM TotalStorage Metro Mirror, previously known as Synchronous PPRC
— IBM TotalStorage Global Copy, previously known as PPRC Extended Distance
— IBM TotalStorage Global Mirror, previously known as Asynchronous PPRC

» z/OS Global Mirror, previously known as Extended Remote Copy (XRC)

» 2/OS Metro/Global Mirror

We explain these functions in detail in the next section.

You can manage the Copy Services functions through a command-line interface (DS CLI)
and a new Web-based interface (DS Storage Manager). You also can manage the Copy
Services functions through the open application programming interface (DS Open API).
When you manage the Copy Services through these interfaces, these interfaces invoke Copy
Services functions via the Ethernet network. In zSeries environments, you can invoke the
Copy Service functions by TSO commands, ICKDSF, the DFSMSdss™ utility, and so on.

We explain these interfaces in 7.3, “Interfaces for Copy Services” on page 136.

7.2 Copy Services functions

We describe each function and the architecture of the Copy Services in this section. There
are two primary types of Copy Services functions: Point-in-Time Copy and Remote Mirror
and Copy. Generally, the Point-in-Time Copy function is used for data duplication and the
Remote Mirror and Copy function is used for data migration and disaster recovery.

7.2.1 Point-in-Time Copy (FlashCopy)
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The Point-in-Time Copy feature, which includes FlashCopy, enables you to create full volume
copies of data in a storage unit. When you set up a FlashCopy operation, a relationship is
established between the source and target volumes, and a bitmap of the source volume is
created. Once this relationship and bitmap are created, the target volume can be accessed as
though all the data had been physically copied. While a relationship between the source and
target volume exists, optionally, a background process copies the tracks from the source to
the target volume.
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Note: In this chapter, frack means a piece of data in the DS8000; the DS8000 uses the
logical tracks to manage the Copy Services functions.

See Figure 7-1 for an illustration of FlashCopy concepts.

FlashCopy provides a point-in-time copy

Source Target

FlashCopy command issued

Copy immediately available

Read and write to both source
and copy possible

Time

When copy is complete,
relationship between
source and target ends

\

Figure 7-1 FlashCopy concepts

When a FlashCopy operation is invoked, it takes only a few seconds to complete the process
of establishing the FlashCopy pair and creating the necessary control bitmaps. Thereafter,
you have access to a point-in-time copy of the source volume. As soon as the pair has been
established, you can read and write to both the source and target volumes.

After creating the bitmap, a background process begins to copy the real-data from the source
to the target volumes. If you access the source or the target volumes during the background
copy, FlashCopy manages these I/O requests as follows:

» Read from the source volume

When you read some data from the source volume, it is simply read from the source
volume.

» Read from the target volume
When you read some data from the target volume, FlashCopy checks the bitmap and:

— If the backup data is already copied to the target volume, it is read from the target
volume.

— If the backup data is not copied yet, it is read from the source volume.
» Write to the source volume

When you write some data to the source volume, at first the updated data is written to the
data cache and persistent memory (write cache). And when the updated data is destaged
to the source volume, FlashCopy checks the bitmap and:

— If the backup data is already copied, it is simply updated on the source volume.
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— If the backup data is not copied yet, first the backup data is copied to the target volume,
and after that it is updated on the source volume.

» Write to the target volume

When you write some data to the target volume, it is written to the data cache and
persistent memory, and FlashCopy manages the bitmaps to not overwrite the latest data.
FlashCopy does not overwrite the latest data by the physical copy.

The background copy may have a slight impact to your application because the physical copy
needs some storage resources, but the impact is minimal because the host I/O is prior to the
background copy. And if you want, you can issue FlashCopy with the no background copy
option.

No background copy option

If you invoke FlashCopy with the no background copy option, the FlashCopy relationship is
established without initiating a background copy. Therefore, you can minimize the impact of
the background copy. When the DS8000 receives an update to a source track in a FlashCopy
relationship, a copy of the point-in-time data is copied to the target volume so that it is
available when the data from the target volume is accessed. This option is useful for
customers who don’t need to issue FlashCopy in the opposite direction.

Benefits of FlashCopy

The point-in-time copy created by FlashCopy is typically used where you need a copy of the
production data to be produced with little or no application downtime (depending on the
application). It can be used for online backup, testing of new applications, or for creating a
database for data-mining purposes. The copy looks exactly like the original source volume
and is an instantly available, binary copy.

Point-in-Time Copy function authorization

FlashCopy is an optional function. To use it, you must purchase the Point-in-Time Copy 2244
function authorization model, which is 2244 Model PTC.

7.2.2 FlashCopy options
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FlashCopy has many options and expanded functions to help provide data duplication. We
explain these options and functions in this section.

Refresh target volume (also known as Incremental FlashCopy)

Refresh target volume provides the ability to refiresh a LUN or volume involved in a FlashCopy
relationship. When a subsequent FlashCopy operation is initiated, only the tracks changed on
both the source and target need to be copied from the source to the target. The direction of
the refresh can also be reversed.

In many cases, at most 10 to 20 percent of your entire data is changed in a day. In such a
situation, if you use this function for daily backup, you can save the time for the physical copy
of FlashCopy.

Figure 7-2 on page 119 explains the architecture for Incremental FlashCopy.
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Figure 7-2 Incremental FlashCopy

In the Incremental FlashCopy operations:

1.

At first, you issue full FlashCopy with the change recording option. This option is for
creating change recording bitmaps in the storage unit. The change recording bitmaps are
used for recording the tracks which are changed on the source and target volumes after
the last FlashCopy.

After creating the change recording bitmaps, Copy Services records the information for
the updated tracks to the bitmaps. The FlashCopy relationship persists even if all of the
tracks have been copied from the source to the target.

The next time you issue Incremental FlashCopy, Copy Services checks the change
recording bitmaps and copies only the changed tracks to the target volumes. If some
tracks on the target volumes are updated, these tracks are overwritten by the
corresponding tracks from the source volume.

You can also issue incremental FlashCopy from the target volume to the source volumes with
the reverse restore option. The reverse restore operation cannot be done unless the
background copy in the original direction has finished.

Data Set FlashCopy

Data Set FlashCopy allows a FlashCopy of a data set in a zSeries environment.
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Figure 7-3 Data Set FlashCopy
Multiple Relationship FlashCopy

Multiple Relationship FlashCopy allows a source to have FlashCopy relationships with
multiple targets simultaneously. A source volume or extent can be FlashCopied to up to 12
target volumes or target extents, as illustrated in Figure 7-4.

Source Target
Volume Volume

Maximum 12 Target volumes
from 1 Source volume

Figure 7-4 Multiple Relationship FlashCopy

Note: If a FlashCopy source volume has more than one target, that source volume can be
involved only in a single incremental FlashCopy relationship.
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Consistency Group FlashCopy

Consistency Group FlashCopy allows you to freeze (temporarily queue) I/O activity to a LUN
or volume. Consistency Group FlashCopy helps you to create a consistent point-in-time copy
across multiple LUNs or volumes, and even across multiple storage units.

What is Consistency Group FlashCopy?

If a consistent point-in-time copy across many logical volumes is required, and the user does
not wish to quiesce host I/O or database operations, then the user may use Consistency
Group FlashCopy to create a consistent copy across multiple logical volumes in multiple
storage units.

In order to create this consistent copy, the user would issue a set of Establish FlashCopy
commands with a freeze option, which will hold off host I/O to the source volumes. In other
words, Consistency Group FlashCopy provides the capability to temporarily queue (at the
host 1/O level, not the application level) subsequent write operations to the source volumes
that are part of the Consistency Group. During the temporary queueing, Establish FlashCopy
is completed. The temporary queueing continues until this condition is reset by the
Consistency Group Created command or the time-out value expires (the default is two
minutes).

Once all of the Establish FlashCopy requests have completed, a set of Consistency Group
Created commands must be issued via the same set of DS network interface servers. The
Consistency Group Created commands are directed to each logical subsystem (LSS)
involved in the consistency group. The Consistency Group Created command allows the
write operations to resume to the source volumes.

This operation is illustrated in Figure 7-5.
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Figure 7-5 Consistency Group FlashCopy
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A more detailed discussion of the concept of data consistency and how to manage the
Consistency Group operation is in 7.2.5, “What is a Consistency Group?” on page 132.

Important: Consistency Group FlashCopy can create host-based consistent copies, they
are not application-based consistent copies. The copies have power-fail or crash level
consistency. This means that if you suddenly power off your server without stopping your
applications and without destaging the data in the file cache, the data in the file cache may
be lost and you may need recovery procedures to restart your applications. To start your
system with Consistency Group FlashCopy target volumes, you may need the same
operations as the crash recovery.

For example, If the Consistency Group source volumes are used with a journaled file
system (like AIX JFS) and the source LUNs are not unmounted before running FlashCopy,
it is likely that fsck will have to be run on the target volumes.

Note: Consistency Group FlashCopy is not available through the use of the DS Storage
Manager GUI at the current time.

Establish FlashCopy on existing Remote Mirror and Copy primary

This option allows you to establish a FlashCopy relationship where the target is also a remote
mirror primary volume. This enables you to create full or incremental point-in-time copies at a
local site and then use remote mirroring commands to copy the data to the remote site. We
explain the functions of Remote Mirror and Copy in the 7.2.3, “Remote Mirror and Copy
(Peer-to-Peer Remote Copy)” on page 123.

FlashCopy
Source Volume

FlashCopy to
PPRC Primary
FlashCopy Volume
Target Volume

PPRC relation

PPRC PPRC
Primary Volume Secondary Volume

Figure 7-6 Establish FlashCopy on existing Remote Mirror and Copy Primary

Note: You cannot FlashCopy from a source to a target, where the target is also a Global
Mirror primary volume.
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Persistent FlashCopy

Persistent FlashCopy allows the FlashCopy relationship to remain even after the copy
operation completes. You must explicitly delete the relationship.

Inband Commands over Remote Mirror link

In a remote mirror environment, commands to manage FlashCopy at the remote site can be
issued from the local or intermediate site and transmitted over the remote mirror Fibre
Channel links. This eliminates the need for a network connection to the remote site solely for
the management of FlashCopy.

Note: This function is not available through the use of the DS Storage Manager GUI at the
current time.

7.2.3 Remote Mirror and Copy (Peer-to-Peer Remote Copy)

The Remote Mirror and Copy feature (formally called Peer-to-Peer Remote Copy, or PPRC) is
a flexible data mirroring technology that allows replication between volumes on two or more
disk storage systems. You can also use this feature for data backup and disaster recovery.
Remote Mirror and Copy is an optional function. To use it, you must purchase the Remote
Mirror and Copy 2244 function authorization model, which is 2244 Model RMC.

DS8000 storage units can participate in Remote Mirror and Copy solutions with the ESS
Model 750, ESS Model 800, and DS6000 storage units. To establish a PPRC relationship
between the DS8000 and the ESS, the ESS needs to have licensed internal code (LIC)
version 2.4.2 or later.

The Remote Mirror and Copy feature can operate in the following modes:

Metro Mirror (Synchronous PPRC)

Metro Mirror provides real-time mirroring of logical volumes between two DS8000s that can
be located up to 300 km from each other. It is a synchronous copy solution where write
operations are completed on both copies (local and remote site) before they are considered
to be complete.
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Global Copy (PPRC-XD)

Global Copy copies data non-synchronously and over longer distances than is possible with
Metro Mirror. When operating in Global Copy mode, the source volume sends a periodic,
incremental copy of updated tracks to the target volume, instead of sending a constant
stream of updates. This causes less impact to application writes for source volumes and less
demand for bandwidth resources, while allowing a more flexible use of the available
bandwidth.

Global Copy does not keep the sequence of write operations. Therefore, the copy is normally
fuzzy, but you can make a consistent copy through synchronization (called a go-to-sync
operation). After the synchronization, you can issue FlashCopy at the secondary site to make
the backup copy with data consistency. After the establish of the FlashCopy, you can change
the PPRC mode back to the non-synchronous mode.

Note: When you change PPRC mode from synchronous to non-synchronous mode, you
change the PPRC mode from synchronous to suspend mode at first, and then you change
PPRC mode from suspend to non-synchronous mode.

If you want make a consistent copy with FlashCopy, you must purchase a Point-in-Time Copy
function authorization (2244 Model PTC) for the secondary storage unit.
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Global Mirror (Asynchronous PPRC)

Global Mirror provides a long-distance remote copy feature across two sites using
asynchronous technology. This solution is based on the existing Global Copy and FlashCopy.
With Global Mirror, the data that the host writes to the storage unit at the local site is
asynchronously shadowed to the storage unit at the remote site. A consistent copy of the data
is automatically maintained on the storage unit at the remote site.

Figure 7-8 Global Copy

Global Mirror operations provide the following benefits:

» Support for virtually unlimited distances between the local and remote sites, with the
distance typically limited only by the capabilities of the network and the channel extension
technology. This unlimited distance enables you to choose your remote site location
based on business needs and enables site separation to add protection from localized
disasters.

» A consistent and restartable copy of the data at the remote site, created with minimal
impact to applications at the local site.

» Data currency where, for many environments, the remote site lags behind the local site
typically 3 to 5 seconds, minimizing the amount of data exposure in the event of an
unplanned outage. The actual lag in data currency that you experience can depend upon
a number of factors, including specific workload characteristics and bandwidth between
the local and remote sites.

» Dynamic selection of the desired recovery point objective, based upon business
requirements and optimization of available bandwidth.

» Session support whereby data consistency at the remote site is internally managed across
up to eight storage units that are located across the local and remote sites.
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» Efficient synchronization of the local and remote sites with support for failover and failback
modes, helping to reduce the time that is required to switch back to the local site after a
planned or unplanned outage.

&) Write acknowledge
Server writa

FlashCopy
(automatically)

Write to secondary
(non-synchronously)

e

Automatic cycle in active session

Figure 7-9 Global Mirror

How Global Mirror works
We explain how Global Mirror works in Figure 7-10 on page 127.
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Global Mirror - How it works

PPRC Primary PPRC Secondary
FlashCopy Source FlashCopy Target

FlashCopy
—_—

Global Copy

Cc

Local Site Remote Site

Automatic Cycle in an active Global Mirror Session

1. Create Consistency Group of volumes at local site

2. Send increment of consistent data to remote site

3. FlashCopy at the remote site

4. Resume Global Copy (copy out-of-sync data only)

5. Repeat all the steps according to the defined time period

Figure 7-10 How Global Mirror works

The A volumes at the local site are the production volumes and are used as Global Copy
primary volumes. The data from the A volumes is replicated to the B volumes, which are
Global Copy secondary volumes. At a certain point in time, a Consistency Group is created
using all of the A volumes, even if they are located in different ESS boxes. This has no
application impact because the creation of the Consistency Group is very quick (on the order
of milliseconds).

Note: The copy created with Consistency Group is a power-fail consistent copy, not an
application-based consistent copy. When you recover with this copy, you may need
recovery operations, such as the fsck command in an AlX filesystem.

Once the Consistency Group is created, the application writes can continue updating the A
volumes. The increment of the consistent data is sent to the B volumes using the existing
Global Copy relationship. Once the data reaches the B volumes, it is FlashCopied to the C
volumes.

The C volumes now contain the consistent copy of data. Because the B volumes usually
contain a fuzzy copy of the data from the local site (not when doing the FlashCopy), the C
volumes are used to hold the last point-in-time consistent data while the B volumes are being
updated by the Global Copy relationship.
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Note: When you implement Global Mirror, you set up the FlashCopy between the B and C
volumes with No Background copy and Start Change Recording options. It means that
before the latest data is updated to the B volumes, the last consistent data in the B volume
is moved to the C volumes. Therefore, at some time, a part of consistent data is in the B
volume, and the other part of consistent data is in the C volume.

If a disaster occurs during the FlashCopy of the data, special procedures are needed to
finalize the FlashCopy.

In the recovery phase, the consistent copy is created in the B volumes. You need some
operations to check and create the consistent copy.

You need to check the status of the B volumes for the recovery operations. Generally, these
check and recovery operations are complicated and difficult with the GUI or CLI in a
disaster situation. Therefore, you may want to use some management tools, (for example,
Global Mirror Utilities), or management software, (for example, Multiple Device Manager
Replication Manager), for Global Mirror to automate this recovery procedure.

The data at the remote site is current within 3 to 5 seconds, but this recovery point (RPO)
depends on the workload and bandwidth available to the remote site.

In contrast to the previously mentioned Global Copy solution, Global Mirror overcomes its
disadvantages and automates all of the steps that have to be done manually when using
Global Copy.

If you use Global Mirror, you must adhere to the following additional rules:

» You must purchase a Point-in-Time Copy function authorization (2244 Model PTC) for the
secondary storage unit.

» If Global Mirror will be used during failback on the secondary storage unit, you must also
purchase a Point-in-Time Copy function authorization for the primary system.

Note: PPRC can do failover and failback operations. A failover operation is the process of
temporarily switching production to a backup facility (normally your recovery site) following
a planned outage, such as a scheduled maintenance period or an unplanned outage, such
as a disaster. A failback operation is the process of returning production to its original
location. These operations use Remote Mirror and Copy functions to help reduce the time
that is required to synchronize volumes after the sites are switched during a planned or
unplanned outage.

z/0OS Global Mirror (XRC)

DS8000 storage complexes support z/OS Global Mirror only on zSeries hosts. The z/OS
Global Mirror function mirrors data on the storage unit to a remote location for disaster
recovery. It protects data consistency across all volumes that you have defined for mirroring.
The volumes can reside on several different storage units. The z/OS Global Mirror function
can mirror the volumes over several thousand kilometers from the source site to the target
recovery site. With z/OS Global Mirror, you can suspend or resume service during an outage.
You do not have to terminate your current data-copy session. You can suspend the session,
then restart it. Only data that changed during the outage needs to be re-synchronized
between the copies. The z/OS Global Mirror function is an optional function. To use it, you
must purchase the remote mirror for z/OS 2244 function authorization model, which is 2244
Model RMZ.
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Figure 7-11  z/OS Global Mirror

z/OS Metro/Global Mirror (3-site z/OS Global Mirror and Metro Mirror)

This mirroring capability uses z/OS Global Mirror to mirror primary site data to a location that
is a long distance away and also uses Metro Mirror to mirror primary site data to a location
within the metropolitan area. This enables a z/OS 3-site high availability and disaster recovery
solution for even greater protection from unplanned outages. The z/OS Metro/Global Mirror
function is an optional function. To use it, you must purchase both of the following functions:

» Remote Mirror for z/OS (2244 Model RMZ)

» Remote Mirror and Copy function (2244 Model RMC) for both the primary and secondary
storage units
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Figure 7-12 z/OS Metro/Global Mirror

7.2.4 Comparison of the Remote Mirror and Copy functions

In this section we summarize the use of and considerations for Remote Mirror and Copy
functions.

Metro Mirror (Synchronous PPRC)
» Description
Metro Mirror is a function for synchronous data copy at a distance.
» Advantages
There is no data loss and it allows for rapid recovery for distances up to 300 km.
» Considerations
There may be slight performance impact for write operations.
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Note: If you want to use a PPRC copy from the application server which has the PPRC
primary volume, you need to compare its function with OS mirroring.

You will have some disruption to recover your system with PPRC secondary volumes in an
open system environment because PPRC secondary volumes are not online to the
application servers during the PPRC relationship.

You may also need some operations before assigning PPRC secondary volumes. For
example, in an AIX environment, AlX assigns specific IDs to each volume (PVID). PPRC
secondary volumes have the same PVID as PPRC primary volumes. AlIX cannot manage
the volumes with the same PVID as different volumes. Therefore, before using the PPRC
secondary volumes, you need to clear the definition of the PPRC primary volumes or
reassign PVIDs to the PPRC secondary volumes.

Some operating systems (OS) or file systems (for example, AIX LVM) have a function for
disk mirroring. OS mirroring needs some server resources, but usually can keep operating
with the failure of one volume of the pair and recover from the failure non-disruptively. If
you use a PPRC copy from the application server for recovery, you need to consider which
solution (PPRC or OS mirroring) is better for your system.

Global Copy (PPRC-XD)

» Description
Global Copy is a function for continuous copy without data consistency.
» Advantages

It can copy your data at nearly an unlimited distance, even if you are limited by the
network and channel extender capabilities. It is suitable for data migration and daily
backup to the remote site.

» Considerations
The copy is normally fuzzy but can be made consistent through synchronization.

Note: When you create a consistent copy for Global Copy, you need the go-to-sync
(synchronize the secondary volumes to the primary volumes) operation. During the
go-to-sync operation, PPRC changes from a non-synchronous copy to a synchronous
copy. Therefore, the go-to-sync operation may cause performance impact to your
application system. If the data is heavily updated and the network bandwidth for PPRC is
limited, the time for the go-to-sync operation becomes longer.

Global Mirror (Asynchronous PPRC)
» Description:

Global Mirror is an asynchronous copy; you can create a consistent copy in the secondary
site with an adaptable Recovery Point Objective (RPO).

Note: Recovery Point Objective (RPO) specifies how much data you can afford to
re-create should the system need to be recovered.

» Advantages:

Global Mirror can copy with nearly an unlimited distance. It is scalable across the storage
units. It can realize a low RPO with enough link bandwidth. Global Mirror causes only a
slight impact to your application system.
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» Considerations:

When the link bandwidth capability is exceeded with a heavy workload, the RPO might
grow.

Note: To manage Global Mirror, you need many complicated operations. Therefore, we
recommend management utilities (for example, Global Mirror Utilities) or management
software (for example, IBM Multiple Device Manager) for Global Mirror.

z/0S Global Mirror (XRC)

» Description

z/OS Gilobal Mirror is an asynchronous copy controlled by z/OS host software, called
System Data Mover.

» Advantages
It can copy with nearly unlimited distance. It is highly scalable, and it has very low RPO.
» Considerations

Additional host server hardware and software is required. The RPO might grow if
bandwidth capability is exceeded, or host performance might be impacted.

7.2.5 What is a Consistency Group?
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With Copy Services, you can create Consistency Groups for FlashCopy and PPRC.
Consistency Group is a function to keep data consistency in the backup copy. Data
consistency means that the order of dependent writes is kept in the copy.

In this section we define data consistency and dependent writes, and then we explain how
Consistency Group operations keep data consistency.

What is data consistency?

Many applications, such as databases, process a repository of data that has been generated
over a period of time. Many of these applications require that the repository is in a consistent
state in order to begin or continue processing. In general, consistency implies that the order
of dependent writes is preserved in the data copy. For example, the following sequence might
occur for a database operation involving a log volume and a data volume:

1. Write to log volume: Data Record #2 is being updated.
2. Update Data Record #2 on data volume.
3. Write to log volume: Data Record #2 update complete.

If the copy of the data contains any of these combinations then the data is consistent:

» Operation 1,2, and 3

» Operation 1 and 2

» Operation 1

If the copy of data contains any of those combinations then the data is inconsistent (the order
of dependent writes was not preserved):

» Operation 2 and 3

» Operation 1 and 3

» Operation 2
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» Operation 3

In the Consistency Group operation, data consistency means this sequence is always kept in
the backup data.

And, the order of non-dependent writes does not necessarily need to be preserved. For
example, consider the following two sequences:

1. Deposit paycheck in checking account A

2. Withdraw cash from checking account A

3. Deposit paycheck in checking account B

4. Withdraw cash from checking account B

In order for the data to be consistent, the deposit of the paycheck must be applied before the
withdraw of cash for each of the checking accounts. However, it does not matter whether the
deposit to checking account A or checking account B occurred first, as long as the associated
withdrawals are in the correct order. So for example, the data copy would be consistent if the

following sequence occurred at the copy. In other words, the order of updates is not the same
as it was for the source data, but the order of dependent writes is still preserved.

1. Deposit paycheck in checking account B
2. Deposit paycheck in checking account A
3. Withdraw cash from checking account B
4. Wilthdraw cash from checking account A

How does Consistency Group keep data consistency?

Consistency Group operations cause the storage units to hold I/O activity to a volume for a
time period by putting the source volume into an extended long busy state. This operation can
be done across multiple LUNs or volumes, and even across multiple storage units.

In the storage subsystem itself, each command is managed with each logical subsystem
(LSS). This means that there are slight time lags until each volume in the different LSS is
changed to the extended long busy state. Some people are concerned that the time lag
causes you to lose data consistency, but, it is not true. We explain how to keep data
consistency in the Consistency Group environments in the following section.

See Figure 7-13 on page 134. In this case, three write operations (1st, 2nd, and 3rd) are
dependent writes. It means that these operations must be completed sequentially.
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Figure 7-13 Consistency Group: Example1

Because of the time lag for Consistency Group operations, some volumes in some LSSs are
in an extended long busy state and other volumes in the other LSSs are not.

In Figure 7-13, the volumes in LSS11 are in an extended long busy state, and the volumes in
LSS12 and 13 are not. The 1st operation is not completed because of this extended long
busy state, and the 2nd and 3rd operations are not completed, because the 1st operation has
not been completed. In this case, 1st, 2nd, and 3rd updates are not included in the backup
copy. Therefore, this case is consistent.

See Figure 7-14 on page 135. In this case, the volumes in LSS12 are in an extended long
busy state and the other volumes in LSS11 and 13 are not. The 1st write operation is
completed because the volumes in LSS11 are not in an extended long busy state. The 2nd
write operation is not completed because of the extended long busy state. The 3rd write
operation is also not completed because the 2nd operation is not completed. In this case, the
1st update is included in the backup copy, and the 2nd and 3rd updates are not included.
Therefore, this case is consistent.

DS8000 Series: Concepts and Architecture



: LSS11

1st & This write operation is
: B - completed because
LSS11 is notin an
: Completed extended long busy
: condition.
SS12
:2nd This write operation i
: : peration is
Servers > not completed
: Wait because LSS12 is in
: an extended long
: busy condition.
: H LSS13
. 3rd : . . . .
5 E . This write operation is
g @ not completed
Wait because 2nd write
dependency S
: operation is not
for each write
. completed.
operation

Figure 7-14 Consistency Group: Example 2

In all cases, if each write operation is dependent, Consistency Group can keep the data
consistent in the backup copy.

If each write operation is not dependent, the I/O sequence is not kept in the copy that is
created by the Consistency Group operation. See Figure 7-15 on page 136. In this case, the
three write operations are independent. If the volumes in LSS12 are in an extended long busy
state and the other volumes in LSS11 and 13 are not, the 1st and 3rd operations are
completed and the 2nd operation is not completed.
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Figure 7-15 Consistency Group: Example.3

In this case, the copy created by the Consistency Group operation reflects only the 1st and
3rd write operation, not including the 2nd operation.

If you accept this result, you can use the Consistency Group operation with your applications.
But, if you cannot accept it, you should consider other procedures without Consistency Group
operation. For example, you could stop your applications for a slight interval for the backup
operations.

7.3 Interfaces for Copy Services

There are multiple interfaces for invoking Copy Services. We describe them in this section.
7.3.1 Storage Hardware Management Console (S-HMC)

Copy Services functions can be initiated over the following interfaces:

» zSeries Host I/O Interface

» DS Storage Manager web-based Interface

» DS Command-Line Interface (DS CLI)

» DS open application programming interface (DS Open API)

DS Storage Manager, DS CLI, and DS Open APl commands are issued via the Ethernet

network, and these commands are invoked by the Storage Hardware Management Console
(S-HMC). When the S-HMC has the command requests, including those for Copy Services,
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from these interfaces, S-HMC communicates with each server in the storage units via the
Ethernet network. Therefore, the S-HMC is a key component to configure and manage the
DS8000.

The network components for Copy Services are illustrated in Figure 7-16.

Copy Services Network Components

S-HMC 1 Processor
, Ethernet
internal
( ) Switch 1 Complex 0
Customer DS8000
Network
DS St
Managor Ethernet Processor
(S-HMC 2) Switch 2 Complex 1
DS CLI (external) P
DS API

Figure 7-16 DS8000 Copy Services network components

Each DS8000 will have an internal S-HMC in the base frame, and you can have an external
S-HMC for redundancy.

For further information about the S-HMC, see Chapter 9, “Configuration planning” on
page 157.

7.3.2 DS Storage Manager Web-based interface

DS Storage Manager is a Web-based management interface. It is used for managing the
logical configurations and invoking the Copy Services functions. The DS Storage Manager
has an online mode and an offline mode; only the online mode is supported for Copy
Services.

DS Storage Manager is already installed in the S-HMC. You can also install it in other
computers that you prepare. When you manage the Copy Services functions with DS Storage
Manager in your computers, DS Storage Manager issues its command to the S-HMC via the
Ethernet network.

The DS Storage Manager can be used for almost all functions for Copy Services. The
following functions cannot be issued from the DS Storage Manager in the current
implementation:

» Consistency Group operation (FlashCopy and PPRC)
» Inband commands over Remote Mirror link
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7.3.3 DS Command-Line Interface (DS CLI)

The IBM TotalStorage DS Command-Line Interface (CLI) helps enable open systems hosts to
invoke and manage the Point-in-Time Copy and Remote Mirror and Copy functions through
batch processes and scripts. The CLI provides a full-function command set that allows you to
check your storage unit configuration and perform specific application functions when
necessary. The following list highlights a few of the specific types of functions that you can
perform with the DS CLI:

» Check and verify your storage unit configuration.

» Check the current Copy Services configuration that is used by the storage unit.
» Create new logical storage and Copy Services configuration settings.

» Modify or delete logical storage and Copy Services configuration settings.

Tip: What is changed from the ESS CLI?

ESS CLlI is a prior version of the command-line interface. It is used for managing the ESS.
There are differences between the ESS CLI and DS CLI.

The ESS CLI needs two steps to issue Copy Service functions:

1. Register a Copy Services task from the Web user interface.

2. lIssue the registered task from CLI.

The DS CLI has no need to register a Copy Services task before you issue the CLI. You

can easily implement and dynamically change your Copy Services operation without the
GUL

For further information about the DS CLI, see Chapter 11, “DS CLI” on page 231.

7.3.4 DS Open application programming Interface (API)
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The DS Open application programming interface (API) is a non-proprietary storage
management client application that supports routine LUN management activities, such as
LUN creation, mapping and masking, and the creation or deletion of RAID-5 and RAID-10
volume spaces. The DS Open API also enables Copy Services functions such as FlashCopy
and Remote Mirror and Copy. It supports these activities through the use of the Storage
Management Initiative Specification (SMIS), as defined by the Storage Networking Industry
Association (SNIA)

The DS Open API helps integrate DS configuration management support into storage
resource management (SRM) applications, which allow customers to benefit from existing
SRM applications and infrastructures. The DS Open API also enables the automation of
configuration management through customer-written applications. Either way, the DS Open
API presents another option for managing storage units by complementing the use of the IBM
TotalStorage DS Storage Manager web-based interface and the DS Command-Line
Interface.

You must implement the DS Open API through the IBM TotalStorage Common Information
Model (CIM) agent, a middleware application that provides a CIM-compliant interface. The
DS Open API uses the CIM technology to manage proprietary devices such as open system
devices through storage management applications. The DS Open API allows these storage
management applications to communicate with a storage unit.
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IBM will support IBM TotalStorage Multiple Device Manager (MDM) for the DS8000 under the
IBM TotalStorage Productivity Center in the future. MDM consists of software components
which enable storage administrators to monitor, configure, and manage storage devices and
subsystems within a SAN environment. MDM also has a function to manage the Copy
Services functions, called the MDM Replication Manager.

For further information about MDM, see 15.5, “IBM TotalStorage Productivity Center” on
page 326.

7.4 Interoperability with ESS

Copy Services for DS8000 also supports the IBM Enterprise Storage Server Model 800 (ESS
800) and Model 750. To manage the ESS 800 from the Copy Services for DS8000, you need
to install licensed internal code version 2.4.2 or later on the ESS 800.

The DS CLI supports the DS8000, DS6000, and ESS 800 at the same time. DS Storage
Manager does not support ESS 800.

Note: DS8000 does not support PPRC with an ESCON link. If you want to configure a
PPRC relationship between a DS8000 and ESS 800, you have to use a FCP link.

7.5 Future Plans

According to the announcement letter, IBM has issued the following Statement of General
Direction:

IBM intends to offer a long-distance business continuance solution across three sites allowing
for recovery from the secondary or tertiary site with full data consistency.
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Part 3

Planning and
configuration

In this part we present an overview of the planning and configuration necessary before
installing your DS8000. The topics include:

» Installation planning

» Configuration planning

» Logical configuration

» CLI - Command-Line Interface

» Performance
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Installation planning

This chapter discusses various physical considerations and preparation involved in planning
the physical installation of a new DS8000 in your environment. The following topics are
covered:

» Installation site preparation
» Host attachments
» Network and SAN requirements
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8.1 General considerations

Successful installation of a DS8000 requires careful planning. The main considerations when
planning for the physical installation of a new DS8000 include the following:

YyVyVYyVYVYVYYY

Delivery

Floor loading

Space occupation

Electrical power

Operating environment

FAN and cooling

Host attachment

Network and SAN requirements

Always refer to the most recent information for physical planning in the IBM TotalStorage
DS8000 Introduction and Planning Guide, GC35-0495. You can download this at:

http://www.ibm.com/servers/storage/disk/ds8000

8.2 Delivery requirements
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Before you receive your DS8000 shipment, ensure that you meet all delivery requirements.
You need to consider the size and weight of the DS8000 rack in its shipping container, as well
as how it will be moved from the loading dock to the final installation location.

Use the following steps to ensure that your receiving area and loading ramp can safely
accommodate the delivery of your storage unit:

1.

Using Table 8-1, review the packaged weight and dimensions of the DS8000 container
and other containers that you will receive.

To calculate the weight of your total shipment, add the weight of each model container that
you will receive and the weight of one ship group container for each model. If you ordered
any external Storage Hardware Management Console (S-HMC), add the weight of those
containers, as well.

Table 8-1 shows the final packaged dimensions and maximum packaged weight of the
storage unit shipments.

Table 8-1 Packaged dimensions and weight for DS8000 models

Shipping container Packaged Dimensions Maximum Packaged Weight
(in centimeters and inches) (in kilograms and pounds)

Model 921 pallet or crate Height 207.5 cm (81.7 in.) 1309 kg (2886 Ib)
Width 101.5 cm (40 in.)
Depth 137.5 cm (54.2 in.)

Model 922 pallet or crate Height 207.5 cm (81.7 in.) 1368 kg (3016 Ib)
Width 101.5 cm (40 in.)
Depth 137.5 cm (54.2 in.)

Model 9A2 pallet or crate Height 207.5 cm (81.7 in.) 1368 kg (3016 Ib)
Width 101.5 cm (40 in.)
Depth 137.5 cm (54.2 in.)

Model 92E (expansion unit) Height 207.5 cm (81.7 in.) 1209 kg (2665 Ib)
pallet or crate Width 101.5 cm (40 in.)
Depth 137.5 cm (54.2 in.)
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Shipping container

Packaged Dimensions
(in centimeters and inches)

Maximum Packaged Weight
(in kilograms and pounds)

Model 9AE (expansion unit)
pallet or crate

Height 207.5 cm (81.7 in.)
Width 101.5 cm (40 in.)
Depth 137.5 cm (54.2 in.)

1209 kg (2665 Ib)

(If ordered) External S-HMC
container

Height 69.0 cm (27.2 in.)
Width 80.0 cm (31.5in.)
Depth 120.0 cm (47.3 in.)

75 kg (165 Ib)

Attention: A fully configured model in the packaging can weigh over 1406 kg
(3100 Ibs). Use of fewer than three persons to move it can result in injury.

2. Ensure that your loading dock, receiving area, and elevators can safely support the
packaged weight and dimensions of the shipping containers.

3. To compensate for the weight of the DS8000 shipment, ensure that the loading ramp at
your site does not exceed an angle of 10°.

8.3 Installation site preparation

Before you begin to install a new DS8000, you must ensure that the location where you plan
to install your DS8000 storage units meets all requirements.

The topics in this section discuss how to prepare the installation site to meet all of these
requirements.

8.3.1 Floor and space requirements

When you are planning the location of your storage units, you need to use the following steps
to ensure that your planned installation location meets the space and floor load requirements:

1. Identify the base models and expansion models that are included in your storage units. If
your storage units use an external Storage Hardware Management Console (S-HMC),
include the racks containing the external S-HMCs.

2. Decide whether the storage units will be installed on a raised or nonraised floor.

a. If the location has a raised floor, plan where the floor tiles must be cut to accommodate
the cables.

b. If the location has a nonraised floor, resolve any safety problems caused by the
location of cable exits and routing.

3. Determine whether the floor of the location meets the floor load requirements for the
storage units. This floor load rating is the concrete sub-floor rating, not the raised floor
rating.

4. Calculate the amount of space that the storage units will use.

a. ldentify the total amount of space that is needed for the storage units using the
dimensions of the models and the weight distribution areas calculated in step 3.
Service clearances between the DS8000 and an adjacent piece of equipment can
overlap, but weight distribution areas cannot overlap.

b. Ensure that the area around each stand-alone model and each storage unit meets the
service clearance requirements.
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Important: Any expansion units within the storage unit must be attached to the base
model on the right side (as you face the front of the units).

Installing on raised or nonraised floors
You can install your DS8000 storage units on a raised or nonraised floor.

However, installing the models on a raised floor provides the following benefits:

» Improves operational efficiency and allows greater flexibility in the arrangement of
equipment.

Increases air circulation for better cooling.

Protects the interconnecting cables and power receptacles.

Prevents tripping hazards because cables can be routed underneath the raised floor.
Aesthetically more appealing.

vvyyy

Meeting floor load requirements
Use the following steps to ensure that your location meets the floor load requirements and to
determine the weight distribution area required for the floor load:

1. Find the concrete sub-floor load rating in the location where you plan to install the storage
units. Refer to Chapter 4, “Meeting DS8000 delivery and installation requirements” in the
IBM TotalStorage DS8000 Introduction and Planning Guide, GC35-0495.

Important: If you do not know or are not certain about the floor load rating of the
installation site, be sure to check with the building engineer or another appropriate
person. A structural engineer may be needed to assist in this evaluation.

2. Determine whether the floor load rating of the location meets the following requirements:
— The design target used by IBM is 342 kg per m? (70 Ib per ft?).

— When you install a storage unit, which includes both base models and expansion
models, the minimum floor load rating is 361 kg per m? (74 |b per ft2). At 342 kg per m?
(70 Ib per ft2), the side dimension for the weight distribution area exceeds the 76.2 cm
(30 in.) allowed maximum, as defined in IBM Corporate Standards.

— The per caster transferred weight to a raised floor panel is 450 kg (1000 Ib).

Calculating space requirements
When you are planning the installation location, you must first calculate the total amount of

space that is needed for the storage units.
Use the following steps to calculate enough space for your storage units:

1. Determine the dimensions of each model configuration in your storage units. Table 8-2 on
page 147 provides the dimensions of the DS8000 models.
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Table 8-2 The DS8000 dimensions

Configuration/ Attribute 2107-921/922/9A2 2107-921/922/9A2 2107-922/9A2
(Base frame only) 2107-92E/9AE 2107-92E/9AE
(Expansion frame) (2 Expansion frames)
Dimensions with covers 76 x 33.3 x46.7 inch 76 x 69.7 x 46.7 inch 76 x 102.6 x 46.7 inch
Height x Width x Depth 193 x84.7 x 118.3cm 193 x172.7 x 118.3 cm 193 x 260.9 x 118.3 cm
(Std/Metric)
Footprint® 10.77ft2 22.0 ft2 33.23 ft2
(Std/Metric) 1.002 m? 2.05 m? 3.095 m?
2. Calculate the total area that is needed for the model configuration by adding the weight
distribution area to the dimensions.
3. Determine the total space that is needed for the storage units by planning where you will
place each model configuration in the storage units and how much area each
configuration will need based on step 2.
4. Verify that the planned space and layout also meets the service clearance requirements

for each unit and system.

Note: The DS8000 requires service clearances of 121.9 cm (48 inches) at the front and
76.2 cm (30 inches) at the rear. Racks can be placed side by side if floor loading
restrictions allow this.

8.3.2 Power requirements

When you consider the DS8000 storage complex location, consider the following issues:

»

»

>

>

>

Power control selections
Power outlet requirements
Input voltage requirements
Power connector requirements

Power consumption and environment

Power control
The DS8000 provides power controls on the model racks and through the Management
Console.

The DS8000 models have the following manual power controls in the form of physical
switches on the racks:

>

Remote force power off (Remote FPO) switch (available on base models)

Planning requirements: To use this feature, you must supply a remote force power off
circuit. See the DS8000 Introduction and Planning Guide, GC35-0495, for more detailed
information.

Local/remote switch (available on base models)
Local power on/local force power off switch (available on base models)

Unit emergency power off (UEPO) switch (available on all models)
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Note: Use this switch only in extreme emergencies. Using this switch may result in data
loss.

You can use the following power controls through the DS Storage Manager (running on the
Management Console):

» Local power control mode (visible in the DS Storage Manager)
» Remote power control mode (visible in the DS Storage Manager)

If you select the Remote power control mode, you choose one of the following remote
mode options:

— Remote Management Console, Manual: Your use of the DS Storage Manager power
on/off page controls when the unit powers on and off.

— Remote Management Console, Scheduled: A schedule, which you set up, controls
when the unit powers on and off.

— Remote Management Console, Auto: This setting applies only in situations in which
input power is lost. In those situations, the unit powers on as soon as external power
becomes available again.

— Remote Auto/Scheduled: A schedule, which you set up, controls when the unit
powers on and off. A power on sequence is also initiated if the unit was powered off
due to an external power loss during the time that the units are scheduled to be on and
external power becomes available again.

— Remote zSeries Power Control: One or more attached zSeries units control the
power on and power off sequences.

Planning requirements: If you choose the Remote zSeries Power Control options, you
must have the remote zSeries power control feature. DS8000 feature code 1000 is
needed in order to provide the necessary power sequence cables to connect to the
zSeries processor.

Power outlet requirements
You must supply the following power outlets for the installation of your storage units:

» Two independent power outlets for the two DS8000 power line cords are needed by each
base model and expansion model.

Note: To eliminate a single point of failure, the outlets must be independent. This
means that each outlet must use a separate power source and each power source
must have its own wall circuit breaker.

» Two outlets that are within 3.1 m (10 ft) of the external Storage Hardware Management
Console (S-HMC). These outlets may be provided from Power Distribution Units in the
rack or from an external power source.

Input voltage requirements
All power inputs are balanced three phase.

Due to different power requirements across the world, you must specify the nominal AC
voltage (phase to phase) that is supported by the power supply that is installed on the model.
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Use the following feature codes when you specify the input voltage for your base or
expansion model:

» 9090 AC input voltage: 200 V to 240 V
» 9091 AC input voltage: 380 V to 480 V

Power connector requirements

The cable connectors supplied with various line cords, and the required receptacles are
covered in Chapter 4, “Meeting DS8000 delivery and installation requirements” in the IBM
TotalStorage DS8000 Introduction and Planning Guide, GC35-0495.

Power consumption and environmental information

When you are planning the power requirements for the DS8000, consider the power
consumption and other environmental points of the storage unit. Table 8-3 provides the power
consumption for various DS8000 models.

Table 8-3 Power consumption for the DS8000 Models

Measurement Units Model 921 Model 922 | Model 9A2 | Expansion | Expansion
Model 92E | Model 9AE
Peak electric power kilovolt amperes 5.5 7.0 7.0 6.0 6.0
(kVA)

For more information, refer to the Chapter 4,”"Meeting DS8000 delivery and installation
requirements” in the IBM TotalStorage DS8000 Introduction and Planning Guide,
GC35-0495.

8.3.3 Environmental requirements

To properly maintain your DS8000 storage unit, you must install your storage unit in a
location that meets the operating environment requirements.

Take the following steps to ensure that you meet these requirements:
1. Note where the air intake locations are on the models that compose your storage unit.

2. Verify that you can meet the environmental operating requirements at the air intake
locations.

3. Consider optimizing the air circulation and cooling for the storage unit by using a raised
floor, adjusting the floor layout, and adding perforated tiles around the air intake areas.

Fans and air intake areas

The DS8000 models provide air circulation through various fans throughout the frame. You
must maintain the correct operating environment requirements for your models at each air
intake location.

Operating environment requirements

The DS8000 should be maintained within an operating temperature range of 20 to 25
degrees Celsius (68 to 77 degrees Fahrenheit). The recommended operating temperature
with the power on is 22 degrees Celsius (72 degrees Fahrenheit). We strongly recommend
that you avoid running the DS8000, or any disk storage equipment, at temperatures outside
this temperature range.

The humidity range should be maintained between 40% and 50%. The recommended
operating point with the power on is 45%.
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Cooling the storage complex

Adequate airflow needs to be maintained to ensure effective cooling. You can take steps to
optimize the air circulation and cooling for your storage units.

To optimize the cooling around your storage units, prepare the location of your storage units
as recommended in the following steps:

1. Install the storage unit on a raised floor. Although you can install the storage unit on a
non-raised floor, installing the storage unit on a raised floor provides increased air
circulation for better cooling.

2. Install perforated tiles in the front and back of each base model and expansion model as
follows:

a. For a stand-alone base model, install two fully perforated tiles in front of each base
model and one partially perforated tile at the back of each base model.

b. For a row of machines, install a row of perforated tiles in front of the machines and one
or two fully perforated tiles at the back of each two machines.

c. For groupings of machines, where a hot aisle/cold aisle layout is used, use a cold aisle
row of perforated tiles in front of all machines. For hot aisles, install a perforated tile per
pair of machines.

8.4 Host attachment

The DS8000 storage unit provides a variety of host attachments so that you can consolidate
storage capacity and workloads for open systems hosts, S/390 hosts, and eServer zSeries
hosts.

Note: There is no SCSI attachment support for the DS8000 storage unit.

The DS8100 Model 921 supports a maximum of 16 host adapters and 4 device adapter pairs
and the DS8300 Models 922 and 9A2 support a maximum of 32 host adapters and 8 device
adapter pairs.

You can configure the storage unit for any of the following system adapter types and
protocols:

» Fibre channel adapters, for support of Fibre Channel protocol (FCP) and fibre connection
(FICON) protocol

» Enterprise Systems Connection Architecture® (ESCON) adapters

8.4.1 Attaching to open systems hosts
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You can attach a DS8000 storage unit to an open systems host with Fibre Channel adapters.

Fibre Channel is a 1 Gbps or 2 Gbps, full-duplex, serial communications technology to
interconnect I/O devices and host systems that are separated by tens of kilometers.

The IBM TotalStorage DS8000 series supports 1 Gbps and 2 Gbps connections. The
DS8000 series negotiates automatically and determines whether it is best to run at 1 Gbps
link or 2 Gbps link.

Fibre channel connections are established between Fibre Channel ports that reside in I/0
devices, host systems, and the network that interconnects them. Each storage unit Fibre
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Channel adapter has four ports. Each port has a unique worldwide port name (WWPN). You
can configure the port to operate with the SCSI-FCP upper-layer protocol. Shortwave
adapters and longwave adapters are available on the storage unit. Fibre channel adapters for
SCSI-FCP support provide the following configurations:

» A maximum of 64 host ports for DS8100 Model 921 and a maximum of 128 host ports for
DS8300 Models 922 and 9A2

» A maximum of 8K host logins per Fibre Channel port

» A maximum of 2000 N-port logins per storage image

» Access to all 65,280 LUNs per target (one target per host adapter), depending on host
type

» Either arbitrated loop, switched fabric, or point-to-point topologies

For more support information about the open system platforms, refer to 15.1.1, “Supported
operating systems and servers” on page 320.

8.4.2 ESCON-attached S/390 and zSeries hosts

You can attach the DS8000 storage unit to the ESCON-attached S/390 and zSeries hosts.
With ESCON adapters, the storage unit provides the following configurations:

» A maximum of 32 host ports for DS8100 Model 921 and a maximum of 64 host ports for
DS8300 Models 922 and 9A2.

» A maximum of 64 logical paths per port.

» Access to 16 control-unit images (4096 CKD devices) over a single ESCON port on the
storage unit.

» Zero to 64 ESCON channels; two per ESCON host adapter.
» Two ESCON links with each link supporting up to 64 logical paths.

» DS8100 storage unit supports up to 16 host adapters that provide a maximum of 32
ESCON links per machine. A DS8300 storage unit supports up to 32 host adapters that
provide a maximum of 64 ESCON links per machine.

The FICON bridge card in ESCON director 9032 Model 5 enables a FICON bridge channel to
connect to ESCON host adapters in the storage unit. The FICON bridge architecture supports
up to 16384 devices per channel. The storage unit supports the following operating systems
for S/390 and zSeries hosts:

» Transaction Processing Facility (TPF)

» Virtual Storage Extended/Enterprise Storage Architecture (VSE/ESA™)
» z/0OS

» z/VM

» Linux

8.4.3 FICON-attached S/390 and zSeries hosts
You can attach the DS8000 storage unit to FICON-attached S/390 and zSeries hosts.

Each storage unit Fibre Channel adapter has four ports. Each port has a unique world wide
port name (WWPN). You can configure the port to operate with the FICON upper-layer
protocol. When configured for FICON, the Fibre Channel port supports connections to a
maximum of 128 FICON hosts. On FICON, the Fibre Channel adapter can operate with fabric
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or point-to-point topologies. With Fibre Channel adapters that are configured for FICON, the
storage unit provides the following configurations:

» Either fabric or point-to-point topologies

» A maximum of 64 host ports for DS8100 Model 921 and a maximum of 128 host ports for
DS8300 Models 922 and 9A2

» A maximum of 2048 logical paths on each Fibre Channel port
» Access to all 64 control-unit images (16,384 CKD devices) over each FICON port

8.4.4 Where to get the updated information for host attachment
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Due to frequent updates and changes of support information, always refer to the latest IBM
DS8000 Interoperability Matrix at the following Web site for the details about types,
models, adapters, and the operating systems that the storage unit supports:

http://www.ibm.com/servers/storage/disk/ds8000/interop.htm

Host systems attachment

Refer to the IBM TotalStorage DS8000 Host Systems Attachment Guide, SC26-7628, for
detailed information on attaching servers to the DS8000 series.

Host adapters

For information about supported Fibre Channel HBAs and the recommended or required
firmware and device driver levels for all IBM storage systems, you can visit the IBM HBA
Search Tool site, sometimes also referred to as the Fibre Channel host bus adapter firmware
and driver level matrix:

http://knowledge.storage.ibm.com/HBA/HBASearchTool
Additionally, review host adapter vendor documentation and Web pages to obtain information
regarding host adapter configuration planning, hardware and software requirements, driver
levels, and release notes.
ATTO:

http://www.attotech.com/

Emulex:
http://www.emulex.com/ts/dds.html

JNI:
http://www.jni.com/OEM/oem.cfm?ID=4

QLogic:
http://www.qlogic.com/support/oem detail all.asp?oemid=22

SAN Fabric products

Fabric product vendor documentation and Web pages should be reviewed to obtain
information regarding configuration planning, hardware and software requirements, firmware
and driver levels, and release notes.

IBM:

http://www.ibm.com/storage/ibmsan/products/sanfabric.html

DS8000 Series: Concepts and Architecture


http://www.ibm.com/servers/storage/disk/ds8000/interop.htm
http://www.ibm.com/servers/storage/disk/ds8000/interop.htm
http://knowledge.storage.ibm.com/HBA/HBASearchTool
http://www.attotech.com/
http://www.emulex.com/ts/dds.html
http://www.jni.com/OEM/oem.cfm?ID=4
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CNT (INRANGE):
http://www.cnt.com/ibm/

McDATA:
http://www.mcdata.com/ibm/

Cisco:

http://www.cisco.com/go/ibm/storage

Channel extension technology products

Channel extension technology product vendor documentation and Web pages should be
reviewed to obtain information regarding configuration planning, hardware and software
requirements, firmware and driver levels, and release notes.

Cisco:

http://www.cisco.com/go/ibm/storage

CIENA:
http://www.ciena.com/products/transport/shorthaul/cn2000/index.asp

CNT:
http://www.cnt.com/ibm/

Nortel:

http://www.nortelnetworks.com/

ADVA:
http://www.advaoptical.com/

8.5 Network and SAN requirements

Your DS8000 storage units must be placed in a location that meets the network and
communications requirements.

You should keep in mind the following network and communications issues when you plan the
location and interoperability of your storage units:

» Storage Hardware Management Console network requirements

» Remote support connection requirements

» Remote power control requirements

» SAN considerations
8.5.1 S-HMC network requirements

Generally, each S-HMC requires a dedicated connection to the network. See 9.2, “Storage
Hardware Management Console (S-HMC)” on page 158.
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8.5.2 Remote support connection requirements

You must meet the requirements for the modem and for an outside connection if you will use
remote support.

The DS8000 S-HMC contains a modem to take advantage of remote support, which can
include outbound support (call home) or inbound support (remote service performed by an
IBM next level support representative). For each S-HMC, you must provide the following
equipment close enough to the S-HMC to support the modem connection:

» One analog telephone line for initial setup

» A telephone cable to connect the modem to a telephone jack

To enable remote support you must allow an external connection, such as one of the
following:

» A telephone line

» An internet connection through your firewall that allows IBM to use a VPN connection to
your S-HMC.

8.5.3 Remote power control requirements

Remote power control allows you to control the power of your storage complex through the
DS Storage Manager (running on the S-HMC).

There are several settings for remote power control. Only the remote zSeries power control
setting requires planning on your part.

The remote zSeries power control setting allows you to power on and off a room from one
zSeries interface. If you use the remote zSeries power control setting, you must meet the
following requirements:

» You must order the remote zSeries power control feature.
» You can allow up to four zSeries remote power-control interfaces.

8.5.4 SAN requirements
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A Fibre Channel storage area network (SAN) is a specialized, high-speed network that
attaches servers and storage devices. With a SAN, you can perform an any-to-any
connection across the network using interconnecting elements such as routers, gateways,
hubs, and switches.

For a DS8000 configuration, you can use SANSs to attach storage units and to attach hosts to
the storage unit.

When you connect your DS8000 storage units to a SAN, you must meet the following
requirements:

» When a SAN is used to attach both disks and hosts to the storage unit, any storage device
that is managed by the storage unit must be visible to the host systems.

» When concurrent device adapters and host adapter operations are supported through the
same |/O port, the SAN attached to the port must provide both host and device access.

» Fibre channel host adapters must be configured to operate in a point-to-point mode fabric
topology. See the IBM TotalStorage DS8000 Host Systems Attachment Guide,
SC26-7628, for more information.
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You should also keep the following considerations in mind:

» Fibre channel SANs can provide the capability to interconnect open systems and storage
in the same network as S/390 and zSeries host systems and storage.

» A single Fibre Channel host adapter can have physical access to multiple Fibre Channel
ports on the storage unit.

For some Fibre Channel attachments, you can establish zones to limit the access of host
adapters to storage system adapters. By establishing zones, you reduce the possibility of
interactions between system adapters in switched configurations.

You can configure switch ports that are attached to the storage unit in more than one zone.
This enables multiple system adapters to share access to the storage unit Fibre Channel
ports. Shared access to a storage unit Fibre Channel port might come from host platforms
that support a combination of bus adapter types and operating systems.
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Configuration planning

This chapter discusses planning considerations related to implementing the DS8000 series in
your environment. The topics covered are:

» Configuration planning overview

» Storage Hardware Management Console (S-HMC)
» DSB8000 licensed functions

» Capacity planning

» Data migration planning

» Planning for performance

For a complete discussion of these topics, see the IBM TotalStorage DS8000 Introduction
and Planning Guide, GC35-0495.
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9.1 Configuration planning overview

When installing a DS8000 disk system, various physical requirements need to be addressed
to successfully integrate the DS8000 into your existing environment. These requirements
include:

» The DS Management Console (S-HMC), which is the focal point for configuration, Copy
Services management, and maintenance for a DS8000 storage unit.

» Storage features, which include disk enclosures, disk drives sets, standby capacity on
demand, disk enclosure fillers, and disk drives cables.

» 1/O adapter features, which are separated into I/O enclosures, device adapters and
cables, and host adapters and cables.

» Processor memory, referring to the amount of memory you want for the processors on
your model, which can vary from 16 GB to 256 GB.

» Other configuration features such as power, power line cords, input voltage requirements,
battery assemblies, extended power line disturbance, remote zSeries power control, and
shipping weight reduction.

» Licensed functions include both required and optional features such as the operating
environment, Point-in-Time Copy, Remote Mirror and Copy, Remote Mirror for z/OS and
Parallel Access Volumes. See 9.3, “DS8000 licensed functions” on page 167 for an
in-depth discussion of the licensed functions.

» Delivery requirements to receive delivery of the DS8000 at your location.
» Installation site requirements for adequate floor space, power, environmentals, external
S-HMC installation, network, and communication.

For a complete discussion of these issues, see IBM TotalStorage DS8000 Introduction and
Planning Guide, GC35-0495.

9.2 Storage Hardware Management Console (S-HMC)
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The S-HMC feature looks similar to a laptop. It consists of a workstation processor, keyboard,
monitor, modem, and Ethernet cables. The S-HMC is a closed system appliance. Each
DS8000 will have an internal S-HMC (feature code 1100) in the base frame, together with a
pair of Ethernet switches installed and cabled to the processor complex or external S-HMC,
or both. It is a focal point with multiple functions such as:

» Storage configuration

» LPAR management

» Advanced Copy Services invocations
» Interface for local service personnel
» Remote service and support

The S-HMC is connected to the storage facility by way of redundant private Ethernet
networks. Figure 9-1 on page 159 shows the back of a single S-HMC and a pair of Ethernet
switches. The S-HMC has 2 built-in Ethernet ports, one dual-port Ethernet PCI adapter and
one PCI modem for asynchronous call home support. The S-HMC'’s private Ethernet ports
shown are configured into port 1 of each Ethernet switch to form the private DS8000 network.
The customer Ethernet port indicated is the primary port to be used to connect to the
customer network. The empty Ethernet port is normally not used. Corresponding private
Ethernet ports of the external S-HMC (FC1110) would be plugged into port 2 of the switches
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as shown. To interconnect two DS8000 base frames, FC1190 would provide a pair of 31m
Ethernet cables to connect from port 16 of each switch in the second base frame into port 15
of the first frame. If the second S-HMC is installed in the second DS8000, it would remain
plugged into port 1 of its Ethernet switches.

S-HMC and a pair of Ethernet switches

- PR TETE
Port for

Customer
D-Llnk > R g Network

BEE- iR 1ETC

Ports for S-HMC #2 _ V _
| Pair of Ethernet switches

|- Storage Facility Image (SFI)
Figure 9-1 S-HMC and Ethernet switches

9.2.1 External S-HMC

Additionally, the DS8000 can have an external S-HMC (feature code 1110), which may be
ordered today in preparation for its availability later in 2005 when this will be a supported
configuration. The external S-HMC is equivalent hardware to the internal S-HMC and needs
to be installed in a customer-supplied 19-inch IBM or a non-IBM rack (1U server/1U display).
Configuration management is achieved either in real-time or offline configuration mode.

In environments with high availability requirements and Advanced Copy Services, it is
recommended that an external S-HMC is installed to eliminate single points of failure. Since
the S-HMC is the only service personnel interface available, an external S-HMC will greatly
enhance maintenance operational capabilities as a result of internal S-HMC failures. The
external S-HMC is an optional priced feature. To help preserve console functionality, the
external and the internal S-HMCs are not available to be used as a general purpose
computing resource.

Tip: To ensure that IBM service representatives can quickly and easily access an external
S-HMC, place the external S-HMC rack within 15.2 m (50 ft.) of the storage units
connected to it.
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9.2.2 S-HMC software components

The S-HMC consists of the following software functions:

» Remote services

» DS Storage Manager

» System and partition management

» Service

» Storage facility RAS

» Storage Management Initiative Specification Common Information Mode (SMI-S CIM)
server

Figure 9-2 shows the different software components that were available in the ESS 2105
master console, the ESS operating system functions and the pSeries hardware management
console, which are now integrated into the S-HMC.

S-HMC - Software components

Yesterday - not all in one place Today - all in one place

IBM TotalStorage
DS Storage Manager

ESS
Master Console

Ul on customer's
PC

Customer Ul Remote

Services

Remote

Services pSeries HMC DS Storage Mgr

System &

System &
Partition
Management

Partition
Management

ESS (AIX) o
ervices

ESS RAS Service

Storage Facitlity
RAS

Copy Services

Figure 9-2 Software functions of Management Console

Remote services

IBM Service personnel located outside of the customer facility log in to the S-HMC to provide
service and support. The methods available for IBM to connect to the S-HMC are configured
by the IBM SSR at the direction of the customer, and may include dial-up only access or
access through the high-speed internet connection.

DS Storage Manager
The DS Storage Manager is a single integrated Web-based (HTML) graphical user interface
that offers:

» Offline configuration to allow a user to create and save logical configurations and apply
them to an online DS8000 series system. This offline configuration tool is installed on a
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customer server and can be used for the configuration of a DS8000 series system at initial
installation or for reconfiguration activities.

» Online configuration, which provides real-time configuration management support.

» Copy Services to allow a user to execute Copy Services functions.

The DS Storage Manager on the internal S-HMC provides only real-time configuration, as
opposed to offline configuration. The user may also opt to install an additional DS Storage
Manager on the user’s own workstation. With this DS Management Console, the user will be
able to perform both online and offline configurations. In order to perform online configuration

the user’s workstation must be connected to the S-HMC that is connected to the DS8000.
The workstation must meet the following minimum requirements:

» 1.4 GHz Pentium® 4

» 256 KB cache

» 256 MB memory

» 1 GB disk space for the system management software

» 1 GB work space per server

» IP Network connectivity to each port on S-HMC

» Serial connectivity to your storage unit

You may also have additional IP Network connectivity to an external network to enable call
home and remote support.

Operating systems supported on the customer-supplied PC are:
» Microsoft Windows 2000

» Microsoft Windows 2000 Server

» Microsoft Windows XP Professional

» Microsoft Windows 2003 Server

» Linux (RedHat AS 2.1)

Table 9-1 shows all the ports needed to connect to and fully operate the DS Storage
Manager.

Table 9-1 Required ports

Port number Protocol
from/to

1720/1720 tcp
1722/1722 tcp
1750/1750 tcp
8451/8455 tcp

The online configuration and Copy Services are available via a Web browser interface
installed on the S-HMC. The DS Storage Manager is provided with the DS8000 series at no
additional charge. The S-HMC is required for all customer storage configuration operations.
All storage configuration operations are accomplished through invoking SMI-S operations,
either through the DS8000 Storage Manager, through the DS8000 Command-Line Interface
(CLI), or through any SMI-S compliant storage management agent, such as the IBM
TotalStorage Productivity Center (TPC).
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System and partition management

Customer access to the S-HMC is provided to allow the management of optional LPAR
environments. This access allows for configuration, activation, and deactivation of logical
partitions.

Service

The service function of the S-HMC is typically used to perform service actions such as a
repair action, the installation of a storage facility or an MES, or the installation or upgrade of
licensed internal code releases. These service actions can be accessed using the supplied
S-HMC or a laptop or equivalent. The laptop will connect to the service port on the Ethernet
switch (ESSNet) on the storage facility that is being serviced. This laptop needs to be
configured for dynamic host configuration protocol (DHCP) before connecting to the ESSNet.
The laptop will use the WebSM client to access the service functions on the S-HMC. The
WebSM client is available for downloading to the laptop from the S-HMC.

Storage facility RAS

This component, together with the hardware, provides the reliability, availability, and
serviceability functions of the DS8000. See Chapter 4, “RAS” on page 61 for a more complete
description.

SMI-S CIM server

The SMI-S server is an implementation of the industry standard of the Storage Networking
Industry Association (SNIA). The ESS API is implemented through the IBM TotalStorage
Common Information Model Agent (CIM Agent) for the DS8000, a middleware application
designed to provide a CIM-compliant interface. The CIM-compliant interface allows Tivoli®
and third-party software management tools to discover, monitor, and control the DS8000. The
DS8000 APl and CIM Agent are provided with the DS8000 at no additional charge. The CIM
Agent is available for the AlX, Linux, and Windows 2000 operating system environments.

Advanced Copy Services invocations

The same CIM server that is required to support storage configuration is also used to initiate
Advanced Copy Services operations in a storage complex. The S-HMC is required only to
initiate changes to the Copy Services environment. Existing Copy Services relationships
(such as FlashCopy pairs or PPRC pairs) continue to operate as designed even in the
absence of the S-HMC. Copy Services operations against Count Key Data (CKD) volumes
can also be initiated through inband channel commands issued across ESCON/FICON
channels from z/Series hosts. These commands are issued directly to the storage facility and
can be executed without support from the S-HMC.

Note: All service interfaces require an authenticated login procedure to access service
functions.

9.2.3 S-HMC network topology
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In order to connect the S-HMC to your network, you will need the following network
information:

» One IP address per S-HMC. With an external S-HMC, you will need two IP addresses.
» Host names for the S-HMCs (for example, MC1 and MC2).

» Domain name for the S-HMC (for example, us.ibm.com®).

» Whether you will use local time or a different time zone.
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» TCP/IP interface network mask (for example, 255.255.254.0).

» If you plan to use a Domain Name Server (DNS) to resolve network names, you will need
the IP address of your DNS server and the name of your DNS. You may have more than
one DNS.

» You can specify a default gateway in dotted decimal form or just the name in case you are
using a DNS.

The S-HMC can also be connected to the IBM organization’s support services using:
» A dial-up connection
» A secure high-speed connection

Dial-up connection

This is a low-speed asynchronous modem connection to a telephone line. This connection
typically favors small amounts of data transfers. When configuring for a dial-up connection,
have the following information available:

» Which dialing mode will be used, either tone or pulse.
» Whether a dialing prefix is required when dialing an outside line.

Secure high-speed connection

This connection is through a high-speed Ethernet connection that can be configured through
a secure virtual private network (VPN) internet connection to ensure authentication and data
encryption. IBM has chosen to use a graphical interface (WebSM) for servicing the storage
facility, and for the problem determination activity logs, error logs, and diagnostic dumps that
may be required for effective problem resolution. These logs can be significant in size. For
this reason, a high-speed connection would be the ideal infrastructure for effective support
services.

A remote connection can be configured to meet the following customer requirements:

» Allow call on error (machine-detected)

» Allow connection for a few days (customer-initiated)

» Allow remote error investigation (Service-initiated)

Figure 9-3 on page 164 shows a typical redundant S-HMC configuration. In this configuration,
we have MC1 (internal S-HMC) and MC2 (external S-HMC) connected to the 172.16-BLACK
network and the 172.16-GRAY network. These two networks are the private Ethernet
networks of the DS8000. MC1 and MC2 are also connected to the customer’s network by way

of the customer Ethernet ports on the pair of Ethernet switches that are installed at installation
time.
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Figure 9-3 S-HMC network topology

In this configuration, capabilities exist to execute remote services such as:
» Call home

» Remote access

Call home

Call home is the capability of the S-HMC to contact IBM support services to report a problem.
This is referred to as call home for service. The S-HMC will also provide machine-reported
product data (MRPD) information to IBM by way of the call home facility. The MRPD
information includes installed hardware, configurations, and features. The storage plex will
use the call home method to send heartbeat information to IBM and by doing this, will ensure
that the S-HMC will be able to initiate a call home to IBM in the case of an error. Should the
heartbeat information not reach IBM, a service call to the customer will be initiated by IBM to
investigate the status of the DS8000. The call home can either be configured for modem or
internet setup. The call home service can only be initiated by the S-HMC. This facility cannot
be initiated from the outside. In our example, MC1 will initiate a call home for service when
detecting an error with the DS8000. This action will pass through the customer’s network
across the internet to the IBM service center. Depending on the complexity of the error, IBM
will request remote access.

Remote access

Remote access is required when the local service personnel cannot correct problems with the
storage plex and IBM product engineer assistance is required to resolve the problems. In this
case the S-HMC will initiate a call home for service and IBM support service will initiate a
remote access session, using the basic ASCII terminal to either dial the S-HMC modem to
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request an IP connection, or if the modem is unavailable, will use voice phone or e-mail to
request an IP connection.

Note: The IP connection initiated by the S-HMC will always be to a specific telephone
number for modem access or to a specific IP address for internet access.

The communication will be by way of VPN and will use data encryption. This network
configuration will position IBM to provide faster support assistance and problem resolution
since IBM will be able to connect to the S-HMC relatively quickly and error logs can be
transmitted to IBM over a high-speed network. This will eliminate any delays associated with
transmitting huge error logs over a dial-up connection.

There can also be a direct connection to the IBM network by way of VPN. This is depicted in
the diagram with the arrow from MC1 to the IBM network.

Note: IBM recommends that the S-HMC be connected to the customer’s public network
over a secure VPN connection, instead of a dial-up connection.

S-HMC security considerations

Allowing access between the Internet and computers in a customer network brings valid
security concerns which need to be addressed. IBM has taken the steps necessary to provide
secure network access for the S-HMC. Even after securing access to the S-HMC, there are
additional levels of security built into the Service applications available on the S-HMC. In the
following sections we discuss the security protection securing access to the S-HMC from the
Internet, and then we describe the internal security of the S-HMC itself.

Security mechanism 1 - Console must initiate session

The first security measure that is employed to protect the console is to only allow network
sessions or conversations to be initiated from the console itself. This means that there are no
applications running on the console that are listening on TCPIP ports to establish a session. If
a session is needed from the console to enable a service action, an IBM Service
representative may initiate this session by dialing into the console using the modem, and
requesting that the console establish the session. This session will only be initiated to one of
the defined TCPIP addresses which represent the IBM Service centers.

At installation time, the customer may decide to only allow a service session when manually
requested, by the customer, through the console interface. These installation options are
briefly described here, and explained in detail in IBM TotalStorage DS8000 Introduction and
Planning Guide, GC35-0495.

Security mechanism 2 - Public key encryption

The S-HMC uses a public key encryption mechanism to maintain the security of data
exchanged between the console and the IBM Service organization. Each S-HMC, during
manufacturing or during the installation process, generates a public encryption key based on
the private key that the console will use for encryption and decryption.

During the installation process at the customer site, the IBM SSR will connect to the IBM
Service organization, by way of modem, internet connection, or the SSRs MOST portable
console, and will transmit the public key for the installed console to a database maintained
within the IBM secure network. Whenever IBM Service requires access to the console located
at the customer site, the IBM personnel will have to retrieve the console-specific public key
from the database and use this key to establish the communication session needed for
service.
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Security mechanism 3 - Login security

When the network connection and session are established, the IBM Service personnel will be
able to log into the S-HMC, without a secure password, for the purpose of collecting problem
determination and sending the problem determination to the IBM data collection site.

If problem analysis shows that additional actions are needed to further refine the problem
definition, the next level of IBM Service may have a requirement for a higher level of access
to the storage facility. If this is the case, all of the previous security measures will also apply,
but to obtain a higher level of authorization, the service organization will be required to log in
to secure userids on the S-HMC. These userids are protected by S-HMC user management.

S-HMC user management
The S-HMC'’s user management is governed by the following rules:

» The allowed number of users is pre-defined.

» No additional users can be defined to the S-HMC.

» The password to these predefined users can be changed by IBM support personnel.
» Users with higher privileges are protected by a challenge/authentication scheme.

» The root user ID is locked.

» Userlogin is only allowed from the private network, or from an IBM remote support service
connection.

» User activity is logged.
» The S-HMC has auditing capabilities.
The functionality of standard software components is restricted to provide added security

advantages when integrating the S-HMC into your private network. These restrictions are as
follows:

» The S-HMC acts as a firewall or proxy for incoming traffic.

» The S-HMC does not have any IP forwarding or gateway capabilities.

» Many standard services such FTP and TELNET do not exist on the S-HMC.
» Only Secure Shell (SSH) is permitted over the remote connection.

» No TCP/IP connection from the outside is allowed into the S-HMC, except the VPN
connection.

» In an Internet configuration, the following firewall ports need to be open: 500 udp, 500 esp
(VPN), and 4500 udp.

» The allowed destination IP addresses will only be the IBM services support centers:
207.25.252.196, 129.42.160.16, and 207.25.252.198.

9.2.4 FTP Offload option
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As an alternative to a VPN connection via the Internet, the S-HMC can be set up to use the
file transfer protocol (ftp) for sending error data to IBM. It is the customer's responsibility to
provide a secure path from the S-HMC to the destination server (testcase.software.ibm.com)
on the Internet. Usually this involves some kind of ftp proxy or relay firewall. The S-HMC
supports seven different types of ftp firewalls.

Connectivity via ftp is also required for downloading DS8000 code packages from an IBM
remote code repository on the Internet.
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Note: Data sent using the ftp protocol is neither encrypted nor authenticated.

Regardless of the type of connectivity (VPN or ftp), no customer data is transmitted to IBM.

9.3 DS8000 licensed functions

Licensed functions are the storage unit's operating system and functions. Each licensed
function indicator feature selected on a DS8000 base unit enables that function at the system
level. These features enable a licensed function subject to you applying a feature activation
code made available by IBM. They are also used for maintenance billing purposes. These
include both required features and optional features.

Table 9-2 provides the appropriate licensed function indicators for each licensed function.

Table 9-2 Licensed function indicators

Licensed function IBM 2107 indicator feature IBM 2244 function
number authorization models and
features

Operating environment 0700 Model OEL 70xx
Point-in-Time Copy 0720 Model PTC 72xx

Remote Mirror and Copy 0740 Model RMC 74xx

Remote Mirror for z/OS 0760 Model RMZ 76xx

Parallel Access Volumes 0780 Model PAV 78xx

9.3.1 Operating environment license (OEL) - required feature

You must order an operating environment license (OEL) feature, the IBM TotalStorage DS
Operating Environment, for every storage unit. The operating environment model and
features establish the extent of IBM authorization for the use of the IBM TotalStorage DS
Operating Environment. This operating environment license support function is called the
2244 Model OEL. The OEL licenses the operating environment and is based on the total
physical capacity of the storage unit (base model plus any expansion models). It authorizes
you to use the model configuration at a given capacity level.

Once the OEL has been technically activated for the storage unit, you can configure the
storage unit. Activating the OEL means that you have obtained the feature activation key from
the IBM disk storage feature activation (DSFA) Web site and entered it into the DS8000
Storage Manager. The feature activation process is discussed in more detail in 9.3.7, “Disk
storage feature activation” on page 173.

Note: Standby CoD disk drive features do not count toward the physical capacity.

Table 9-3 on page 168 provides the feature codes for the operating environment license. (The
codes apply to models 921,922, and 9A2.)
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Table 9-3 Operating environment license feature codes

Feature code Description
7000 OEL-inactive
7001 OEL-1TB
7002 OEL-5TB
7003 OEL-10TB
7004 OEL-25TB
7005 OEL-50TB
7010 OEL-100TB

Licensed functions are activated and enforced within a defined license scope. License scope
refers to the following types of storage and servers with which the function can be used:

» Fixed block (FB) - The function can be used only with data from Fibre Channel-attached
servers.

» Count key data (CKD) - The function can be used only with data from FICON- or
ESCON-attached servers.

» Both FB and CKD (ALL) - The function can be used with data from all attached servers.

Some licensed functions have multiple license scope options, while other functions have only
the scope of a single license.

Table 9-4 provides the license scope options for each licensed function.

Table 9-4 License scope for each DS8000 licensed function

Licensed function License scope options
Operating environment ALL

Point-in-Time Copy FB, CKD, or ALL
Remote Mirror and Copy FB, CKD, or ALL
Remote Mirror for z/OS CKD

PAV CKD

Optional features
The following optional features are available for the DS8000:

» Point-in-Time Copy, which includes IBM TotalStorage FlashCopy.

» Remote Mirror and Copy, which includes IBM TotalStorage Metro Mirror, IBM
TotalStorage Global Mirror and IBM TotalStorage Global Copy.

» Remote Mirror for z/OS, which is the IBM TotalStorage z/OS Global Mirror.
» Parallel Access Volumes (PAV).

9.3.2 Point-in-Time Copy function (2244 Model PTC)
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The Point-in-Time Copy licensed function model and features establish the extent of IBM
authorization for the use of the IBM TotalStorage FlashCopy. When you order Point-in-Time
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Copy functions, you specify the feature code that represents the physical capacity to
authorize for the function.

Table 9-5 provides the feature codes for the Point-in-Time Copy function. (The codes apply to
models 921,922, and 9A2.)

Table 9-5 Point-in-Time Copy (PTC) feature codes

Feature code Description
7200 PTC-inactive
7201 PTC-1TB unit
7202 PTC-5TB unit
7203 PTC-10TB unit
7204 PTC-25TB unit
7205 PTC-50TB unit
7210 PTC-100TB unit

You can combine feature codes to order the exact capacity you need. For example, if you
determine that you need 23 TB of Point-in-Time capacity, you can order two 7203 features
(this will give you 20 TB) and three 7201 features (this will give you 3 TB), giving you a total of
23 TB.

9.3.3 Remote Mirror and Copy functions (2244 Model RMC)

The Remote Mirror and Copy licensed function model and features establish the extent of
IBM authorization for the use of the Metro Mirror (Synchronous PPRC), Global Mirror
(Asynchronous PPRC) and Global Copy (PPRC Extended Distance).

Table 9-6 provides the feature codes for the Remote Mirror and Copy functions. (The codes
apply to models 921,922, and 9A2.)

Table 9-6 Remote Mirror and Copy (RMC) feature codes

Feature code Description
7400 RMC-inactive
7401 RMC-1TB unit
7402 RMC-5TB unit
7403 RMC-10TB unit
7404 RMC-25TB unit
7405 RMC-50TB unit
7410 RMC-100TB unit

9.3.4 Remote Mirror for zZ/OS (2244 Model RMZ)

The Remote Mirror for z/OS licensed function model and features establish the extent of IBM
authorization for the use of IBM TotalStorage z/OS Global Mirror.

Table 9-7 on page 170 provides the feature codes for Remote Mirror for zSeries functions.
(The codes apply to models 921,922, and 9A2.)
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Table 9-7 Remote Mirror for zSeries (RMZ) feature codes

Feature code Description
7600 RMZ-inactive
7601 RMZ-1TB unit
7602 RMZ-5TB unit
7603 RMZ-10TB unit
7604 RMZ-25TB unit
7605 RMZ-50TB unit
7610 RMZ-100TB unit

9.3.5 Parallel Access Volumes (2244 Model PAV)

The Parallel Access Volumes model and features establish the extent of IBM authorization for
the use of the Parallel Access Volumes licensed function.

Table 9-8 provides the feature codes for the PAV function. (The codes apply to models
921,922, and 9A2.)

Table 9-8 Parallel Access Volumes (PAV) feature codes

Feature code Description
7800 PAV-Disable
7801 PAV-1TB unit
7802 PAV-5TB unit
7803 PAV-10TB unit
7804 PAV-25TB unit
7805 PAV-50TB unit
7810 PAV-100TB unit

9.3.6 Ordering licensed functions
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An OEL is required for every DS8000 base unit. This license is for the total physical capacity
of the entire storage unit, including the base and any expansion models, and for both FB and
CKD data, but excludes Standby CoD disk drives. For example, if the total capacity of the
storage unit is 30 TB (15 TB in the base frame and 15 TB in the expansion frame), then you
will purchase an OEL feature for 30 TB.

Should you increase your capacity in the future, for example, from the 30 TB to 40 TB,
whether you are using Standby CoD disk drives or additional disk drives, you then must
purchase an additional 10 TB of 2244 Model OEL features.

The other optional features such as PTC, RMC, RMZ, and PAV can use any combination of
the features to cover the required capacity of the storage unit. For example, if the storage unit
has a capacity of 20 TB of data and only 5 TB of the data will be PTC, then you only need to
purchase a PTC license for 5 TB of data — not the full 20 TB.

Figure 9-4 shows an example of a FlashCopy feature code authorization. In this case, the
user is authorized up to 25 TB of CKD data. The user cannot FlashCopy any FB data.
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Figure 9-4 User authorize to FlashCopy 25 TB of CKD data

AS illustrated in Figure 9-5 on page 172, the user decides to change the license scope from
CKD to ALL and FlashCopy the FB data as well. This increase of licensed scope from CKD to

ALL is non-disruptive. Changing the license scope from FB to CKD, or CKD to FB (lateral

change), or reduction in license scope from ALL to FB or CKD, will be disruptive and will

require an IML. In this example, the user decides to FlashCopy 10 TB of FB and 12 TB of

CKD data. The user has disk capacity of 20 TB of FB and 25 TB of CKD. In order to
implement the changes, the user now has to purchase a Point-in-Time Copy function
authorization of 45 TB, the total FB and CKD capacity.
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Figure 9-5 User authorize to FlashCopy 45 TB of data with a license scope of ALL

For PTC and RMC, you may have FB data for open systems only, or you may have CKD for
zSeries only, or you may have both FB and CKD data. For RMC, you will need the license
feature for both the primary storage unit and the secondary storage unit.

Figure 9-6 on page 173 shows an example of a Metro Mirror configuration. In this case, the

user has to purchase Remote Mirror and Copy function authorization for 45 TB with Metro
Mirror feature for both the primary DS8000 and secondary DS8000.

172 DS8000 Series: Concepts and Architecture



Primary DS8000 with 45 TB disk capacity in total, Secondary
DS8000 with 45 TB disk capacity, 45 TB Remote Mirror Copy
authorization for primary DS8000 and 45 TB Remote Mirror Copy
for secondary DS8000, 45 TB of OEL Licensed function for
primary DS8000 and 45 TB of OEL Licensed function for
secondary DS8000. The license scope may be FB and CKD or
ALL

Metro Mirror

25 TB<CKD 25 TB CKD
userdata userdata

Primary DS8000 Secondary DS8000
Figure 9-6 Remote Mirror and Copy

Global Mirror requires both RMC and PTC functions. Both primary and secondary storage
units require RMC functions and the secondary requires PTC functions as well. If Global
Mirror will be used during failback on the secondary storage unit, a Point-in-Time Copy
function authorization must also be purchased for the primary system.

RMZ and PAV are only applicable to zSeries, so you will only have CKD data. In RMZ
configurations that exploit the failback technique, you will have to purchase a license feature
for the secondary storage unit too.

The initial enablement of any optional DS8000 licensed function is a concurrent activity
(assuming the appropriate level of microcode is installed on the machine for the given
function). The removal of a DS8000 licensed function to deactivate the function is a disruptive
activity and requires a machine IML.

9.3.7 Disk storage feature activation

Managing and activating licensed functions is your responsibility. You manage and activate
functions through the IBM Disk Storage Feature Activation (DSFA) Web site at:

http://www.ibm.com/storage/dsfa

Management refers to the use of the IBM Disk Storage Feature Activation (DSFA) Web site to
select a license scope and to assign a license value. You perform these activities and then
activate the function.
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Activation refers to the retrieval and installation of the feature activation code into the
DS8000 system. The feature activation code is obtained using the DSFA Web site and is
based on the license scope and license value.

The high-level steps for storage feature activation are:

» Have machine-related information available (model, serial number, and machine
signature). This information is obtained from the DS8000 Storage Manager.

» Log onto the DSFA Web site.

» Obtain feature activation keys by completing the machine-related information. The feature
activation keys can either be directly retrieved, saved onto a diskette, or they can be
written down.

» Complete feature key activation by logging onto your DS8000 Storage Manager
application and apply the keys to the storage unit.

9.3.8 Scenarios for managing licensing

There are many ways to manage the license of a DS8000. Some scenarios may include
adding storage capacity to an existing licensed function or reallocating a license between
storage images.

Adding storage capacity to an existing licensed function

Assume you initially purchased a 2244 Point-in-Time Copy feature (2244—PTC) for 25
terabytes. After several months, you need an additional 20 TB for your Point-in-Time Copy
operations. To increase storage for the feature requires that you obtain a new license key;,
and not install a larger license. However, this is a non-disruptive activity and does not require
that you reboot your machine. You have to complete the following steps to activate the keys:

» Order two of feature 7203 (10 TB each of 2244—PTC) for example. You can order a
different combination of the features to get to your required amount.

» You will receive a 2244 function authorization serial number from an IBM representative.
» Retrieve the license key from the DSFA Web site.

» This new license key represents the total capacity that you now have licensed (or 45 TB).
It licenses the original 25 TB plus the additional 20 TB, just ordered.

» Enter the license key into the DS Storage Manager. This will replace the existing license
key with the new license key.

» After successful installation of the license key, you now have 45 TB of 2244—-PTC
capacity.

9.4 Capacity planning

The DS8000 offers high scalability while maintaining excellent performance. We have already
explained the scalability in 6.3, “Designed for scalability” on page 109. You know that the
physical storage capacity is not equal to the logical storage capacity that you can use for your
system. We explain how to estimate the logical capacity for the DS8000 in this section.

9.4.1 Logical configurations

The total capacity of physical disk drives in the DS8000 is not equal to the logical capacity
you can use because you configure RAID protection to protect your important data. The
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DS8000 adopts a virtualization concept, which was introduced in Chapter 5, “Virtualization

concepts” on page 83.

The logical capacity depends on the RAID type and the number of spare disks in a rank. We
explain the capacity with the following figures.

Attention:

» The figures used in this section are still subject to change. Specifically, the exact
number of extents per array may be slightly different.

» Generally speaking, you might ensure there is at least 5% of additional capacity if you
are providing an exact number of devices.

— There will also potentially be unusable space for devices which are not an integer

number of extents in size and for the last extent in an extent pool.

— To prepare for the unexpected situation, a certain amount of margin is required for
important systems.

Note: IBM will offer Capacity Magic for the DS8000 in the future. Capacity Magic

calculates the physical and effective storage capacity of a DS8000. IBM engineers and
IBM Business Partners can download this tool from an IBM Web site. The following figures
are intended to be used only until Capacity Magic is available.

CKD RAID rank capacity

There may be space left over when defining the devices shown in the table.

Spare / Binary Decimal [3390-3 3390-9 32760 cyl 165520 cyl
Rank No spare |Extents GB GB devices |devices |devices |devices
RAID10 73GB Spare 216 190.30 204.34 72 24 7 3
RAID10 73GB No spare 288 253.74 272.45 96 32 9 4
RAID10 146GB Spare 435 383.25 411.51 145 48 15 7
RAID10 146GB No spare 581 511.88 549.63 193 64 20 10
RAID10 300GB Spare 883 777.96 835.32 294 98 30 15
RAID10 300GB No spare 1,178 1,037.86] 1,114.39 392 130 40 20
RAID5 73GB Spare 434 382.37 410.57 144 48 14 7
RAID5 73GB No spare 507 446.69 479.62 169 56 17 8
RAID5 146GB Spare 873 769.14 825.86 291 97 30 15
RAID5 146GB No spare 1,018 896.89 963.03 339 113 35 17
RAID5 300GB Spare 1,771] 1,560.32] 1,675.38 590 196 61 30
RAID5 300GB No spare 2,066| 1,820.22| 1,954.45 688 229 71 35
Notes

Devices that are not a multiple of 1113 cylinders will use additional space on the disk
subsystem as the allocation unit is an extent of this size.

Figure 9-7 CKD RAID rank capacity
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FB RAID rank capacity

Spare / Binary Decimal

Rank No spare |Extents GB GB

RAID10 73GB Spare 192 192 206.16
RAID10 73GB No spare 256 256 274.88
RAID10 146GB Spare 386 386 414.46
RAID10 146GB No spare 519 519 557.27
RAID10 300GB Spare 785 785 842.89
RAID10 300GB No spare 1,048 1,048] 1,125.28
RAID5 73GB Spare 386 386 414.46
RAID5 73GB No spare 450 450 483.18
RAID5 146GB Spare 779 779 836.44
RAID5 146GB No spare 909 909 976.03
RAID5 300GB Spare 1,582 1,582| 1,698.66
RAID5 300GB No spare 1,844 1,844] 1,979.98

Notes

Device sizes that are not a multiple of 1 binary GB will use additional space on the
disk subsystem as the allocation unit is an extent of this size

Figure 9-8 FB RAID rank capacity

For example, if you configure a RAID-5 rank with 146 GB DDMs with a spare disk in open
system environments, the capacity of the rank totals 779 extents (779 GB).

Note: In the DS8000, extent size is specified with binary size, not decimal size. For
example, 1 GB in binary is described as 1024 x 1024 x 1024, and 1GB in decimal is
described as 1000 x 1000 x 1000. Operating systems adopt the binary format for
calculating their storage.

9.4.2 Sparing rules

To estimate your usable storage capacity, it is helpful to understand the rules of sparing since
the capacity of the rank is different with or without spare disks in the rank. The sparing rules
for the DS8000 are as follows:

» A minimum of one spare is required for each array site defined until the following
considerations are met:

— Minimum of 4 spares per DA pair.
The spares are balanced between the two device interfaces.

— Minimum of 4 spares per the largest capacity array site on the DA pair.
The spares are balanced between the two device interfaces.

— Minimum 2 spares of capacity and RPM greater than or equal to the fastest array site
of any given capacity on the DA pair.
The spares are balanced between the two device interfaces.

» Spares are not necessarily allocated on the first arrays to be formatted.

» Intermix configuration complicates the sparing rules. You should use Capacity Magic for
these calculations.
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9.4.3 Sparing examples

This section provides some examples for configuring each rank according to the rule of
sparing disks.

Sparing Example 1 — RAID-5:

All same capacity, same RPM

6+P 6+P 6+P 6+P
Array Array Array Array
aYaYaYe aYaYaYa mr\nc aYaYaYe
DA NN N R N M M M AN N M NN M M
L i DA
VAVAVAY, VAVAVAY, VAVAVAV, VAVAVAY,
aYaYaYe aYaYaYa aYaYaYa aYaYaYa
YAV IVIY, YAV IVIY, WAV AVAY, N N MM M
3 L N
ARV AN v Uu\dY VA AV v U U U

* Assumes all devices same capacity & same RPM
* Minimum of 4 spares per DA pair
— 2 spares per loop & 2 spares in each array group
— Additional RAID-5 arrays willbe 7 + P
— Any additional RAID-10 arrays will 4x2
* All spares available to all arrays on DA pair

Figure 9-9 Sparing example 1: RAID-5 - All same capacity, same RPM

In Figure 9-9, four RAID-5 arrays are installed in a DA pair. Each array needs a spare disk
drive (6+P+S). Two spare disks are in one loop and the other two spare disks are in the other
loop in the DA pairs.

If you add other arrays configured with the same capacity and RPM as in this DA pair,

additional arrays will not need spare disks (the arrays will be configured as RAID-5:7+P,
RAID-10:4x2).
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Sparing Example 2 — RAID-10:

All same capacity, same RPM

3x2 + 2S 4x2 4x2 3x2 + 2S
Array Array Array Array

aYaYaYe aYaYaYe aYaYaYa aYaYaYa
YAVIVEY) N M A A VIVIVIY, YIVIVEY,

DA 1 3 DA
U U Y U Y v U\ v U U\
aYaVYaYae aYaYaYae aYaYaYa aYaYaYa
N M N M N M MM M MM M M N MM M MM N
2 LB 4
vUuulyY vuUuuyY (VAR A VARV,

* Assumes all devices same capacity & same RPM

* Minimum of 4 spares per DA pair
— 2 spares per loop & 2 spares in each array group
— Additional RAID-10 arrays will be 4x2
— Any additional RAID-5 arrays will 7 + P

¢ All spares available to all arrays on DA pair

Figure 9-10 Sparing example 2: RAID-10 - All same capacity, same RPM

In Figure 9-10, four RAID-10 arrays are installed in a DA pair. Two arrays need two spare disk
drives (3x2+2S). One spare disk is in one loop and other spare disk is in the other loop in an
array. The other two arrays don’t need spare disks (4x2).

If you add other arrays configured with the same capacity and RPM as in this DA pair,

additional arrays don’t need spare disks (the arrays will be configured as RAID-5:7+P,
RAID-10:4x2).
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Sparing Example 3 — RAID-5:
1st 4 arrays 146GB & next 2 arrays 300GB (same RPM)

Assumes all devices same RPM
Minimum of 4 spares per DA pair
— 2 spares per loop & 2 spares in each array group
— Additional 146GB RAID arrays will be 7 + P (RAID-5) or 4x2 (RAID-10)

¢ Minimum 4 spares of the largest capacity array site on the DA pair
— Next 2 300GB arrays will also be 6 + P (if RAID-5)
¢ |f next 300GB array configured is RAID-10, then that array will be 3x2 and

DA

6+P 6+P 6+P 6+P 6+P 6+P

Array Array Array Array  Array Array
Y aYa) aYavYa

oa Llaeaglleanaliean 0000![000al[a0a0
1 [N H.

VAVAVAVAILVAVAVAVAILVAVAY, Y A AYAYAVAY,
aYaYoYolllaYaYaYe

000AQIILLAMILAO S1oICISInICISICICINeIefele

3 L L N | | 2

vUUVU[UUUU[TUUU b \VAVAVAW

146GB 146GB 300GB 300GB  146GB 146GB

any additional 300GB arrays on this DA pair will not have spares

¢ All spares available to all arrays on the DA pair

Figure 9-11 Sparing example 3: RAID-5 - Different capacity, same RPM

Figure 9-11 illustrates an intermix configuration in a DA pair.

1. At first, four RAID-5 arrays with 146 GB DDMs are installed in a DA pair. Each array needs
a spare disk drive (6+P+S). Two spare disks are in one loop and other two spare disks are

in the other loop in

the DA pairs.

Next, two RAID-5 arrays with 300 GB DDMs are added in the DA pair. According to the

rule of Minimum 4 spare disks of the largest capacity array site on the DA pair, an

additional 2 arrays need a spare disk (6+P+S).

If you add other arrays with 300 GB DDMs, you need spare disks in additional arrays. You

need a total of four 300 GB spare disks in the DA pair; then, two 6+P+S arrays are needed
for RAID-5, and one 3x2+2S array is needed for RAID-10.

Note: Intermix of DDM size and RPM configuration is planned for the future.
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Sparing Example 4 — RAID-5:
1st 4 arrays 146GB 10k RPM & next 4 arrays 73GB 15k RPM

6+P 6+P 6+P 6+P 6+P 6+P
Array Array Array Array Array Array
aYaYaYa 2YAYA
oa L0oollananllang 00AAl100RAIIeaAAIT oA
1 L N ] H
VAVAVAVAILVAVAVAVAILVAVAY, I \VAVAVAW/
aYaYaYa aYaYavya
0RQAILARKAILAA SIeISISIRISISISISIIeIelole
3 ] [N ] ][] 6 2
VUUVUIUUUJUVU[|UUVU Y \VAVAVAW,
146GB 146GB 73GB 73GB 146GB 146GB
10k rpom 10k rpm 15k rpm 15k rpm 10k rpm 10k rpm

Assumes mixture of different RPM devices
¢ Minimum of 4 spares per DA pair

— 2 spares per loop & 2 spares in each array group

— Additional 146GB / 10k RPM RAID arrays will be 7 + P (RAID-5) or 4x2 (RAID-10)
¢ Minimum 2 spares of capacity and RPM greater than or equal to the fastest

array site of any given capacity on the DA pair
— Next 2 73GB / 15k RPM arrays will also be 6 + P (if RAID-5)
* Any additional 73GB / 15k RPM arrays on this DA pair will not have spares

* All spares available to all arrays on the DA pair

Figure 9-12 Sparing example 4: RAID-5 - Different capacity, different RPM

Figure 9-12 illustrates another intermix configuration in a DA pair.

1. At first, four RAID-5 arrays with 146 GB/10k RPM DDMs are installed in a DA pair. Each
array needs a spare disk drive (6+P+S). Two spare disks are in one loop and the other two
spare disks are in the other loop in the DA pairs.

2. Two RAID-5 arrays with 73 GB / 15k RPM DDMs are added in the DA pair. According to
the rule of Minimum 2 spares of capacity and RPM greater than or equal to the fastest

array site of any given capacity on the DA pair, the additional two arrays need a spare
disk (6+P+S).

3. If you add other arrays with 73 GB//15k RPM DDMs, you do not need spare disks in
additional arrays. You already have four spare disks of the largest capacity (146 GB) and
two spare disks of the fastest (15k RPM) in the DA pair.

Note: Intermix of DDM size and RPM configuration is planned for the future.

9.4.4 IBM Standby Capacity on Demand (Standby CoD)
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To help further meet the changing storage needs of growing businesses, the DS8000 series
can use the IBM Standby Capacity on Demand option, which is designed to allow clients to
access extra capacity quickly whenever the need arises. With all these capabilities, the
DS8000 series can quickly respond to changing business needs.

The IBM Standby Capacity on Demand (Standby CoD) offering allows the installation of
inactive disk drives that can be easily activated as business needs dictate.
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A Standby CoD disk set contains 16 disk drives of the same capacity and RPM (10000 or
15000 RPM). With this offering, up to four Standby CoD disk drive sets (64 disk drives) can
be factory or field installed into your system.

To activate, you logically configure the disk drives for use. This is a non-disruptive activity that
does not require intervention from IBM. Upon activation of any portion of the Standby CoD
disk drive set, you must place an order with IBM to initiate billing for the activated set. At that
time, you can also order replacement Standby CoD disk drive sets.

For more details, refer to the IBM TotalStorage DS8000 Introduction and Planning Guide,
GC35-0495.

9.4.5 Capacity and well-balanced configuration

The DDMs are installed in the DS8000 according to a rule of installation sequence of disk
enclosures. Sometimes, the installation rule is related to the arrangement of your data. The
installation rule is defined as follows:

» Each disk enclosure can contain 16 DDMs or dummy carriers, and a pair of disk
enclosures (32 DDMs) is installed in the DS8000 at the same time.

» Each disk enclosure is connected to a specific DA pair, and two disk enclosure pairs (64
DDMs) are connected to a DA pair sequentially.

For example, if you install 96 DDMs in a DS8000, the first two disk enclosure pairs (64 DDMs)
are connected to the DA pair 0, and next one disk enclosure pair (32 DDM) is connected to
the DA pair 1.

The following figures illustrate the installation rule of the disk enclosures.

Figure 9-13 on page 182 shows a DS8100 Model 921 (2-way model).
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DDM to DA Mapping -- 2-way
2]

disk enclosure pair
(32 DDMs can be installed
2 means to attach to DA pair 2)

0/1

I/O drawer
(0/1 means device adapters for DA pair 0 and 1)

Server
(0 means server 0)

......... »disk enclosure pair Base Frame  Expansion Frame
installation sequence

Figure 9-13 DDM to DA mapping (2-way model)

Model 921 can have four DA pairs and 12 disk enclosure pairs (1 disk enclosure pair can
have 16 x 2 =32 DDMs). And each two disk enclosure pairs (64 DDMs) is connected to a DA
pair in order.

For example, the first 64 DDMs are connected to the DA pair 2, the next 64 DDMs are
connected to the DA pair 0, and so on. Therefore, a 256 DDMs configuration is a
well-balanced configuration (all four DA pairs have 64 DDMs).

If you install more than 256 DDMs in the DS8100, the next disk enclosures are connected to
the DA pair 2 again. When you have the maximum DDMs (384 DDMs), DA pair 0 and 1 have
128 DDMs and DA pair 2 and 3 have 64 DDMs.

Figure 9-14 on page 183 shows the DS8300 Model 922 (4-way model).
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DDM to DA Mapping -- 4-way
2

disk enclosure pair
(32 DDMs can be installed
2 means to attach to DA pair 2)

0/1

I/O drawer
(0/1 means device adapters
for DA pair 0 and 1)

| S0
(0 means server 0)

......... » disk enclosure pair
installation sequence

Base Frame Expansion Expansion
Frame 1 Frame 2

Figure 9-14 DDM to DA Mapping (4-way model)
Model 922 can have eight DA pairs and 20 disk enclosure pairs.

Therefore, a 512 DDMs configuration is a well-balanced configuration (all eight DA pairs have
64 DDMs).

When you have the maximum number of DDMs (640 DDMs), DA pair 0 and 1 have 128
DDMs, and DA pairs 2 through 7 have 64 DDMs.

9.5 Data migration planning
When migrating data, the migration objectives should be clearly defined. Use the following
key questions to define your generic migration environment:
» Why is the data migrating?
» How much data is migrating?
» How quickly must the migration be performed?
» What duration of service outage can be tolerated?

» Is the data migration to or from the same type storage, for example from an ESS Model
800 to a DS80007?

» What resources are available for the migration?
After answering these questions, you will be in a position to choose the appropriate tools and
utilities, such as standard operating system mirroring, basic commands, software packages,

remote copy technologies, and migration appliances to achieve your data migration
objectives.
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9.5.1 Operating system mirroring

Logical volume mirroring (LVM) and Veritas Volume Manager have little or no application
service disruption and the original copy will stay intact while the second copy is being made.
The disadvantages of this approach include:

» Host cycles are utilized.

» ltis labor intensive to set up and test.

» There is a potential for application delays due to dual writes occurring.

» It does not allow for point-in-time copy or easy backout once the first copy is removed.

9.5.2 Basic commands

Basic commands such as cpio (in a UNIX environment) or copy (in a Windows environment)
are easy and common to use. The disadvantages of basic commands are:

» Length of service disruption varies by commands used.

» It is tedious to handle large numbers of LUNSs.

» Command scripting is prone to human error.

» Security file level access issues can arise, depending on which commands used.

9.5.3 Software packages

You can employ data migration, backup, and restore packages, as well as database tools, to
migrate data. An example of a data migration package is BRMS. Tivoli Storage Manager
(TSM) may also be used in a backup and restore fashion to achieve data migrations. DB2
utilities and tools such as unload, load, and copy can also be used to migrate data. Other
third-party data migration, backup and restore, and database packages are available. Contact
the respective vendor for further assistance.

The advantages of using software packages are:

» Small application impact when using data migration package.

» Little disruption for non-database files.

» Backup or restore cycles are offloaded to another server.

» They are often standard database utilities.

The disadvantages of using a software package are:
» Cost of data migration package.

» Bigger impact or disruption with large databases due to lack of checkpoint-restart
capabilities.

» Possibly lengthy application outage to back up or restore environment.

» Application service interruptions are possible.

9.5.4 Remote copy technologies
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Remote copy technologies include synchronous and asynchronous mirroring. They include
Metro Mirror, Metro/Global Copy and Global Copy.

The advantages of remote technologies are:
» Other than Global Copy for zSeries, they are operating system independent.
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» Minimal host application outages.

The disadvantages of remote copy technologies are:

» The same storage device types are required. For example, in a Metro Mirror configuration
you need ESS 800 mirroring to a DS8000 (or an IBM approved configuration), but cannot
have a non-IBM disk system mirroring to a DS8000.

» Physical volume ID (PVID) and device name are not maintained if not under LVM.

9.5.5 Migration services and appliances

The following IBM migration services and appliances are available:

» IBM Piper Services Offering

» IBM SAN Volume Controller

These data migration services and appliances provide smooth, risk-averse data migration to
your DS8000. The advantages of these migration methods are:

» Facilitated by custom migration tools.

» Minimal customer involvement by IT staff, except planning.

» Minimal disruption or outages to IT operations.

» Online migrations can occur while continuing IT operations.

» Tunable migration rate to eliminate impact to applications.

» Transparent to application servers.

» High throughput tool minimizes migration duration.

» Delivered by team experienced with many migrations.

» Maintains data integrity during migration.

» Can fall back to the original data and storage device.

» Large number of operating systems and storage systems supported.

The disadvantages of migration appliances are:
» Cost of migration appliance or service.
» Application disruption to install and remove appliance.

See Appendix C, “Service and support offerings” on page 407 for storage services offerings.

9.5.6 z/OS data migration methods

Figure 9-15 on page 186 lists a number of data migration methods available to migrate data
from existing disk systems to the DS8000 in a zSeries environment.
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Data migration methods

Environment Data migration method
S/390 IBM TotalStorage Global Mirror, Remote Mirror and Copy (when available)
zSeries IBM TotalStorage Global Mirror, Remote Mirror and Copy (when available)
Linux environment IBM TotalStorage Global Mirror, Remote Mirror and Copy (when available)
z/OS operating system DFSMSdss (simplest method)

DFSMShsm

IDCAMS Export/Import (VSAM)

IDCAMS Repro (VSAM, SAM, BDAM)

IEBCOPY

ICEGENER, IEBGENER (SAM)

Specialized database utilities for CICS, DB2 or IMS

Softek Replicator (previously known as TDMF)
INNOVATION FDR Plug and Swap (FDRPAS)

VM operating system DASD Dump Restore

CMDISK

COPYFILE

PTAPE

VSE operating system VSE fastcopy

VSE ditto

VSE power

VSE REPRO or EXPORT/IMPORT

Figure 9-15 Different data migration methods

See Chapter 14, “Data migration in zSeries environments” on page 293 for a complete
discussion of the different methods available for data migration from any other disk system to
the DS8000 family.

9.6 Planning for performance

IBM TotalStorage DS8000 is a high-performance, high-capacity series of disk storage that is
designed to support continuous operations and allows your workload to be easily
consolidated into a single storage subsystem. To have a well-balanced disk system the
following components that affect performance need to be considered:

» Disk Magic

» Size of cache storage

» Number of channels

» Remote Copy

» Parallel Access Volume
» /O priority queuing

» Monitoring performance
» Hotspot avoidance

» Balance I/O activity
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9.6.1 Disk Magic

An IBM representative or an IBM Business Partner can model your workload using Disk
Magic before migrating to the DS8000. Modelling should be based on performance data
covering several time intervals, and should include peak I/O rate, peak R/T and peak (read
and write) MB/second throughput. Disk Magic will provide insight when you are considering
deploying remote technologies such as Metro Mirror. Consult your sales representative for
assistance with Disk Magic.

Note: Disk Magic is available to IBM sales representatives and IBM Business Partners
only.

9.6.2 Size of cache storage

Having adequate cache storage to sustain your peak workload is imperative for consistent
disk system performance. The cache storage is divided into write cache and persistent cache.
The DS8100 Model 921 offers up to 128 GB of processor memory and the DS8300 Models
922 and 9A2 offer up to 256 GB of processor memory. In addition, the Non-Volatile Storage
(NVS) scales to the processor memory size selected, which can also help optimize
performance.

9.6.3 Number of host ports/channels

You should plan to have an adequate number of host ports or channels to provide the
required bandwidth to support your workload. The ports must also be balanced across the
entire DS8000. FICON ports are faster and more efficient than ESCON ports.

9.6.4 Remote copy

If the DS8000 is a primary disk system in a remote copy configuration, it will consume more
resources, such as cache and channels, compared to a standalone disk system, and
planning should be done accordingly.

9.6.5 Parallel Access Volumes (z/OS only)

Configuring the DS8000 with PAV will minimize or eliminate 10SQ delays and improve disk
performance. PAV can either be static or dynamic. Dynamic PAV should be implemented
when possible, as this provides more flexibility. z/OS Workload Manager (WLM) will manage
the PAV devices as a group, instead of having a static relationship with the base device. In a
static relationship the base device cannot borrow a PAV device from another base device that
is not in use. In a dynamic environment, idle PAV devices are assigned to base devices that
need more PAV devices to manage the workload. WLM manages the PAV devices on an
LSS group level.

9.6.6 1/O priority queuing (z/OS only)

I/O priority queuing allows the DS8000 series to use I/O priority information provided by the
z/OS Workload Manager to manage the processing sequence of I/O operations.

9.6.7 Monitoring performance

A number of monitoring tools are available to measure the performance of your DS8000 once
it is installed into your configuration.
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For example, in the zSeries environment, the RMF™ RAID rank report can be used to
investigate RAID rank saturation when the DS8000 is already installed in your environment.
New counters will be reported by RMF that will provide statistics on a volume level for
channel and disk analysis.

In an open system environment the iostat command is useful to determine whether a
system’s I/O load is balanced or whether a single volume is becoming a performance
bottleneck. The tool reports I/O statistics for TTY devices, disks, and CD-ROMs. It monitors
I/O device throughput and utilization by observing the time the disks are active in relation to
their average transfer rates. The vmstat utility may also be used to take a quick snapshot or
overview of the system performance.

9.6.8 Hot spot avoidance
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Workload activity concentrated on a limited number of RAID ranks will saturate the RAID
ranks. This may result in poor response times, so balancing I/O activity across any disk
system is important. Spreading your I/O activity evenly across the available DS8000s will
enable you to optimally exploit the DS8000 resources, thus providing better performance. 1/0
activity attributes to consider include spreading I/O activity across:

» The two servers of the DS8000
» The loops of the DS8000

» All available RAID ranks

» Across multiple DS8000s
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The DS Storage Manager - logical
configuration

In this chapter, the following topics are discussed:

»

»

»

>

Configuration hierarchy, terminology, and concepts
Summary of the DS Storage Manager logical configuration steps
Introducing the GUI and logical configuration panels

The logical configuration process
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10.1 Configuration hierarchy, terminology, and concepts

The DS Storage Manager provides a powerful, flexible, and easy to use application for the
logical configuration of the DS8000. It is the client’s responsibility to configure the storage
server to fit their specific needs. It is not in the scope of this redbook to show detailed steps
and scenarios for every possible setup. Help and guidance can be obtained from an IBM
FTSS or an IBM Business Partner if the client requires further assistance.

10.1.1 Storage configuration terminology
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An understanding of the following concepts and terminology may help you use and configure
the DS Storage Manager configurator:

Storage unit

A storage unit, also known as a storage facility, is a single physical storage subsystem
(DS8000).

Storage complex

A storage complex consists of one or more physical storage units that can be managed from
a central management point. DS8000 units can be placed together to form a complex.
Currently one DS8000 is managed by one S-HMC. In 1Q05 you will be able to have one
S-HMC (or also a redundant S-HMC) manage two DS8000s.

Storage image

A storage image, also known as a storage facility image(SFI), is a logical storage subsystem
and only applies to the DS8000. It consists of two LPARs, one on each processor complex.

Host attachment

A host attachment is a group of host ports that you want to manage the same way. The GUI
allows grouping of one or more host ports, installed on a given host, into what is called a %ost
attachment. The host ports we are referring to here are the HBA ports on the host, not the
DS8000. The GUI allows the user to specify the WWPNs of each HBA on the host that you
want to group together to form a host attachment. You specify how many HBAs you want to
connect to on the host, then click a checkbox to indicate that you want to group these (host
HBAs) together.

This makes it easy to set up volume access, via storage image 1/0 ports and volume groups,
in the same way for all the host ports, since the same settings are applied to all the host ports
grouped into the same host attachment. Volumes can be assigned to volume groups, and
volume groups can then be assigned to host attachments, for presentation to the host
operating systems.

Traditionally we think of hosts with one or more Fibre Channel adapters (HBAs), with each
adapter having one or more Fibre Channel ports. Each port has a unique Fibre Channel
address called the World Wide Port Name (WWPN). The WWPN is the address to which we
assign volumes. A host attachment is a grouping of ports and their World Wide Port Names.
Definitions are made about hosts and attachments in the GUI. The concepts and limitations
are explained in the following list:

» Multiple Fibre Channel ports’ WWPNs on the same host system can be specified in one or
more host attachments, in one host definition called %ost system in the GUI. A host
attachment does not always mean a single port. For example, refer to Figure 10-1 on
page 191.
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pSeries1

4/ «—— NO Host Attachment Group defined
/ for host pSeries1. By default,

the 4 ports are placed in 4 Host
Attachments

Fiber Channel
Port

for host pSeries2

<+————— One Host Attachment Group defined
for host pSeries3

Figure 10-1 Diagram of hosts and host attachment groups

>

In Figure 10-1 we show three pSeries hosts with four host ports each. The first host,
pSeries1, has no specific attachment groupings, so each port could be defined as an
attachment. Server ports can be grouped in attachments for convenience. For example,
pSeries2 shows two host attachments, with two ports in each attachment. Server pSeries3
shows one host attachment with four ports grouped in the one attachment.

A host attachment can be configured to access specific disk subsystem 1/0 ports or all
valid disk subsystem I/O ports.

Host attachments can be configured to access specific volume groups.

A specific host attachment (one port or set of grouped ports) can access only one volume
group.

Multiple host attachments, even different open system host types, with the same block
size and addressing mode, can access the same volume group. The safest approach to
this concept is to configure one host per volume group. If shared access to the LUN is
required, for example, for dual pathing or clustering, then the shared LUNs may be placed
in multiple volume groups as shown in Figure 10-3 on page 195.

FICON/ESCON attachment access is controlled by zSeries HCD/IOGEN definitions.

Some ESCON/FICON attachment considerations follow.

— One storage subsystem FICON host definition will be needed in order to configure 1/0
adapters to use FICON protocol instead of FCP protocol.

— No storage subsystem host definition will be required for ESCON hosts since ESCON
adapters are single purpose and do not require configuration.

— Default volume groups are automatically created, allowing anonymous access for
ESCON/FICON.
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One set of host definitions may be used for multiple storage images, storage units, and
storage complexes.

DDM

A Disk Drive Module (DDM) is a field replaceable unit that consists of a single disk drive and
its associated packaging. DDMs are ordered in a group of 16 called a drive set. A drive set is
installed across two disk enclosures, 8 DDMs in the front disk enclosure and 8 DDMs in the
rear disk enclosure. When ordering disk enclosures they come in pairs, each able to hold 16
drives. If any disk enclosure is not full of DDMs, then the empty slots must be filled with
dummy carriers called disk enclosure fillers. Disk enclosure fillers can be ordered in groups of
16 per order.

Array sites

An array site is a predetermined grouping of eight individual DDMs of the same speed and
capacity. Four disks from a rear disk enclosure and four disks from a front disk enclosure
make up the array site.

Arrays

Arrays consist of DDMs from an array site, used to construct one RAID array. An array is
given either a RAID-5 or RAID-10 format.

Ranks

One array forms one CKD or Fixed Block (FB) rank. When the rank is configured, either CKD
or FB characteristics are taken on at this point. Presently only one array can reside in a rank,
but in the future one or more arrays will be able to reside in one rank.

Note: The ranks have no pre-determined relation to an LSS.

Extent pools

An extent pool consists of one or several ranks. Ranks in the same extent pool must be of the
same data format (CKD or FB). Each extent pool is associated with server 0 or server 1.
Although it is possible to create extent pools with ranks of different drive capacities, speeds,
and RAID types, we recommend you create them to consist of the same RAID type, speed,
and capacity. Also, we recommend that you configure only half of the total number of ranks to
reside in one pool (server 0) and the other half in the other pool (server 1). Extent pools
contain one or more ranks divided into fixed-size extents as follows:

» CKD extents are equal to a 3390 Mod1
» FB extents are 1GB

The storage in an extent pool (the extents from each rank in the extent pool) is used to create
logical volumes. We recommend that you create one extent pool out of only one rank to start
with, unless the size required for a Fixed Block logical volume (LUN) is larger than the
combined free extents residing in one single rank.
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1GB Extents

Ranks formated for FB data

Figure 10-2 An extent pool containing 2 volumes

Figure 10-2 is an example of one extent pool composed of ranks formatted for FB data. Two
logical volumes are defined (volumes 2310 and 7501). Each volume is made up of 6 extents
at 1 GB each. This makes each volume 6 GBs. The numbering sequence of LUN id 2310,
shown in the diagram as the top volume, translates into an address. The volume identification
number is built using the following rules: xyzz, x = the LSS address group, xy = LSS number
itself, and zz = the volume id(volid). For example, LUN 2310 has an address group number of
2, is located in LSS 23, and has a volid of 10.

Different volumes on a single extent pool can be assigned to the same or different LSSs.

Extent pools are assigned to server 0 and server 1 during configuration and receive their
server affinity at this time. If you are using the custom configuration, we recommend, for user
manageability reasons, that you associate the rank even numbers to server 0 and the rank
odd numbers to server 1 when defining the extent pools during the configuration process.

The following rules apply when creating extent pools:

» You must configure a minimum of two extent pools to utilize server 0 and server 1.

» More than one rank can reside in an extent pool, but you cannot make two extent pools out
of only one rank. We recommend that you create one extent pool out of one rank, unless
the LUN capacity is greater than the capacity of one rank in the extent pool.

Some general considerations are:

»

»

»

One rank per pool will not constrain addresses.
Ranks can be added to an extent pool at any time.
The logical volumes defined in one extent pool can be in different LSSs.

The logical volumes in different extent pools can be in the same LSS; they are limited only
by the odd and even server affinity.

Ranks can be removed from an extent pool if no extents on the rank are currently
assigned to the logical volumes.

Any extent can be used to make a logical volume.
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» There are thresholds that warn you when you are nearing the end of space utilization on

the extent pool.

» There is a Reserve space option that will prevent the logical volume from being created in
reserved space until the space is explicitly released.

Note: A user can't control or specify which ranks in an extent pool are used when
allocating extents to a volume.

Logical volumes

Logical volumes, also know as LUNs when configured for open systems or CKD volumes
when configured for zSeries, can only be made from one or more extents residing in the same
extent pool. This means that a logical volume cannot span multiple extent pools. Ranks must
be added to extent pools to make larger LUNs. We use the terms volume and LUN
interchangeably throughout the rest of this chapter when referring to logical volumes.

Some limitations are:
» A specific volume is in one LSS.

» Multiple volumes in one extent pool or one rank can be in the same or different LSSs, as
shown in Figure 10-6 on page 198.

» Multiple volumes in different extent pools and on different ranks can be in the same LSS,
also as shown in Figure 10-6.

» The minimum volume/LUN size is one extent.
— For CKD the minimum size is a 3390 Mod1.

— For FB the minimum size is 1GB.

Note: The user can specify volume sizes in binary, decimal, or block sizes. When you
specify binary form, 1 GB is equal to 1073741924 bytes, instead of the decimal size, as
in the ESS, where 1GB is 1000000000 bytes.

» The maximum volume/LUN size is equal to the size of the extent pool, with the following
limitations: 56 GB for CKD, with appropriate zSeries software support, and 2 TB for FB.
For example, if only one rank was residing in the extent pool, then the maximum LUN size
would be equal to the capacity of that one rank.

» The maximum number of logical volumes at GA for the DS8000 is 64K; of the 64K LUNSs,
a maximum of 32K can be for FB and 32K can be for CKD.

» Volumes can be deleted and the extents reused without having to format the ranks or
arrays they reside in.

Volume groups

A volume group is a collection of logical volumes. Volume groups are created to provide FB
LUN masking by assigning logical volumes and host attachments to the same volume group.
For CKD volumes, one volume group for ESCON and FICON attachment with an anonymous
host attachment is automatically created.

Volume groups can be thought of as LUN groups. Do not confuse the term volume group here
with that of volume groups on pSeries. The DS Storage Manager volume groups have the
following properties:

» Volume groups enable FB LUN masking.
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» They contain one or more host attachments from different hosts and one or more LUNs.
This allows sharing of the volumes/LUNs in the group with other host port attachments or
other hosts that might be, for example, configured in clustering.

» A specific host attachment can be in only one volume group. Several host attachments
can be associated with one volume group. For example, a port with a WWPN number of
10000000C92EF123 can only reside in one volume group, not two or more.

» Assigning host attachments from multiple host systems, even running different operating
system types, are allowed in the same volume group.

Note: We recommend that you configure one volume group per host. Presently the GUI
does not allow you to make more than one volume group per host attachment. If you
want multiple volume groups on a single host, the GUI does allow you to make more
than one host attachment to a host. This is the way you achieve multiple volume groups
on a host.

Volume Group 1 m Volume Group 2

‘ Host Attachment .

Figure 10-3 Diagram of the relationship of a host attachment to a volume group

In Figure 10-3, we show two volume groups, volume group 1 and volume group 2. A
pSeries server with 1 host attachment (four ports grouped in that attachment) resides in
volume group 1. The xSeries2 server has 1 host attachment (2 ports grouped into the
attachment). The ports are grouped together in one attachment definition. For example,
the server, xSeries2 is dual pathed to the LUNs through one attachment group definition.

» In order to share LUNs across multiple host attachments, LUNs can be in more than one
volume group as shown in the example in Figure 10-4 on page 196.
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Host System A Host System B||Host System C

Host Attachment Host Attachment Host Attachment Host Attachment

[wwen ] [wwen] | [ [wwen ] [wwen |

\ It is possible to have

several host attachments
associated to one volume
group.

We do recommend, for
ease of management, to
associate only one host
attachment to each
volume group.

Volume Group 1 Volume Group 2 Volume Group 3

Figure 10-4 Example of volume groups, LUNs and host attachment definitions

In Figure 10-4 we show three hosts (host A, host B, and host C) defined in the logical
configuration as three different host systems. The user will group the WWPN of each host
system in groups called host attachments. As shown in the diagram, each host attachment
is assigned to one volume group. Volumes can belong to several volume groups. For
example, volumes 5 and 6 are in volume group 2 and volume group 3, so they will be
shared by host A, host B, and host C. Several host attachments can be associated to the
same volume group. For example, hosts B and C will share volumes 5, 6, 7, and 8
because their host attachments are assigned to the volume group 3. However, for
management simplification, we recommend that only one host attachment is assigned to
each volume group.

» The maximum number of volume groups for the DS8000 is 8320.

Address groups
An address group is a group of FB or CKD LSSs. An address group has up to 16 LSSs.

The DS8000 supports up to 16 address groups. Each address group is identified by one
hexadecimal digit: address group 0 to address group F.

LSS/LCU

A logical subsystem (LSS) is a topological construct that consists of a group of up to 256
logical volumes. The DS8000 architecture allows up to 255 LSSs (hex 00 to FE). However,
at GA, a DS8000 will allow you to have up to 64 CKD logical subsystems (16384 CKD logical
volumes) and up to 64 fixed-block logical subsystems (16384 fixed-block logical devices).
There is a one-to-one mapping between a CKD logical subsystem and a zSeries control-unit
image. ESCON-attached hosts can only access LSSs 00 to OF, so these should be reserved
for CKD LSSs if you plan to use ESCON host adapters.
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Figure 10-5 shows an example of the relationship between LSSs, extent pools, and volume
groups: Extent pool 4, consisting of two LUNs, LUN 2210 and LUN 7401; and extent pool 5,
consisting of three LUNs, LUN 2313, 7512, and 7515.

Here are some considerations regarding the relationship between LSS, extent pools, and
volume groups:

» Volumes from different LSSs and different extent pools can be in one volume group as
shown in Figure 10-5. Volume group 1 consists of extent pool 4, LUN 2210, and extent
pool 5, LUN 7512.

» Volumes from the same LSS or the same extent pool, or both, can be in different volume
groups. For example in Figure 10-5, LUN 7512 in extent pool 5 and LUN 7515 in extent
pool 5, both of which reside in LSS75, also reside in different volume groups.

Extent Pool 4 Extent Pogl 5 o
o C’/ I \. . { b N

/ ~ /g/ \\‘ \\\
J 1 = A
C B
f\ Z NS
; |
o ,
I = —=_ —

Figure 10-5 Example of relationship between LSSs, extent pools, and volume group

The LSS and LCU provide the logical grouping of volumes/LUNs for Copy Services and
various other purposes. Some of these purposes are explained along with general
considerations about LSSs in the DS8000, as follows:

» The LSS or LCU determines the addressing, address groups, and PAVs.

— Each logical volume has a 4 digit Hexadecimal xyzz identification number built using
the following rules: x = the address group, xy = LSS number itself, and zz = the volume
id (volid). For example, LUN 2310 has an address group number of 2, is located in LSS
23, and has a volid of 10.

— There are up to 16 LSSs in an address group. For example, 00 to OF for address group
0, 10-1F for address group 1, 20-2F for address group 2, and so forth.

— Any given PAV can only be used within one LCU.

» LSSs are used for Copy Services, PPRC paths, and consistency group properties or
time-outs.

» There are a maximum number of LSSs. For the DS8000 there are a maximum of 255
LSSs. When speaking of ESCON, the maximum is 16 ESCON CKD LSSs.

» The LSSs have a pre-determined association with ServerQ or Server1.
— The even LSSs are associated with Server0.
— The odd LSSs are associated with Server1.

» The LSSs are configured to be either CKD or FB.
— CKD LSSs’ definitions are configured during the LCU creation.
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— FB LSSs’ definitions are configured during the volume creation.

» LSSs have no predetermined relation to physical ranks or extent pools other than their
server affinity to either Server0 or Server1.

— One LSS can contain volumes/LUNs from different extent pools.

— One extent pool can contain volumes/LUNs that are in different LSSs, as shown in
Figure 10-6.

— One LCU can contain CKD volumes/LUNs of different types, for example, type 3390
Model 3 and Model 9.

— LSSs can have a many-to-many Copy Services relationship as shown by the arrows in
Figure 10-6.
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Copy services Relationships

Figure 10-6 Example of Copy Services relationship between LSSs in the same storage image

» An entire address group will be either FB or CKD; for example, all 16 LSSs in that group
would be either FB or CKD type LSSs.

» Initially there will only be 8 address groups for the DS8000 at GA, however more will be
available at a later time.

» One address group has 4096 addresses (16 LSS x 256 logical volume = 4096 logical
volumes or addresses). This means that if you had eight address groups, you would have
32768 (8 X 4096 = 32768) addresses, which translates to 32768 logical volumes or
addresses.

Attention: The address groups and LSSs are predefined in the DS8000. Initially, they do
not have any data format attributes (FB or CKD). Their data format attributes are set when
the first LUN is added to one LSS in an unused address group or when you create an LCU
using an unused address group.

When creating a logical volume, the user is prompted to add the volume to an LSS. Adding
the volume to an unused LSS will set its data format characteristics (FB or CKD) and also
will set the address group data format characteristics. It also sets the data format of the
remaining 15 LSSs in that address group.

As an example: When creating a logical volume from an extent pool built with FB ranks, the
GUI will prompt for which LSS this FB volume will be placed in, and will propose a list of
LSSs. If the user chooses LSS 14 and if it is the first LUN to be placed in this LSS, then the
attributes of address group 1 will be Fixed Block, reserving LSS 10 to 1F for Fixed Block
volumes. The user will not be able to create any LCU using address group 1.
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Tip: We recommend that you reserve all LSSs in address group 0 (LSSs 00-0F) for CKD
ESCON attachments because ESCON attachments must use address group 0.

10.1.2 Summary of the DS Storage Manager logical configuration steps

It is our recommendation that you review the following concepts before performing the logical
configuration. These recommendations are discussed in this chapter.

Planning

When configuring available space to be presented to the host, we suggest that you approach
the configuration from the host and work up to the DDM (raw physical disk) level. This is just
the opposite way that you would configure the raw DDMs into host volumes. Refer to

Figure 10-7 on page 200 to understand the hierarchy in the virtualization layers in the
DS8000.

1.

Determine the number of hosts and type of hosts (zSeries or Open System) in the
environment that will use external capacity.

2. Determine the amount of capacity needed for each host and for each data format type.

3. Determine the number and the size of logical volumes needed to fulfill the capacity

requirements for zSeries and open system hosts.

Determine the number of rank types (FB or CKD) and the number of ranks per extent pool
to be able to build the specific logical volumes. The recommendation is to have one rank
per extent pool unless the LUN size requires you to spread the LUN on several ranks in an
extent pool.

Determine the number of address groups that will be assigned for CKD LSSs and the
number of address groups that will be assigned for FB LSSs, and reserve the
corresponding address group. Note that address group 0 needs to be reserved for
ESCON attachment.
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Figure 10-7 View of the raw DDM to LUN relationship

Raw or physical DDM layer

At the very top of Figure 10-7 you can see the raw DDMs. There are 16 DDMs in a disk drive
set. DDM X represents one 16-pack and DDM Y represents another 16-pack. Upon placing
the 16-packs into the DS8000, each 16-pack is grouped into array sites, shown as the second
layer.

Array site layer

At the array site level, predetermined groups of eight DDMs of the same speed and capacity
are arranged. An arrays across loop strategy is used in the predetermined groupings so that
an array does not consist of the same, eight physical raw disks in the disk drive set.

Array layer

This level is where the format is placed on the array. Sparing rules are enforced depending on
which RAID format is chosen. If you choose RAID-5, then one spare is created and a RAID-5
format is striped across the remaining 7 drives. You must calculate the equivalent of one disk
that is used for parity out of the array. Although parity is not placed on one physical disk, but
striped across all the remaining disks, that parity equals one disk’s worth of capacity. See
Figure 10-8 on page 201. In this figure the RAID formatis a 6 + P + S. If you add up the parity
chunks it equals one disk’s worth of capacity. If you chose RAID-10 then you would have two
spares with no parity and a 3 X 3 + 2(spares) configuration. This would continue for each
RAID array until the sparing rules are met.

DS8000 Series: Concepts and Architecture



A
_

O

A
\_/

O
O

Chunk1

Chunk1

Chunk1

Chunk1

Chunk1

Chunk2

Chunk2

Chunk2

Chunk2

Chunk3

Chunk3

Chunk3

Chunk4

Chunk4

Chunk5
Chunk6

P.

Chunk5

Chunk7

Chunk4
Parity
Chunké

Chunk3
Parity
Chunk5

Chunk2
Parity

Chunk4
Chunk5

Chunk6é

Chunk6

Chunk7

Chunk7

(&
(
(

Chunk7

(

-

10

A
u

Chunk1 Parity

Paity Chunk2
Chunk3 Chunk3
Chunk4 Chunk4
Chunk5 Chunk5
Chunk6 Chunké
Chunk7 y, Chunk7

Coome ()

Figure 10-8 Diagram of how parity is striped across physical disks

Rank layer
At this level the ranks are formed. Presently only one array can make up a rank.

Extent pool layer

At this level the extent pools are formed. In Figure 10-7 we show that extent pool A is made
up of 2 ranks: rank 1 and rank 2. The extents in the pool are 1GB.

Logical volume layer
Layer 6 is the final level of the LUN formation. As illustrated in Figure 10-7, two LUNs were

created out of extent pool A. The top LUN is made up of 12 extents, making it a 12 GB LUN.
The bottom LUN is made up of 24 extents, making it a 24 GB LUN.

Logical Configuration flow

Figure 10-9 on page 202 shows the recommended flow for performing the Logical

Configuration using the GUI.
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Create Storage Complex.

v
Create Storage Units (Storage Facility) and define associated
Storage Images (Storage Facility Images).

v
Define Host Systems and associated Host Attachments.

v
Create Arrays by selecting Array Sites. Array Sites are already
automatically pre-defined.

v
Create Ranks and add Arrays in the ranks.

v
Create Extent Pools, add ranks in Extent Pools and define the
server 0 or server 1 affinity.

v
Create Logical Volumes and add the Logical VVolumes in LSSs.
(LSSs and Address Groups Data Types (FB or CKD) are set when a
LUN is added to one LSS in an unused Address Group or when one
LCU is created in an unused Address Group.)

v
Create Volume Groups. Then, assign Host Attachments and
Logical volumes to the Volume Group you create.

Figure 10-9 Recommended logical configuration steps

10.2 Introducing the GUI and logical configuration panels

The IBM TotalStorage DS Storage Manager is a program interface that is used to perform
logical configurations and Copy Services management functions. The DS Storage Manager
program is installed via a GUI (graphical mode) or as an unattended (silent mode) installation
for the supported operating systems. It can be accessed from any location that has network
access using a Web browser. This section describes the DS Storage Manager GUI and
logical configuration concepts and steps that allow the user a simple and flexible way to
successfully configure FB and CKD storage.

10.2.1 Connecting to the DS8000

202

To connect to the DS8000 through the browser, enter the URL of either the default Storage
Hardware Management Console (S-HMC) or the optional S-HMC you may have purchased.
You can connect through either S-HMC, but we recommend that once you start updating and
modifying from one S-HMC, you continue to make your changes through that S-HMC for the
duration of the change. The URL consists of the TCP/IP address as shown in Figure 10-10, or
a fully qualified name that the DNS server can resolve as shown in Figure 10-11 on page 203.
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Figure 10-10 Entering the URL using the TCP/IP address for the S-HMC

In Figure 10-10, we show the TCP/IP address and the port number 8451 afterwards.

a IBM TotalStorage DS8000 - Microsoft Internet Explorer
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Figure 10-11 Entering the URL using the fully qualified name of your S-HMC

In Figure 10-11, we show the fully qualified name and the port number 8452 separated by a
colon.

For ease of identification, you could add a suffix such as 0 or 1 to the selected fully qualified
name, for example, SHMC_0 for the default S-HMC as shown in Figure 10-11. Then
bookmark it for ease of use. When assigning the number, we recommend that you make the
last field of the optional S-HMC only one digit higher than the default S-HMC.

10.2.2 The Welcome panel

The IBM TotalStorage DS8000 Storage Manager (DS Storage Manager) is a software
application that runs on the S-HMC. It is the interface provided for the user to define and
maintain the configuration of the DS8000. The DS Storage Manager can be accessed using a
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Web browser running directly to the on-board S-HMC, or in a remote machine connected into
the user’s network.

Once the GUI is started and the user has successfully logged on, the Welcome panel shown
in Figure 10-12 is displayed.

IBM TotalStorage. DSB8000 Storage Manager

Welcome
P Realtime Manager
P Simulated Manager

Version 5 0.0.0196

Welcome

SAM File Systern Overview (English Only)  1BW Wyeb Site

Basic Configuration for a Quick Start |Btd TotalStorage Yyeb Site
Using the Console IBW TotalStorage Technical Support Wieb Site
Using the Information Center Download Client Software

The triangle expands the menu )

International Business Machines Corporation 2004 . Al rights reserved. Note to ULS. Government Users
Festricted Rights -- Use, duplication or disclosure restricted by GE4 ADP Schedule Contract with 1B

Licenzed Material - Property of IBM Corporation. See product license for details. () Copryright %
Corp. Povwered by Eclipse Technology.

Figure 10-12 The Welcome panel

Figure 10-12 shows the Welcome panel’s two menu choices. Click the triangle beside either
menu item to expand the menu; this displays the options needed to configure the storage.

The DS8000 Storage Manager configurator can be used either in Real-time (online) or
Simulated (offline) mode as shown in Figure 10-12. Either mode can be used to manipulate
the storage configuration process for a DS8000, defining CKD and fixed block (FB) storage.
Either mode can also be used to modify an existing configuration.

It is important to know that the Simulated Manager is limited in its function, and is used to
pre-configure new configurations or modify existing configurations; the modifications are
executed at a later time. For example, the Simulated Manager could be used to execute or
modify changes at an off-peak hour.

» Real-time Manager configuration

You can use the Real-time mode selections of the DS Storage Manager if you chose
Real-time during the installation of the DS Storage Manager. Part of the Real-time
configuration process requires you to input the OEL license activation key. You can obtain
this key and all of the license activation keys from the Disk Storage Feature Activation
(DSFA) Web site at:

http://www.ibm.com/storage/dsfa

This application provides logical configuration and Copy Services functions for a storage
unit attached to the network. This feature provides you with real-time (online) configuration
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support. A view of the fully expanded Real-time manager menu choices is shown in
Figure 10-13.

1B TotalStorage. DS8000 Storage Manager

Welcome
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Figure 10-13 The fully expanded Real-time manager menu choices

— Copy Services

You can use the Copy Services selections of the DS Storage Manager if you chose
Real-time during the installation of the DS Storage Manager and you purchased these
optional features. A further requirement to using the Copy Services features is to apply
the license activation keys. You need to obtain the Copy Services license activation
keys (including the one for the use of PAVs) from the Disk Storage Feature Activation
(DSFA) Web site.

» Simulated Manager configuration

You can begin using the simulated mode immediately after logging on to the DS Storage
Manager. However, if you want to make your configurations usable you need to obtain the
license activation keys from the Disk Storage Feature Activation (DSFA) Web site.

You need to input these activation keys and save them as part of your configuration input.
This application provides the ability to create or modify logical configurations when
disconnected from the network. After creating the configuration, you can save it and then
apply it to a storage unit attached to the network at a later time.

Note: The actual keys are not entered via the Simulated manager, only the capacities.
The keys must be entered and applied via the Real-time manager.

A view of the fully expanded Simulated Manager menu choices is shown in Figure 10-14
on page 206.
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Figure 10-14 The fully expanded Simulated manager menu choices

The following items should be considered as first steps in the use of either of these modes.

» Login

Logging in to the DS Storage Manager requires that you provide your user name and
password. This function is generally administered through your system administrator and
by your company policies.

The preconfigured userid and password is as follows:

userid = admin

password = admin

» Creating and defining the users and passwords

Click User administration, as shown in Figure 10-15 on page 207, to add users and set
passwords. The names and passwords must conform to the following standards:

— The user name can be up to 16 characters.

— Passwords must contain at least 5 alphabetic characters, and at least one special
character, with an alphabetic character in the first and last positions. Passwords are
limited to a total of 16 characters. The user name cannot be part of the password. This
entry will appear as asterisks.
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Figure 10-15 User administration panel

Click Go to advance to the panel shown in Figure 10-16.
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Figure 10-16 Add User panel
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#Pasgword |w*ﬁ-m*

Group assignment

¥ Adrninistrator
[ Senice

You can grant user access privileges from the panel shown in Figure 10-16.
Using the help panels (information center)

The information center displays product and application information. The system provides
a graphical user interface for browsing and searching online documentation.

The broad range of topics covered includes accessibility, Copy Services, device storage,
host system attachments, concurrent code loads, input/output configuration programs,
and volume storage.

To use the information center click the question mark (?) icon that appears in the top right
corner of the screen.
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“J Help - Microsoft Internet Explorer

J Address @ httpf flocalhost : 8455 helpfindex. jspPtopic=fcom.ibm. storage. ess . console, base, help, doc/null

if:@ Software information center

Search: l:l m Advanced Search

Contents t%) ¥iewing information with the help system PR E‘%\ a
e Scenarios d - = d
© Planning @ Navigating the help system
© mnstalling The Contents pane (B} on the left side of the help windowy
@ Configuring displays topics titles in a table of contents or navigation
@ administering free structure. Click topic titles to display content in the
@ Managing pane on the right.

@ wmigrating lUse the Back { <} and Forward {5} buttons to navigate

@ Recovering within the history of viewed topics. -
@ Troubleshooting To return to the table of contents after running a search,

@ Reference b click the Contents tab (B} at the bottom of the pane.

@ publications

@ Index Synchronizing the table of contents

@ Feedback When you follow a link within a topic in the pane on the

right, the navigation tree does not automatically change to
display and highlight the new topic. To see where the new
é | 4 topic fits in the navigation tree and synchronize the two ~|

Figure 10-17 View of the information center

10.2.3 Navigating the GUI
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Knowing what icons, radio buttons, and check boxes to click in the GUI will help you properly
navigate your way through the configurator and successfully configure your storage.

IBM TotalStorage. DS8000 Storage Manager

Welcome

Welcome
b Realtime Manager
P Simulated Manager

L
e
Version 5.0.0.01%6

Welcome

SAM File Systern Cwerview (English Only)  1BM YWeb Site

Basic Caonfiguration for & Quick Stad IBM TotalStorage Wyeb Site
Using the Consale |BMd TotalStorage Technical Support Yeb Site
Using the Information Center Download Client Software
Licenzed Material - Property of IBM Corporation. See product license for detailz. (C) Copyright
International Business Machines Corporation 2004, All rights reserved. Mote to LS. Government Users
Restricted Rights -- Use, duplication ot dizclosure restricted by GEA ADP Schedule Cortract with [BM

Corp. Powwered by Eclipse Technology.

Figure 10-18 The DS Storage Manager Welcome panel
The picture icons that appear near the top of the Welcome screen and that are identified by
number in Figure 10-18 have the following meanings:

1. Icon 1 as identified in the figure allows you to hide the My Work menu area to increase the
space for displaying the main panel.
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2. lcon 2 will hide the black banner across the top of the screen, again to increase the space
to display the panel you are working on.

Icon 3 allows you to properly log out and exit the DS Storage Manager GUI.
Icon 4 accesses the Information Center. You get a help menu screen that prompts you for
input on help topics.

Figure 10-19 shows how the screen looks if you expand the work area using icons 1 and 2
from the previous illustration. The icons highlighted in this figure can be used to reduce the
work area and restore display of the My Work menu and product banner areas.

m Storage complex Sirnulated

Storage complexes

Storage complexes: Simulated

B ——

Refresh | Last refresh: Sunday, Movernber 28, 2004 10:38:32 PM CST Expand or reduce the work area by clicking

9| g 2| | |- select Action — =] Gol Print | Download |

Select ~ Existing Storage Complex ~  Nickname < | Storage Units =~ | Management Cansole 1~ Management Consale 2~ | Status ~
[F] CL_Complex 1 1127.0.01 Connected
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: O

This is the work area

Figure 10-19 View of the storage complexes in the work area

To reduce the work area and work from the Real-time or Simulated Manager menu selection
again, simply click the button shown on the left of Figure 10-19.

Storage Complexes

Welcame
P Realtime Manager
¥ Simulated Manager
: are

Storage Images ol - .
otoraga Images
Host Syslems sting storage Complex ~  Mickname < Storage Units ~  Management console 10 IManagement console 2 ~ | Status ~
¥ Configure Storage 9.11.166.17 Unavailable
Manage Configuration Files 9.11.168.17 Unavailable
Page 1 of 1 aISt@Fa@é @whﬂeﬁ@%ged: 0

Figure 10-20 View of the Storage Complexes section

The buttons highlighted in Figure 10-20 have the following meanings:

» Boxes 1 through 6 are for selecting and filtering. Their specific meaning are:
1 Select All
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2 Deselect All
3 Show Filter Row
4 Clear All Filters
5 Edit Sort
6 Clear All Sorts
» The caret button (number 7) is for a simple ascending/descending sort on a single column.

» Clicking the pull-down (number 8) results in the expanded action list shown in
Figure 10-21. Near the center of the list you can access the same selection and filtering
options mentioned previously.

My Work i Volumes
Welcome Volumes: Simulated
P Realtime Manager
™ Simulated Manager .
4 Manage Hardware Select storage image 8
¥ Configure Storage hs
Arrays
BEanks Salect LCU
Extent Pools I_LI
b Open systems
¥ zSeries ) y 5
LCUs M Last refresh; Sep 27, 2004 10:48:25 AM
Wolumes
Manage Configuration Files & Tl B 2] LE 2 ﬂ

Select ~ | Mickname ~ | Mumje { ~ Capacity (GB) ~

Tots| Create. i 0
Define Aess Allocation Policy

Select All
Deselect Al
Shiow Filter Row
Clear All Fitters
Edit Sort
Clear All S0rts

Figure 10-21 Storage unit view of the pull-down

Radio buttons and check boxes
Figure 10-22 illustrates the difference between radio buttons and check boxes.

This host attachment can login to

) ) Radio buttons
T any valid storage 1o bu

Check b
@ the following specific storage image 110 ports eck boxes

Awvailable storage image VO ports @‘u’iew recommended

Select ost Attachments Location Type

1 RB1-11-C1-TO FcSf
Total: 1 Selected; 0

Figure 10-22 View of radio buttons and check boxes in the host attachment panel
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In the example shown in Figure 10-22, the radio button is checked to allow specific host
attachments for selected storage image 1/O ports only. The check box has also been selected
to show the recommended location view for the attachment.

10.3 The logical configuration process

We recommend that you configure your storage environment in the following order. This does
not mean that you have to follow this guide exactly. You can get the same results by following
a different order, as long as you define your storage complex, unit, and images first. This is
only a suggestion.

10.3.1 Configuring a storage complex

To create the storage complex, expand the Manage Hardware (1) section, click Storage
Complexes (2), click Create from the Select Action (3) pull-down and click Go (4), as shown
in Figure 10-23. Follow the panel directions with each advancing panel.

Sirmulated

Storage Complexes

Welcorme
P Real-time Manager
¥ Simulated Manager
Manage Configuration Ei
¥ Manage Hardware

Storage Complexes Go| Print | Download
Storage Units |

Storage Images Select ~ | Existing Storage Complex ~ | Nickname < | Storage Units ~ | Management console T~ | Manag

-

Host Systerns Total: 0 Filtered: 0 Displayed: O Selected: O

b Configure Storage

Figure 10-23 View of the Select Action pull-down menu with Create, selected

Under the Define Properties panel, type the storage complex Nickname and Description.
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£ age Co Simulated e
Create Storage Complex

*+Nickname [
CL_itso_complex

@ | O Welcome | O Storage Complexes: Simulated

My Work
YWieleome
P Real-time Manager
¥ Simulated Manager
Manage Configuration Files
¥ Manage Hardware
Storage Complexes
Storage Units
Storage Images

Host Systems
4 Configure Storage

Description
Chuck's ITSO Storage Complex| =

Available storage units Selected storage units

| Create new storage unit |

| < Back || Next> || Finish || Cancel |

4]

Figure 10-24 The Create Storage Complex panel, with the Nickname and Description defined

Do not click Create new storage unit at the bottom of the screen as shown in Figure 10-24.
Click Next, then Finish in the verification step.
10.3.2 Configuring the storage unit

To create the storage unit, expand the Manage Hardware section, click Storage Units (2),
click Create from the Select Action pull-down, and click Go. Follow the panel directions with
each advancing panel.

After clicking Go, you will see the General storage unit information panel shown in
Figure 10-25 on page 213.
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@ ‘ O Welcome | O3 Storage Complexes: Simulated | O Storage Units: Simulated

My Work

m Create Storage Unit: Simulated

Create Storage Unit

Welcome
P Realtime Manager
¥ Simulated Manager
Manage Configuration Files

¥ Manage Hardware

Create Storage Unit: Simulated

General storage unit information

Specify the machine type and nickname and, optionally, the other fields. Click

Storage Complexes
Storage Units
Starage Images

Host Systems
b Configure Storage

Mext to continue.

Wlachine Type-hodel

|21D? Model 921 =] ~<— 1
#Micknarme
ISmrage unit 1

Description

-« 3

Select storage complex

|Se|ect Storage Cnmplexj 4/4

| Create new Storage Complesx ‘

| < Back || Next» || Finish || Cancel |

Figure 10-25 The General storage unit information panel

Fill in the required fields as shown in Figure 10-25, and choose the following:

1. Click the Machine Type-Model from the pull-down.

2. Fillin the Nickname.

3. Type in the Description.

4. Click the Select Storage complex from the pull-down, and choose the storage complex
on which you wish to create the storage image.

Click Next to advance you to the Define licensed function panel, under the Create Storage
Unit path, as shown in Figure 10-26 on page 214.
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Unit: Simulated

‘ 0O Welcorme | B Storage Complexes: Simulated

Welcomne Create Storage Unit: Simulated
P Realtime Manager
¥ Simulated Manager RN

Manage Configuration Files Define licensed function

¥ Manage Hardware
Storage Complexes
Starage Units
Storage Images

Host Systems
b Configure Storage

Specify the Quantity of storage images, the Operating Environment License, and
the other fields as appropriate. Click Mext to continue.

Configuration advancement steps

Luantity of storage images I'l 'I

Storage image 1
Operating ervironment license (TB) ir—
FlashCopy (TE) 0
Remote Mirror and Copy (TB) 0
Parallel Access Wolumes (TB) 0
Remote Mirror for /05 (TB) ’D—

< Back | Newt> | Finish | Cancel |

Figure 10-26 View of the Defined licensed function panel

Fill in the fields shown in Figure 10-26 with the following information:

The quantity of images

The number of licensed TBs for the Operating environment

The quantity of storage covered by the FlashCopy License, in TB.
The amount of disk for Remote Mirror and Copy in TB

The amount of TB for Parallel Access Volumes (PAV)

The amount in TB for Remote Mirror for z/OS

YyVyVYyVvYVvYyYy

Click Next to advance to the Specify DDM packs panel shown in Figure 10-27 on page 215.
Fill in the proper information for your specific environment.
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S | O YWelcome | O Storage Complexes: Simulated | & Storage Units: Sirmulated OISR GRS ST 0]

My Work Create Storage Unit
Wiz Lo Create Storage Unit: Simulated
P Real-time Manager
¥ Simulated Manager
Manage Configuration Files
¥ Manage Hardware
Storage Complexes
Storage Units
Storage mages

Host Systerns
4 Configure Storage

Specify DDM packs

Configure the DDM packs by establishing quantities and types in the table. Click
next to continue.

+Cuantity of DOM packs a
E Add = Select| Quantity| DDM type

+DDM type < Remove | [F] 24 145.0GE; 10.0K RP
IME-DGBi 10.0K RPMﬂ | | Total: 1 Selected: O

| <Back || Next> || Finish || Cancel |

Figure 10-27 View of Specify DDM packs panel, with the Quantity and DDM type added

5. Click Add and Next to advance to the Specify /O adapter configuration panel shown in
Figure 10-28.

‘ 0O Welcome | O Storage Complexes: Simulated | O Storage Units: Sirulated [SCINSEEEERSET MRS EE
I My Wark | Create Storage Unit
Yelcome Create Storage Unit: Simulated
P Real-time Manager
¥ Simulated Manager
Manage Configuration Files
¥ Manage Hardware
Sluteie Luinlees Com i information
Storage Units :
Storage Images

Host Systems
b Configure Storage

Specify IO adapter configuration

Use this page to specify the /0 adapter configuration. Click next to continue.
Defin

#*Fiber channel shortwave
|2

| <Back || Next> || Finish || Gancel

Figure 10-28 Specify I/O adapter configuration panel
Enter the appropriate information and click Next.

The storage facility image will be created automatically, by default, as you create the storage
unit.
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10.3.3 Configuring the logical host systems

To create a logical host for the storage unit that you just created, click Host Systems as
shown in Figure 10-29. You may want to expand the work area.

@ ‘ O Welcome

Host Systems

Wyelcome
P Realtime Manager
[¥ Simulated Manager

Manage Configuration Files

Host Syste

Refresh | Last refresh: Mav 5, 2004 8:37.07 AM Expand the Work area

¥ Manage Hardware

Storage Complexes
Storage Units

Host Systems

Select Storage Complex
|AII Storage Com

Storage Images

Host Systems
b Configure Storage

Select ~ |Nickname o |Type - |Host Parts ~ |Attachments ~ |Attachment Types ~ |Smrage Irmages ~
Anonymous
[ ESCON Host ESCOMHost 1 1 ESCON
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: O

Figure 10-29 Create host systems, screen 1

You can expand the view by clicking the left arrow in the My Work area as shown in
Figure 10-29; the expanded view is shown in Figure 10-30.

Simulated

@ | 0O Welcome

Host Systems

Host Systems: Simulated

Refresh | Last refresh: Mov &, 2004 8:53:31 AM

Select Storage Complex

|CL—itso_c0mpIex1 ﬂ
w2 F 2 e - F'rint| Dovwnload |
Select ~ |Nickname s |Type -~ |Hust Parts ~ |Attachments -~ |Attachmem Types ~ |St0rage Images =~ |VOIume Groups |T0tal GE ~
ANONYIoUNE
[F] ESCON Host ESCONHost 1 1 ESCOMN 1 0 0
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: O

Figure 10-30 View of Host Systems panel, with the Go button selected

Click the Select Storage Complex action pull-down, highlight the storage complex you wish to
configure, then click Create and Go. The screen will advance to the General host information
panel shown in Figure 10-31 on page 217.
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m Create Hos stermn: Simulated

@ | O Welcome | O Host Systerns: Simulated

Create Host System

Create Host System: Simulated

General host information

All active fields require values except for Description.

+Type
IpSeries vI

#Mickname
< Host 1

Description
Chucks AlX Host 1 =

| <Back || Mext > || Finish || Cancel |

Figure 10-31 View of the General host information panel

Click Next to advance to the Define host ports panel shown in Figure 10-32.

m: Simulated

m Create Host S

‘ O Welcome | O Host Systems: Simulated

Create Host System

Create Host System: Simulated

Define host ports
Specify the host ports for this host and then click Mext.

*Cuantity
1
Defined host ports

Type
[FC Switch fabric (P-F) x| i
Select |Ouantity |Type |I|:Ientiﬂer

™ Graup ports to share a common set of volumes | | Total: 0 Selected: 0

[T Define host WhWPNs

| <Back || Next= || Finish | Cancel |

Figure 10-32 View of Define host port panel

Enter the appropriate information on the Define host ports panel shown in Figure 10-32.

Note: Selecting “Group ports to share a common set of volumes” will group the host
ports together into one attachment. Each host port will require a WWPN to be entered,;
now, if you are using the Real-time Manager; or later, if you are using the Simulated
Manager.
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Click Add, and the Define host ports panel will be updated with the new information as shown
in Figure 10-33.

‘ O Welcome | O Storage Complexes: Simulated | O Host Systerns: Simulated [SCINBER RG0S

Create Host System

ystem: Simulated

Create Host System: Simulated

Define host ports
Specify the host ports for this host and then click Next.

#Cluantity

! Defined host ports

o Al
- - Add
IFC Switch fabric (P_P)J Select| Quantity|Type| Identifier

O 1 |Fes | S b

™ Graup ports to share a common set of 1|pSeries|Fc_Sfi1)_0

wolumes | | Total: 1 Selected: 0

7 Define host WAYPNs

| <Back | Next> | Finish || Cancel |

Figure 10-33 Define host ports panel, with updated host information

Click Next, and the screen will advance to the Select storage images panel shown in
Figure 10-34.

m Create Host System: Simulated

@ ‘ O Welcorne | O Storage Complexes: Simulated | 8 Host Systerns: Simulated
| Create Host System

Create Host System: Simulated

Select storage images

Specify the storage images for host attachments and then click MNext.

Available storage images Selected storage images

5]

= Femove

Create new storage unit

| <Back | Next> | Finish | Cancel |

Figure 10-34 Select storage images panel

Highlight the Available storage images that you wish, click Add and Next.
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The screen will advance to the Specify storage image parameters section shown in
Figure 10-35.

‘ O Storage Complexes: Simulated | O Host Systerns: Simulated [SCIRSEENCERR RS S S T TE T i [ |
Create Host System
Specify storage image parameters B

Specify the storage image parameters and then click Ok,

Storage image: Storage Facility Image 1 (1 of 1)

Select host attachment identifier

P

Select Storage Image(s) Identifier
® 0 CL_ALX_Host 1|pSeries|Fo_Sfi1)_0

| Total: 1 Selected: 1

Select wolurne group for host attachment |
ISeIect volurne group Iaterj

Create new group

This host attachment can login to
@ any valid storage image ¥ port
" the following specific storage image 1FO ports

Awailable storage image O ports ™ Wiew recomrmended

r
Select | Host Attachments | Location |Type
| | Tatal: 0 Selected: O

| Apply assignment |

Figure 10-35 Specify storage image parameters panel

Make the following entries and selections on the Specify storage image parameters panel:

1. Click the Select volume group for host attachment pull-down and highlight Select volume
group later.

2. Click any valid storage image 1/O port under the “This host attachment can login to”
field.

Click Apply assignment and OK.
4. Verify and click Finish.

10.3.4 Creating arrays from array sites

Under Configure Storage, click Arrays. The screen will advance to the Create Array:
Simulated panel. Click the Storage complex pull-down, highlight the storage complex you
wish to configure, click Create and Go (the panel is not pictured here). The screen will
advance to the Definition method panel shown in Figure 10-36 on page 220.
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O Arrays: Simulated imulated

@ | O Host Systerns: Simulated

Create Array

Welcome Create Array: Simulated
P Real-time Manager

[¥ Simulated Manager
hanage Configuration Files
¥ Manage Hardware 4
Storage Complexes
Storage Units
Storage Images
Host Systemns
¥ Configure Storage
Arrays
Ranks
Extent Poals
¥ Open Systems
Wolumes
Wolume Groups
¥ zSeries
LCUs
Wolumes

Definition method

Definition
method Chonse one of two methods for creating arrays. Then click Mext.

& Create arrays automatically
© Create custom arrays

| <Back || Mext= || Finish | Cancel

Figure 10-36 The Definition method panel

From the Definition method panel, if you choose Create arrays automatically, the system
will automatically take all the space from the array site and place it into an array. Physical
disks from any array site could be placed, through a predetermined algorithm, into the array.
It is at this point that you create the RAID-5 or RAID-10 format and striping in the array being
created.

If you choose to create arrays automatically, the screen will advance to the Array
configuration (Auto) panel shown in Figure 10-37.

‘ O Host Systems: Simulated | O Arrays: Simulated

Create Array

Wielcome Create Array: Simulated
P Realtime Manager

¥ Simulated Manager
Ianage Configuration Files
¥ Manage Hardware
Storage Complexes

g:ﬂgeluﬂ —» configuration
orage Images (Auto)

Host Systems Cluantity of arrays with 145,000 GEB, 10,000K RPM drives
¥ Configure Storage g ,.1;5; .l

Arrays
#RAID type
IRAID |3 vl

Array configuration {(Auto)

Specify the guantity and RAID type for the arrays. Then click Mext.

Ranks
Extent Pools
¥ Open Systems
“olumes
Yolume Groups
¥ zSeries
LEUs
“olumes

[ <Back | Next> || Finish || cancel

Figure 10-37 The Array configuration (Auto) panel

Enter the appropriate information for the quantity of the arrays and the RAID type.
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Click Next to advance to the Add arrays to ranks panel shown in Figure 10-38.

If you click the check box next to Add these arrays to ranks you will not have to configure
the ranks separately at a later time. The ranks can be either FB or CKD; this is specified in
the Storage type pull-down shown in Figure 10-38.

Create Array: Simulated

e Add arrays to ranks
v Definition

i Specify whether to convert arrays ta ranks and either a count key data (CKD) ar fixed
black (FB) starage type. Then click Mext.

Lration

[ALLO]

Add arrays to
- Add arrays to

ranks M Add these arrays to ranks

“erification

#5Storage type

FE |
Select storage type

CKD

< Back | Mext = | Finish | Cancel

Figure 10-38 The Add arrays to ranks panel with FB selected

Click Next and Finish to configure the arrays and ranks in one step.

10.3.5 Creating extent pools

To create extent pools, expand the Configure Storage section, click Extent pools, click
Create from the Select Action pull-down and click Go. Follow the panel directions with each
advancing window.

You can select either the Custom extent pool or the Create extent pool automatically
based on storage requirements radio button as shown in Figure 10-39 on page 222.
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| O Welcore | O Extent Pools: Sirnulated [ INSEEENEEEET S B0 =

Create Extent Pool
Create Extent Pool: Simulated

Definition method

Choose one of the options below and then click Mext.

" Create extent pool automatically based on storage requirements
& Create custom extent pool

| = Back || Next = || Finish || cancel |

Figure 10-39 The Definition method panel

The extent pools are given either a server 0 or server 1 affinity at this point, as shown in
Figure 10-40.

O YWelcome | O Extent Poaols: Simulated Create Extent Pool: Simulated

Create Extent Pool

Create Extent Pool: Simulated

Define properties

Specify changes or options in each field and then click Mext.

#*Micknarme
|CL Extent Poal

+Storage type
Select storage type 'l

|Select starage type

*Select server
[0

[ < Back || mext = | Finish | cancel |

Figure 10-40 The Define properties panel

Click Next and Finish.

10.3.6 Creating FB volumes from extents

Under the Simulated Manager, expand the Open Systems section and click Volumes.

Click Create from the Select Action pull-down and click Go. Follow the panel directions with
each advancing window.
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Choose the extent pool from which you wish to configure the volumes, as shown in
Figure 10-41.

Create Volume

Create Volume: Simulated

Select extent pool
Select extent
Select an extent pool and then click Mext.

Select extent pool radio button

e ] |*~E’| 'j/[E\/L-- Select Action —- =]
Select A‘/I/Nic:kname - Storage Type ~ RAID ~  Available GB ~
C CL Ext_pool_1 FB RAID 10 350
Fage 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 0

Create new extent pool

| < Back || Mest = || Finish || Cancel

Figure 10-41 The Select extent pool panel

Determine the quantity and size of the volumes. Use the calculators to determine the max
size versus quantity, as shown in Figure 10-42.

Create Volume: Simulated

Define volume properties

For details on using this page, refer to the Help.

Define volume
ruertles" #Quantity Select LSSs for wolumes

|1 | Calculate max size | I

#351ze (1 GB increments) #Select 1 LSSs far

|2IZ| | Calculate max quantity | W

Awailable storage in extent

poal
Even LSS numbers /

| <Back | Next> | Finish | Cancel

Figure 10-42 The Define volume properties panel
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It is here that the volume will take on the LSS numbering affinity.

Note: Since server 0 was selected for the extent pool, only even LSS numbers are
selectable, as shown in Figure 10-42.

You can give the volume a unique name and number as shown in Figure 10-43. This can be
helpful for managing the volumes.

Create Volume: Simulated

Create volume nicknames

Check the box for "Generate a sequence of nicknames based on the fallowing” to enter data in
the following fields.

Create volume Quantity of volumes |1
nicknames

¥ Generate a sequence of nicknames based an the following

Frefix (e.g. “ol) Suffix (e.g. Q001)

LUM ooa0|

< Back || Next> | Finish || cancel

Figure 10-43 The Create volume nicknames panel

Click Next and Finish to end the process of creating the volumes.

10.3.7 Creating volume groups

Under Simulated Manager, Open Systems, perform the following steps to configure the
volume groups:

1. Click Volume Groups.
2. Click Create.
3. Click Go.

Fill in the appropriate information as directed in the panel menu. You will have to specify
the host type as shown in Figure 10-44 on page 225.
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Create Volume Group

Create Volume Group: Simulated

Define volume group properties
Define wolume

group properties Specify the properties for the volurme group and then click Next.

*Mickname
[ws_1

Accessed by host types

A==

Select Host Type Block Size Addressing Mode
v pSeties 512 Mask
v pLinux 512 hlask
[F] iSeries 520 Wlap 256
[F] iLinu 512 Map 266
[F] zLinux 512 Map 256
[F] Sun 512 Map 256
[F] Fuijitsu 512 Wap 256
¥ He 512 Mask
[F] HpTrus4 512 Wap 256
[F] HpWms 512 Map 255
Page 1 of 3 b | | Total: 27 Displayed: 10 Selected: &

| = Back || Next> || Finish || Cancel |

Figure 10-44 The Define volume group properties filled out

4. Select the host attachment you wish to associate the volume group with. See
Figure 10-45.

Create Volume Group
Create Volume Group: Simulated
Select host Attachments
|:.r|-_ o Select the host attachments for the volumes and then click Mext.
Select host
Select host attachments
A | |- Select Action —- x|
Select ~ Host Attachment D < Host Type ~
v CL_AK_DEY Z|pSeries|Fe_Sfi2) 2 pSeties
] CL_AlX_PRD_1lpSerieslFe_Sfi1)_1 pSeries
[F] CL_ARK_PRD_1|pSeries|Fe_Sf{1)_2 pSeries
] CL_AIK_PRD_1|pSeries|Fe_Sf2)_0 pSeries
Page 1 of 1 | | Total: 4 Filtered: 4 Displayed: 4 Selected: 1
Create host attachment |
| <Back | Next> | Finish || Cancel |
Figure 10-45 The Select host Attachments panel with an attachment selected
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5. Select volumes on the Select volumes for group panel shown in Figure 10-46.

Create Volume Group X
reate Volume Group: Simulated

Select volumes for group

Select the volumes for the volurne group and then click Mext.

Select ~ |Nickname -~  Mumber £ | Status ~ | BasefAlias ~ |Volume Type ~ | Capacity (GB) ~ |RAID ~ |Extent Pool ~ | %olume Groups ~ | Hos

Ext_RAID-
[F] LM 1000 EMormal 200 RAID 10 10_Pool a
Ext_RAID-
[F] LUM1 1001 EMormal 200 RAID 10 10_Pool a
Page 1 of 1 Total: 2 Filtered: 2 Displayed: 2 Selected: 0
Create volume

<Back || Mext> || Finish || Cancel |

Figure 10-46 The Select volumes for group panel

Click Next and Finish.

10.3.8 Assigning LUNSs to the hosts

Under Simulated Manager, perform the following steps to configure the volumes:
Click Volumes.

Select the check box next to the volume that you want to assign.

Click the Select Action pull-down, and highlight Add To Volume Group.

Click Go.

Click the check box next to the desired volume group and click Apply.

Click OK.

o o~ 0 Dd -

You can verify that the volume is now assigned to the desired host volume group by
performing the following steps:

1. Click Host Systems.

2. Click the check box next to the host nickname.

3. Click the Select Action pull-down, and highlight Properties.
4. Click Go.

The properties box will be displayed.

10.3.9 Deleting LUNs and recovering space in the extent pool
Under Simulated Manager, perform the following steps to delete the volumes:
1. Click Volumes.
2. Click the check box next to the targeted volume you want to delete.
3. Click on the Select Action pull-down, and highlight Delete.
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4.
5.

Click Go.
Click OK.

10.3.10 Creating CKD LCUs

Under Simulated Manager, zSeries, perform the following steps:

I

Click LCUs.

Click the Select Action pull-down and highlight Create.
Click Go.

Click the check box next to the LCU ID you wish to create.
Click Next.

In the panel returned, make the following entries:

a. Enter the desired SSID

b. Select the LCU type

c. Accept the defaults on the other input boxes, unless you are using Copy Services.

7. Click Next.
8. Click Finish.

10.3.11 Creating CKD volumes

Under Simulated Manager, zSeries, perform the following steps:

1.

P wDbd

© ©®© N o O

Click Volumes — zSeries.
Click the Select Action pull-down, and highlight Create.
Click Go.

In the Select Extent pool panel, click the radio button next to the targeted extent pool you

want to configure the volume from.

Click Next.

Click the Volume type pull-down and select the Volume type desired.
Highlight the LCU number or work with all available LCUs.

Click Next.

In the Define base properties panel do the following:

a. Select the radio button next to the addressing policy.

b. Enter the quantity of base volumes.

c. Enter the base start address.

d. Click Next.

10.In the next panel returned, do the following:

a. Enter the volume Nickname.
b. Enter the volume prefix.
c. Enter the volume suffix.

11.Click Next.
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12.Under the Define alias assignments panel, do the following:
a. Click the check box next to the LCU number.
b. Enter the starting address.
c. Specify the order as Ascending or Descending.
d

. Select the number of aliases per volume, for example, 1 alias to every 4 base volumes,
or 2 aliases to every 1 base volume.

e. Click Next.
13.0n the Verification panel, click Finish.

10.3.12 Displaying the storage unit WWNN

To display the WWNN of the storage unit:
1. Click Real-time Manager as shown in Figure 10-47.

| (i Welcogl O Host Systerns: Sirmul| O Storage Complexes: Sirmd O Properies: SimuldSCIRSTERERGGESSEEl O Storage Units: Real- "U |

My Work

Welcome Storage Units: Simulated
¥ Realtime Manager

» Monitor System
¥ Manage Hardware
Storage Comple
Storage Units

Storage Units

Refresh | Last refresh: Tuesday, Movember 3, 2004 4:55:18 PM EST

Storage Images Select ~  Existing Storage Unit ~  Mickname <  Serial Mumber -~ Type-Model ~ | Storage Complex ~ | Starage Images)
Host Systems I CL_Unit_1 12340 2107-921 CL_Complex_1

b Configure Storage
Conv Services

Figure 10-47 The Real-time Manager panel

Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 0

2. Click Storage Units.
3. Select the radio button beside the storage unit name as shown in Figure 10-48.

Storage Units: Simulated

15 P EST

T = F'rint| Download |

Selact xisting Storage Unit ~ | Micknarme < | Serial Number =~ | Type-Model ~ | Storage Complex ~ | Storage Images
2 |CL_Unit 1 | 12340 2107921 CL_Complex_1
Page 1 of 1 Total: 1 Filtered: 1 Displayed: 1 Selected: 1

Figure 10-48 View of the storage unit with the Radio button selected and the Properties selected

4. Select Properties from the pull-down list.
5. Click Go. The General panel shown in Figure 10-49 on page 229 will be returned.
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Storage Unit Properties: Simulated
# General General

Hardware ) : . :
Accept ar modify the nickname and enter a description. Then click Ok ar Apply.
Attribute Yalue
MTHS |Bh.2107 921 12340
Machine signature
WNYRIM 00000a0a0a0a0a00
#Mickname
CL_Unit_1
Description
Chuck's Storage Unit =]

[
Ok || Apply || Cancel

Figure 10-49 View of the WWNN in the General panel

10.4 Summary

In this chapter we have discussed the configuration hierarchy, terminology, and concepts. We
have recommended an order and methodology for configuring the DS8000 storage server.
We have included some logical configuration steps and examples and explained how to
navigate the GUI.
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DS CLI

11

This chapter provides an introduction to the DS Command-Line Interface (DS CLI), which can
be used to configure and maintain the DS6000 and DS8000 series. It also describes how the

DS CLI can be used to manage Copy Services relationships.

In this chapter we describe:

>

>

>

Functionality

Supported environments

Installation methods

Command flow

User security

Usage concepts

Usage examples

Mixed device environments and migration

DS CLI migration example
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11.1 Introduction

The IBM TotalStorage DS Command-Line Interface (the DS CLI) is a software package that
allows open systems hosts to invoke and manage Copy Services functions as well as to
configure and manage all storage units in a storage complex. The DS CLlI is a full-function
command set. In addition to the DS6000 and DS8000, the DS CLI can also be used to
manage Copy Services on the ESS 750s and 800s, provided they are on ESS code versions
2.4.2 x and above. All references in this chapter to the ESS 800 also apply to the ESS 750.
Equally, references to the ESS F20 also apply to the ESS E20.

Examples of what you can perform include:
» Display and change your storage configuration, for example, create and assign volumes.

» Display existing Copy Services relationships and settings, for example, confirm that
remote copy relationships are active and in sync.

» Create new Copy Services relationships and settings, for example, create a new
FlashCopy relationship.

For users of the ESS 800, the DS CLI provides the following new capabilities:

» The ability to create a remote copy relationship between the ESS 800 and the DS8000 or
DS6000.

» The ability to establish dynamic FlashCopy and remote copy relationships on ESS 800
storage servers without using saved tasks.

Prior to the DS CLI, the ESS Copy Services CLI generally did not allow a script to directly
invoke a FlashCopy or Remote Mirror and Copy relationship. Instead, a task had to be
created and saved first, using the Web Copy Services GUI. A script could then invoke this
saved task. Now with the DS CLI, commands can be saved as scripts, which significantly
reduces the time to create, edit and verify their content.

The DS CLI uses a syntax that is consistent with other IBM TotalStorage products. All new
products will also use this same syntax.

Important reference manuals for users of the DS CLI are the IBM TotalStorage DS8000
Command-Line Interface User's Guide, SC26-7625, and IBM TotalStorage DS6000
Command-Line Interface User's Guide, SC26-7681. These can be downloaded by going to
the relevant section of the following Web site:

http://www-1.ibm.com/servers/storage/support/disk/index.html

11.2 Functionality
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The DS CLI can be used to invoke the following storage configuration tasks:
» Create userids that can be used with both the DS CLI and the GUI

» Manage userid passwords

» Install activation keys for licensed features

» Manage storage complexes and units

» Configure and manage storage facility images

» Create and delete RAID arrays, ranks, and extent pools

» Create and delete logical volumes
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» Manage host access to volumes
» Configure host adapter ports

The DS CLI can be used to invoke the following Copy Services functions:

» FlashCopy - Point-in-time Copy

» IBM TotalStorage Metro Mirror - Synchronous Peer-to-Peer Remote Copy (PPRC)
» IBM TotalStorage Global Copy - PPRC-XD

» IBM TotalStorage Global Mirror - Asynchronous PPRC

Restriction: The Copy Services functions in the December 2004 release of the DS CLI will
only support the creation of point-in-time copies (FlashCopy). Remote Mirror and Copy
functions will be supported in a 2005 release.

11.3 Supported environments
The DS CLI will be supported on a very wide variety of open systems operating systems. At
present the supported systems are:
» AIX5.1,52,53
» HP-UX 11iv1, v2
» HP Tru64 version 5.1, 5.1A
» Linux RedHat 3.0 Advanced Server (AS) and Enterprise Server (ES)
» SUSE Linux SLES 8, SLES 9
» Novell Netware 6.5
» Open VMS 7.3-1, 7.3-2
» Sun Solaris 7, 8, and 9
» Windows 2000, Windows Datacenter, and Windows 2003

This list should not be considered final. For the latest list, consult the interoperability Web site
located at:

http://www.ibm.com/servers/storage/disk/ds6000/interop.htm
or:

http://www.ibm.com/servers/storage/disk/ds8000/interop.htm

11.4 Installation methods

The DS CLI is supplied and installed via a CD that ships with the machine. The installation
does not require a reboot of the open systems host. The DS CLI requires Java™ 1.4.1 or
higher. Java 1.4.2 for Windows, AIX, and Linux is supplied on the CD. Many hosts may
already have a suitable level of Java installed.

The installation process can be performed via a shell, such as the bash or korn shell, or the
Windows command prompt, or via a GUI interface. If performed via a shell, it can be
performed silently using a profile file. The installation process also installs software that
allows the DS CLI to be completely de-installed should it no longer be required.
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The exact install process doesn’t really vary by operating system. It consists of:
1. The DS CLI CD is placed in the CD-ROM drive (and mounted if necessary).

2. If using a command line, the user changes to the root directory of the CD. There is a setup
command for each supported operating system. The user issues the relevant command
and then follows the prompts. If using a GUI, the user navigates to the CD root directory
and clicks on the relevant setup executable.

3. The DS CLlI is then installed. The default install directory will be:
» /opt/ibm/dscli - for all forms of UNIX

» C:\Program Files\IBM\dscli - for all forms of Windows

» SYS:\dscli - for Novell Netware

11.5 Command flow
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To understand migration or co-existence considerations, it is important to understand the flow
of commands in both the ESS CLI and the DS CLI.

ESS Copy Services command flow using ESS Copy Services CLI

When using the ESS Copy Services CLI with an ESS 800, all commands are issued to a
Copy Services Server, present on one cluster of the ESS. Interaction with this server is via
either a Web Copy Services GUI interface, or via a CLI interface. To use the CLI, the open
systems host needs to have ESS Copy Services CLI software installed. An ESS CLI script will
issue commands to the CLI software, which then sends them to the primary Copy Services
Server (known as Server A). For backup, a second server can also be defined (known as
Server B).

Figure 11-1 on page 235 shows the flow of commands from host to server. When the Copy
Services (CS) server receives a command, it determines whether the volumes involved are
owned by cluster 1 or cluster 2. This is based on LSS membership (even numbered LSSs
belong to cluster 1, odd numbered LSSs belong to cluster 2). The CS server issues the
command to the client software on the correct cluster and then reports success or failure back
to the CLI software on the open systems host.
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Figure 11-1 Command flow for ESS 800 Copy Services commands

A CS server is now able to manage up to eight F20s and ESS 800s. This means that up to
sixteen clusters can be clients of the CS server. All FlashCopy and remote copy commands
are sent to the CS server, which then sends them to the relevant client on the relevant ESS.

DS CLI command flow

Scripts that invoke DS CLI commands issue those commands to the installed DS CLI
software on the open systems host. If the command is intended for an ESS 800 volume, then
the DS CLI software sends it to the CS server on the ESS 800. If, however, the command is
intended for a DS8000, the command is issued to the CLI interpreter of the Storage Hardware
Management Console (S-HMC). The S-HMC then interprets the command and issues it to
the relevant server in the relevant DS8000 using the redundant internal network that connects
the S-HMCs to the DS8000.

Secure sockets

All DS CLI traffic is encrypted using SSL (secure sockets layer). This means that all traffic
between the host server that is running the DS CLI client and the DS CLI server (for example,
the S-HMC or the ESS 800 cluster) is secure, including passwords and userids.

TCP/IP ports

DS CLlI servers (such as an S-HMC) use a fixed number of TCP/IP ports to listen on. These
ports are listed in Chapter 9, “Configuration planning” on page 157. This is important for
planning considerations, where a firewall may exist between the client and the server.
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Figure 11-2 DS CLI Copy Services command flow

DS8000 split network

One thing that you may notice about Figure 11-2 is that the S-HMC has different network
interfaces. The external network interface is an Ethernet port that must be accessible from the
open systems host network interface. The dual, internal network interfaces use the two
internal Ethernet switches within the DS8000 base frame to deliver the commands to the
relevant storage server. This means that the DS8000 itself is not on the same network as the
open systems host. The S-HMC therefore acts as a bridge between the external server
network and the internal DS8000 network.

Clearly a major benefit of this setup is that the internal network within the DS8000 has no
single points of failure. By using a second S-HMC it is possible to create a completely
redundant communications network for the DS CLI traffic between a host server and the
DS8000 servers.

DS6000 command flow

If a DS6000 is used, commands are instead issued to the DS Storage Manager PC that has
to be supplied and set up when a DS6000 is installed. The DS Storage Manager PC then
issues the commands to the relevant DS6000 controller. This command flow is depicted in
Figure 11-3 on page 237.
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Figure 11-3 Command flow for the DS6000

For the DS6000, it is possible to install a second network interface card within the DS Storage
Manager PC. This would allow you to connect it to two separate switches for improved
redundancy.

ESS CLI co-existence

If co-existence with the ESS CS CLI is required, then both the DS CLI and the ESS CLI will
have to be installed on the same open systems host, as shown in Figure 11-4 on page 238.
Each CLlI installs into a separate directory. Depending on how the scripts are written, ESS CLI
and DS CLI commands could be issued in the same script.
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Figure 11-4 CLI co-existence

Storage management

ESS CLI commands that are used to perform storage management on the ESS 800, are
issued to a process known as the infoserver. An infoserver runs on each cluster, and either
infoserver can be used to perform ESS 800 storage management. Storage management on
the ESS 800 will continue to use ESS CLI commands. Storage management on the
DS6000/8000 will use DS CLI commands. This difference in command flow is shown in

Figure 11-5.
Open systems Storage HMC
host
ESS 800 tasks DS8000 tasks . CcL
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Y
ESS CLI software DS CLI software T
v External _ Dual
¥ - network internal
Network interface interface | | Nnetwork
interfaces

Y

Y Y

| [
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Cluster 1 Cluster 2 Server 0 Server 1
ESS 800 DS8000

Figure 11-5 Storage management command flow
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11.6 User security

The DS CLI software must authenticate with the S-HMC or CS Server before commands can
be issued. An initial setup task will be to define at least one userid and password whose
authentication details are saved in an encrypted file. A profile file can then be used to identify
the name of the encrypted password file. Scripts that execute DS CLI commands can use the
profile file to get the password needed to authenticate the commands.

User security employs the concept of groups to control which functions a particular userid is
allowed to perform. A userid can be a member of more than one group. The groups are:

admin - can perform all tasks - this is the only group that can create and change userids
op_storage - can perform any configuration task

op_volume - can configure logical volumes and volume groups

op_copy_services - can perform Copy Services commands

service - can perform service commands

monitor - has read-only access to commands

no_access - cannot perform any tasks

vVVvyVYyVvYVvYYvYyYyY

The functions of these groups are fairly self describing and are fully detailed both in the IBM
TotalStorage DS8000 Command-Line Interface User's Guide, SC26-7625 and IBM
TotalStorage DS6000 Command-Line Interface User's Guide, SC26-7681, and the help
screens. If a userid is not a member of any group, then it is automatically placed into the
no_access group to prevent it from performing any functions.

The default userid supplied with an S-HMC or DS Storage Manager is admin (whose
password is also admin). During setup it is advisable that a new userid be created in the
admin group. The default userid should then be removed (with the rmuser command). Note
that userid management can be performed by using either the DS CLI or by using the DS
Storage Manager GUI. Userids created by either interface will be usable via either interface.

For an example of how a userid and profile are created, refer to “Procedure to create an
encrypted password file” on page 249.

11.7 Usage concepts

It is important to understand the various concepts that frame DS CLI usage.

11.7.1 Command modes

The DS CLI can be operated in three modes. In the examples that follow, the 1suser
command is used. The 1suser command is used to display which users have been created
and to which groups they are a member. For more details on user authentication see “User
security” on page 239.

Single command mode

At a shell prompt, the user specifies a single DS CLI command which is immediately
executed, and a return code is presented. To avoid having to enter authentication details, a
profile and password file would have to be created first. This is shown in Example 11-1.

Example 11-1 Using DS CLI via a single command

C:\Program Files\IBM\dscli>dscli 1suser
Name Group

admin admin
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csadmin op_copy_services
exit status of dscli =0

C:\Program Files\IBM\dscli>

It is also possible to include single commands in a script, though this is different from the
script mode described later. This is because every command that uses the DS CLI would
invoke the DS CLI and then exit it. A simple Windows script is shown in Example 11-2.

Example 11-2 A script to list all users and place their names in a file

@ECHO OFF
rem This script is used to Tist all DS CLI users
rem The Tsuser command is executed and the output is sent to file called userlist.txt

dscli lsuser > userlist.txt
echo The user 1ist has been created and placed in userlist.txt

For those readers familiar with UNIX, a simple example of creating a script is shown in
Example 11-3.

Example 11-3 Creating a DS CLI script

/opt/ibm/dscli >echo “dscli Tsuser > userlist.txt” > listusers.sh
/opt/ibm/dsc1i >chmod +x Tistusers.sh

/opt/ibm/dscli >./listusers.sh

/opt/ibm/dscli >cat userlist.txt

Name Group

admin admin

/opt/ibm/dscli>

Interactive mode

In the interactive mode, the user starts the DS CLI program within a shell, and then issues DS
CLI commands until the DS CLlI is no longer needed. At this point the user exits the DS CLI
program. To avoid having to enter authentication details, a profile and password file would
have to be created first. The use of the interactive mode is shown in Example 11-4.

Example 11-4 Using DS CLlI in interactive mode

C:\Program Files\IBM\dscli>dscli
dscli> Tsuser
Name Group

admin admin

csadmin op_copy_services
dscli> exit

exit status of dscli =0

C:\Program Files\IBM\dscli>

Script mode

The script mode allows a user to create a DS CLI script that contains multiple DS CLI
commands. These commands are performed one after the other. When the DS CLI executes
the last command, it ends and presents a return code. DS CLI scripts in this mode must
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contain only DS CLI commands. This is because all commands in the script are executed by
a single instance of the DS CLI interpreter. Comments can be placed in the script if they are
prefixed by a hash (#). A simple example of a script mode script is shown in Example 11-5.

Example 11-5 DS CLI script mode example

# This script issues the 'lTsuser' command
1suser

# end of script

In this example, the script was placed in a file called listAllUsers.cli, located in the scripts
folder within the DS CLI folder. It is then executed by using the dsc1i -script command, as
shown in Example 11-6.

Example 11-6 Executing DS CLI in script mode

C:\Program Files\IBM\dscli> dscli -script scripts\listAllUsers.cli
Name Group

admin admin
C:\Program Files\IBM\dscli>

It is possible to create shell or Visual Basic scripts that combine both script mode and single
commands.

11.7.2 Syntax conventions

The DS CLI uses symbols and conventions that are standard in command-line interfaces.
These include the ability to input variables from a file and send output to a file. The DS CLI
commands are also designed to be case insensitive. This means commands can be entered
in either upper, lower, or mixed case, and still work.

11.7.3 User assistance

The DS CLI is designed to include several forms of user assistance. The main form of user
assistance is via the help command. Examples of usage include:

help Lists all available DS CLI commands
help -s Lists all available DS CLI commands with brief descriptions of each
help -1 Lists all DS CLI commands with syntax information

If the user is interested in more details about a specific DS CLI command, they can use -1
(long) or -s (short) against a specific command. In Example 11-7, the -s parameter is used to
get a short description of the mkflash command’s purpose.

Example 11-7 Use of the help -s command

dsc1i> help -s mkflash
mkflash The mkflash command initiates a point-in-time copy from source volumes to
target volumes.

In Example 11-8, the -1 parameter is used to get a list of all the parameters that can be used
with the mkflash command.
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Example 11-8 Use of the help -1 command

dsc1i> help -1 mkflash

mkflash [ { -help|-h|-? } 1 [-fullid] [-dev storage image ID] [-tgtpprc] [-tgtoffline]
[-tgtinhibit] [-freeze] [-record] [-persist] [-nocp] [-wait] [-segnum Flash_Sequence Num]
SourceVolumeID:TargetVolumeID

Man pages

A “man page” is available for every DS CLI command. Man pages are most commonly seen
in UNIX-based operating systems to give information about command capabilities. This
information can be displayed by issuing the relevant command followed by -h or -help or -?,
for example:

dscli> mkflash -help
or

dscli> help mkflash

11.7.4 Return codes
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When the DS CLI is exited, an exit status code is provided. This is effectively a return code. If
DS CLI commands are issued as separate commands (rather than using script mode), then a
return code will be presented for every command. If a DS CLI command fails (for instance,

due to a syntax error or the use of an incorrect password), then a failure reason and a return
code will be presented. Standard techniques to collect and analyze return codes can be used.

The return codes used by the DS CLI are shown in Table 11-1.

Table 11-1 DS CLI return codes

Return code Category Description

0 Success The command was successful.

2 Syntax error There is a syntax error in the command.

3 Connection error There was a connection problem to the server.
4 Server error The DS CLI server had an error.

5 Authentication error Password or userid details are incorrect.

6 Application error The DS CLI application had an error.

In Example 11-9 a simple Windows batch file is used to query whether a FlashCopy
relationship exists between volumes 1004 and 1005. The batch file then queries the operating
system for the return code and provides a verbose response.

Example 11-9 Sample Windows bat file to test return codes

@ECHO OFF

dscli 1sflash -dev IBM.2105-23953 1004:1005
if errorlevel 6 goto level6

if errorlevel 5 goto level5

if errorlevel 4 goto level4d

if errorlevel 3 goto level3

if errorlevel 2 goto level2

if errorlevel 0 goto level0

:Tevelb
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echo A DS CLI application error occurred.

goto end

:levelb

echo An authentication error occurred. Check the userid and password.
goto end

:leveld

echo A DS CLI Server error occurred.

goto end

:level3

echo A connection error occurred. Try pinging 10.0.0.1

echo If this fails call network support on 555-1001

goto end

:level2

echo A syntax error. Check the syntax of the command using online help.
goto end

:level0

echo No errors were encountered.

:end

Using this sample script, Example 11-10 shows what happens if there is a network problem
between the DS CLI client and server (in this example a 2105-800). The DS CLI provides the
error code (in this case CMUNO0O0O18E) which can be looked up in the DS CLI Users Guide
(referred to in “Introduction” on page 232). The DS CLI also provides the exit status (in this
example, exit status = 3). Finally, the batch file interprets the return code and provides the
user with some additional tips to resolve the problem.

Example 11-10 Return code examples

C:\Program Files\IBM\dscli> checkflash.bat

CMUNOOO18E 1sflash: Unable to connect to the management console server
exit status of dscli =3

A connection error occurred. Try pinging 10.0.0.1

If this fails call network support on 555-1001

C:\Program Files\IBM\dscli>

11.8 Usage examples

It is not the intent of this section to list every DS CLI command and its syntax. If you need to
see a list of all the available commands, or require assistance using DS CLI commands, you
are better served by reading the IBM TotalStorage DS8000 Command-Line Interface User’s
Guide, SC26-7625, and IBM TotalStorage DS6000 Command-Line Interface User’s Guide,
SC26-7681. Or you can use the online help. Example 11-11 gives a sample configuration
script showing most of the storage management commands that are used on a DS6000 or
DS8000.

Example 11-11 Example of a configuration script

# The following command creates a CKD extent pool (CKD extent pool PO will be created)
mkextpool -dev IBM.2107-9999999 -rankgrp 0 -stgtype ckd ckd _ext pool0

# The following command creates an array (array A0 will be created)
mkarray -dev IBM.2107-9999999 -raidtype 5 S1

# The following command creates a rank (CKD rank RO will be created)
mkrank -dev IBM.2107-9999999 -array A0 -stgtype ckd
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# The following command checks the status of the ranks
1srank -dev IBM.2107-9999999

# The following command assigns rank0 (RO) to extent pool 0 (PO)
chrank -extpool PO -dev IBM.2107-9999999 RO

# The following command creates an LCU (LCU 02 will be created)
mklcu -dev IBM.2107-9999999 -ss FF02 -qty 1 -id 02

# The following command creates another LCU (LCU 04 will be created)
mklcu -dev IBM.2107-9999999 -ss FF04 -qty 1 -id 04

# The following command creates 32 CKD volumes (0200-021F will be created)

# These ckd volumes are on LCU 02

mkckdvol -dev IBM.2107-9999999 -extpool PO -cap 3339 -name ckd_vol_#h -qty 32 0200
# The following command creates 32 CKD volumes (0400-041F will be created)

# These ckd volumes are on LCU 04

mkckdvol -dev IBM.2107-9999999 -extpool PO -cap 3339 -name ckd vol_#h -qty 32 0400

#The following command Tists I/0 ports to configure.
1sioport -dev IBM.2107-9999999

# The following commands set two I/0 ports to FICON
setioport -topology ficon IBM.2107-9999999/10010
setioport -topology ficon IBM.2107-9999999/10011

11.9 Mixed device environments and migration
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The Copy Services commands within the DS CLI are designed to interface with both the
DS6000 and DS8000 series and the ESS 800. They will not work with the ESS F20. The
storage management commands within the DS CLI also will not work with ESS 800. This
means that customers who currently have a mix of 800s and F20s will have to continue to use
the current ESS CLI, but could consider deploying the DS CLI for certain Copy Services
functions.

To explain in more detail, for the ESS 800 there are two families of CLI commands. ESS
storage management CLI commands are used for storage management and configuration.
The ESS Copy Services CLI commands are used to manage and monitor Copy Services
relationships (FlashCopy and Remote Mirror and Copy). Currently both kinds of CLI are
installed by the same setup file. The DS CLI combines both these functions into one library of
commands. Table 11-2 shows which CLI should be used based on which hardware is
installed in a particular environment.

Table 11-2 Which CLI to use based on what hardware you have installed

ESS F20 ESS 800 DS6000 and 8000 | CLI to use
Installed Not installed Not installed Use ESS CLI only.
Installed Installed Not installed Use ESS CLI for most functions. Consider use

of DS CLI for copy functions on the ESS 800.

Not installed | Installed Installed Use DS CLI for all Copy Services. Use a
combination of ESS CLI and DS CLI for
storage management.

Not installed | Not installed Installed Use DS CLI only.

Installed Installed Installed Use a combination of ESS CLI and DS CLI.
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Migration considerations

If your environment is currently using the ESS CS CLI to manage Copy Services on your
model 800s, you could consider migrating your environment to the DS CLI. Your model 800s
will need to be upgraded to a microcode level of 2.4.2 or above.

If your environment is a mix of ESS F20s and ESS 800s, it may be more convenient to keep
using only the ESS CLI. This is because the DS CLI cannot manage the ESS F20 at all, and
cannot manage storage on an ESS 800. If, however, a DS6000/8000 were to be added to
your environment, then you would use the DS CLI to manage remote copy relationships
between the DS6000/8000s and the ESS 800s. You could still use the ESS CLI to manage
the storage on the F20 and 800, FlashCopy on the F20, and any remote copy relationships
between the F20 and the 800.

11.9.1 Migration tasks

There are two phases to migrate existing FlashCopy or Remote Mirror and Copy scripts and
tasks from the ESS CLI to the DS CLI.

Phase one: Review

1. Review saved tasks in the ESS 800 Web Copy Services GUI and note the details of every
saved task that you wish to migrate. You can also use the ESS CLI to display the contents
of each saved task and write them to a file.

2. Review server scripts that perform task set up and execute saved ESS tasks.

Phase two: Perform
Having performed the review, the scripts need to be changed and created:

1. Translate the contents of the saved ESS 800 tasks into DS CLI commands. A mini DS CLI
script could be created for every saved task.

2. Translate server scripts that perform task set up and execute saved ESS 800 tasks. This
may involve the use of DS CLI commands to perform task setup and the execution of the
newly created mini scripts to achieve the same results as the saved tasks.

Note: You might consider requesting assistance from IBM in the migration phase.
Depending on your geography, IBM can offer CLI migration services to help you ensure the
success of your project.

11.10 DS CLI migration example

As detailed previously, existing users of the ESS CS CLI with an ESS 800 can consider
migrating saved tasks to the DS CLI.

11.10.1 Determining the saved tasks to be migrated

Step one is to gather information regarding all saved tasks. This can be done via the GUI or
the command line. In this example there are many saved tasks (but only five are shown).
Figure 11-6 and Example 11-12 show two ways to get a list of saved tasks on the ESS CS
Server. In Figure 11-6 the Tasks button has been selected in the ESS 800 Web Copy
Services GUI.
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Figure 11-6 A portion of the tasks listed by using the GUI

In Example 11-12, the Tist task command is used. This is an ESS CLI command.

Example 11-12 Using the 1ist task command to list all saved tasks (only the last five are shown)

arielle@aixserv:/opt/ibm/ESSc1i > esscli list task -s 10.0.0.1 -u csadmin -p passwOrd
Wed Nov 24 10:29:31 EST 2004 IBM ESSCLI 2.4.0

Task Name Type Status

H_Epath_test16 PPRCEstablishPaths NotRunning
H_Epath_testl7 PPRCEstablishPaths NotRunning
Brocade_pr_1ss10 PPRCEstablishPair NotRunning
Brocade_pr_Tssll PPRCEstablishPair NotRunning
F1ash10041005 FCEstablish NotRunning

11.10.2 Collecting the task details

Having collected the names of the saved tasks, the user needs to collect the contents of each
task. If viewing tasks via the GUI, you can highlight each task and click the Information
button to bring up the information panel for each task. An example is shown in Figure 11-7 on
page 247.
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Task Information

Task (FlashlO0410058)
Task type: FlashCopy establizsh
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Source: Target:
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wolume: 004 [(00423953) wolume: 005 (00523953)

Warning: Applet Window

Figure 11-7 Using the GUI to get the contents of a FlashCopy task

It makes more sense, however, to use the ESS CLI show task command to list the contents
of the tasks, as depicted in Example 11-13.

Example 11-13 Using the command line to get the contents of a FlashCopy task

mitchell@aixserv:/opt/ibm/ESScli > esscli show task -s 10.0.0.1 -u csadmin -p passwOrd -d
"name=F1ash10041005"

Wed Nov 24 10:37:17 EST 2004 IBM ESSCLI 2.4.0

Taskname=F1ash10041005

Tasktype=FCEstablish

Options=NoBackgroundCopy

SourceServer=2105.23953

TargetServer=2105.23953

SourceVol TargetVol

11.10.3 Converting the saved task to a DS CLI command

Having collected the contents of a saved task, it can now be converted into a DS CLI task.
Using the data from Example 11-13, each parameter is translated to the correct value for a
DS CLI command in Table 11-3.
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Table 11-3 Converting a FlashCopy task to DS CLI

ESS CS CLI Saved task DS CLI conversion Explanation

parameter parameter

Tasktype FCEstablish mkflash An FCEstablish becomes a
mkflash.

Options NoBackgroundCopy | -nocp To do a FlashCopy no-copy
we use the -nocp parameter.

SourceServer 2105.23953 -dev IBM.2105-23953 | The format of the serial
number changes. you must
use the exact syntax.

TargetServer 2105.23953 N/A We only need to use the -dev
once, so this is redundant.

Source and Target | 1004 1005 1004:1005 The volume numbers don’t

vols change. We simply separate
them with a full colon.

So to create the DS CLI command, simply read down the third column:

mkflash -nocp -dev IBM.2105-23953 1004:1005

In Example 11-14 the user uses the DS CLI interactive mode. They issue the mkflash
command and then use 1sflash to check the success of the command.

Example 11-14 Using interactive dscli mode without profiles

sharon@aixsrv:/opt/ibm/dscli > dscli
dscli> mkflash -nocp -dev IBM.2105-23953 1004:1005
CMUC001371 mkflash: FlashCopy pair 1004:1005 successfully created.
dscli> 1sflash -dev IBM.2105-23953 1004:1005
ID SrcLSS SequenceNum Timeout ActiveCopy Recoding Persistent Revertible

1004:1005 10 0

dscli>

120 Disabled

Disabled Disabled

Disabled

You can also confirm the status of the FlashCopy by using the Web Copy Services GUI, as
shown in Figure 11-8.

Target |z105:23953:10 7|

W 00400423953 y’

W/ 00500523953 % 0

=
_

Figure 11-8 FlashCopy status via the ESS 800 Web Copy Services GUI
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11.10.4 Using DS CLI commands via a single command or script

Having translated a saved task into a DS CLI command, you may now want to use a script to
execute this task upon request. Since all tasks must be authenticated you will need to create
a userid.

Creating a user ID for use only with ESS 800

When using the DS CLI with an ESS 800, authentication is performed by using a userid and
password created with the ESS Specialist. If you have an ESS 800, but not a DS8000 or
DS6000 offline configurator, or an S-HMC, then you will not be able to create an encrypted
password file. Instead you will need to specify the password and userid in the script file itself.
This is no different than with the current ESS CLI, except that userids created using the ESS
800 Web Copy Service Server are not used (the userid used is an ESS Specialist userid).

If you have DS CLI access to a DS offline configuration tool, S-HMC or DS Storage
Management console, then you can create an encrypted password file. This will allow you to
avoid specifying the password or userid in plain text, in any script or profile.

Procedure to create an encrypted password file

User management with the DS CLI is via the mkuser command to create userids, and the
chuser command to change passwords. These commands must be issued by a userid in the
admin group. There is also rmuser to remove a userid. An example is:

mkuser -group op_copy_services -pw passwOrd -pwfile cs_admin csadmin

In this example, a userid called csadmin has been created which can be used either for CLI
authentication or to log on to the DS Storage Manager GUI. The password is passw0Ord and
the user is a member of the op_copy_services group. This means the user cannot configure
storage or create other users, but can manage Copy Services relationships. A password file
called passwd was created on the local host (the host on which the mkuser command was
issued).

Having created the userid called csadmin, the password has been saved in an encrypted file
called passwd. The file is placed in a subfolder of the security folder. If the IP address of the
S-HMC is 10.0.0.1 then you will find the password file in /opt/ibm/dscli/security/10.0.0.1, or
c:\program files\ibm\dscli\security\10.0.0.1. If you are moving this file to a different server, you
may have to create this folder.

Setting up a profile

Having created a userid, you will need to edit the profile used by the DS CLI to store the
S-HMC IP address (or fully qualified name) and other common parameters. The default
profile is located at C:\Program Files\IBM\dscli\profile\dscli.profile or
/opt/ibm/dscli/dscli.profile. An example of a secure profile is shown in Example 11-15.

Example 11-15 Example of a dscli.profile file

#DS CLI Profile

#

# Management Console/Node IP Address(es) are specified using the hmc parameter
# hmcl and hmc2 are equivalent to -hmcl and -hmc2 command 1ine options.

# hmcl is cluster 1 of 2105 800 23953

hmc1:10.0.0.1

#hmc2:127.0.0.1

# Password filename is the name of an encrypted password file
# This file is located at /opt/ibm/dscli/security/10.0.0.1
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pwfile: passwd

# Default target Storage Image ID

# If the -dev parameter is needed in a command then it will default to the value here
# "devid" is equivalent to "-dev storage image ID"

# the default server that DS CLI commands will be run on is 2105 800 23953

devid: IBM.2105-23953

If you don’t want to create an encrypted password file, or do not have access to a simulator or
the real S-HMC, then you can specify the userid and password in plain text. This is done
either at the command line or in a script or in the profile. This is not recommended since the
password itself is now not as secure. An example of a profile that contains plain text
authentication details is shown in Example 11-16.

Example 11-16 Example of a DS CLI profile that specifies the username and password

#DS CLI Profile

# hmcl is cluster 1 of 2105 800 23953
hmc1:10.0.0.1

#The username to log onto the ESS
username: csadmin

# The password for csadmin:
password: passwOrd

# Default target Storage Image ID
devid: IBM.2105-23953

An example of a command where the password is entered in plain text is shown in

Example 11-17. In this example the 1suser command is issued directly to an S-HMC. Note
that the password will still be sent using SSL so a network sniffer would not be able to view it
easily. Note also that the syntax between the command and the profile is slightly different.

Example 11-17 Example of a DS CLI command that specifies the username and password

C:\Program Files\IBM\dscli>dscli -hmcl 10.0.0.1 -user admin -passwd passwOrd Tsuser
Name Group

admin  admin
csadmin op_copy_services
exit status of dscli =0

C:\Program Files\IBM\dscli>

Issuing a DS CLI command and scripting it

Having created a userid and preferably a password file, and then having edited the default
profile, it is now possible to issue DS CLI commands without logging onto the DS CLI
interpreter. An example is shown in Example 11-18.

Example 11-18 Establishing a FlashCopy with a single command

anthony@aixsrv:/opt/ibm/dscli > dscli mkflash -nocp 1004:1005
CMUC001371 mkflash: FlashCopy pair 1004:1005 successfully created.
exit status of dscli =0
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anthony@aixsrv:/opt/ibm/dscli >

The command can also be placed into a file and that file made executable. An example is
shown in Example 11-19.

Example 11-19 Creating an executable file

anthony@aixsrv:/home >echo *“/opt/ibm/dscli/dscli mkflash -nocp 1004:1005” > flash1005
anthony@aixsrv:/home >chmod +x flashl005

anthony@aixsrv:/home >./flash1005

anthony@aixsrv:/home >CMUC00137I mkflash: FlashCopy pair 1004:1005 successfully created.
anthony@aixsrv:/home >

Finally, the command could be issued using script mode. An example of creating and using
script mode is shown in Example 11-20.

Example 11-20 Using script mode

arielle@aixsrv:/opt/ibm/dscli >echo “mkflash -nocp 1004:1005” > scripts/flash1005
arielle@aixsrv:/opt/ibm/dscli >dscli -script scripts/flashl005
arielle@aixsrv:/opt/ibm/dscli >CMUC001371 mkflash: FlashCopy pair 1004:1005 successfully
created.

arielle@aixsrv:/opt/ibm/dscli >

11.11 Summary

This chapter has provided some important information about the DS CLI. This new CLI allows
considerable flexibility in how DS6000 and DS8000 series storage servers are configured and
managed. It also detailed how an existing ESS 800 customer can benefit from the new
flexibility provided by the DS CLI.
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Performance considerations

This chapter discusses early performance considerations regarding the DS8000 series.

Disk Magic modelling for DS8000 is available as of December 03, 2004. Contact your IBM
sales representative for more information about this tool and the benchmark testing that was
done by the Tucson performance measurement lab.

Note that Disk Magic is an IBM internal modelling tool.

We discuss the following topics in this chapter:

» The challenge with today’s disk storage servers

» How the DS8000 addresses this challenge

» Specific considerations for open systems and z/OS
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12.1 What is the challenge?

In recent years we have seen an increasing speed in developing new storage servers which
can compete with the speed at which processor development introduces new processors. On
the other side, investment protection as a goal to contain Total Cost of Ownership (TCO),
dictates inventing smarter architectures that allow for growth at a component level. IBM
understood this early on and introduced its Seascape® architecture, and brought the ESS
into the marketplace in 1999 based on this architecture.

12.1.1 Speed gap between server and disk storage

Disk storage evolved over time from simple structures to a string of disk drives attached to a
disk string controller without caching capabilities. The actual disk drive—with its mechanical
movement to seek the data, rotational delays and actual transfer rates from the read/write
heads to disk buffers—created a speed gap compared to the internal speed of a server with
no mechanical speed brakes at all. Development went on to narrow this increasing speed gap
between processor memory and disk storage server with more complex structures and data
caching capabilities in the disk storage controllers. With cache hits in disk storage controller
memory, data could be read and written at channel or interface speeds between processor
memory and storage controller memory. These enhanced storage controllers, furthermore,
allowed some sharing capabilities between homogenous server platforms like S/390-based
servers. Eventually disk storage servers advanced to utilize a fully integrated architecture
based on standard building blocks as introduced by IBM with the Seascape architecture.
Over time, all components became not only bigger in capacity and faster in speed, but also
more sophisticated; for instance, using an improved caching algorithm or enhanced host
adapters to handle many processes in parallel.

12.1.2 New and enhanced functions
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Parallel to this development, new functions were developed and added to the next generation
of disk storage subsystems. Some examples of new functions added over time are dual copy,
concurrent copy, and eventually various flavors of remote copy and FlashCopy. These
functions are all related to managing the data in the disk subsystems, storing the data as
quickly as possible, and retrieving the data as fast as possible. Other aspects became
increasingly important, like disaster recovery capabilities. Applications demand increasing I/O
rates and higher data rates on one hand, but shorter response times on the other hand.
These conflicting goals must be resolved, and are the driving force to develop storage
servers such as the new DS8000 series.

With the advent of the DS8000 and its server-based structure and virtualization possibilities,
another dimension of potential functions within the storage servers is created.

These storage servers grew with respect to functionality, speed, and capacity. Parallel to their
increasing capabilities, the complexity grew as well. The art is to create systems which are
well balanced from top to bottom, and these storage servers scale very well. Figure 12-1 on
page 255 shows an abstract and simplified comparison of the basic components of a host
server and a storage server. All components at each level need to be well balanced between
each other to provide optimum performance at a minimum cost.
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Figure 12-1 Host server and storage server comparison: Balanced throughput challenge

The challenge is obvious: Develop a storage server—from the top with its host adapters down
to its disk drives—that creates a balanced system with respect to each component within this
storage server and with respect to their interconnectivity with each other. All this must be
done while taking into consideration other requirements as well, like investment protection
and being competitive not only in performance but also with price and reliability. A further
requirement is to keep the life cycle of the product as long as possible due to the substantial
development costs for an all new product. Furthermore, provide a storage family approach
with a single management interface and the potential to adopt new technology as it develops
on a component level. The simple picture suggests that this a more difficult task for a storage
server than for a host server. Perhaps it became this way with the evolving complexity of
storage servers.

12.2 Where do we start?

The IBM Enterprise Storage Server 2105 (ESS) already combined everything mentioned in
the previous paragraph when it appeared in the marketplace in 1999. Over time the ESS
evolved in many respects to enhance performance and to improve throughput. Despite the
powerful design, the technology and implementation used eventually reached its life cycle
end.

Looking more closely at the components in the ESS and their enhancements from the E20 to
the F20 to the 800 and 800 Turbo Il models, some components reached their architectural
limits at various levels. This section briefly reviews the most obvious limitations that were
encountered over time as the other components were enhanced. It has to be noted that the
ESS 800 is still a very competitive disk storage server, which outperforms other storage
servers in many respects.
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12.2.1 SSA backend interconnection

The Storage Serial Architecture (SSA) connectivity with the SSA loops in the lower level of
the storage server or backend imposed RAID rank saturation and reached their limit of 40
MB/second for a single stream file /0. IBM decided not to pursue SSA connectivity, despite
its ability to communicate and transfer data within an SSA loop without arbitration.

12.2.2 Arrays across loops

Advancing from the F20 to the 800 model, the internal structures and buses increased two
fold and so did the back end with striping logical volumes across loops (AAL). This increased
the sequential throughput on an SSA loop from 40 MB/sec to 80 MB/sec for a single file
operation, distributing the back-end I/O across two loops. Because of the increasing
requirements to serve more data and at the same time reduce the application I/O response
time, the SSA loop throughput was not sufficient and surfaced more often with RAID rank
saturation.

12.2.3 Switch from ESCON to FICON ports

The front end got faster when it moved from ESCON at 200 Mbps to FICON at 2 Gbps with an
aggregated bandwidth from 32 ESCON ports x 200 Mbps at 6.4 Gbps to 16 FICON ports with
2 Gbps each, yielding 32 Gbps. Note that the pure technology, like 2 Gbps, is not enough to
provide good performance. The 2 Gbps FICON implementation in the ESS HA proved to
provide industry leading throughput in MB/sec as well as 1/0Os per second. An ESS FICON
port, even today, has the potential to exceed the throughput capabilities of other vendor’s
FICON ports.

When not properly configured (for example, with four FICON ports in the same HA), these
powerful FICON ports have the potential to saturate the respective host bay. Spreading
FICON ports evenly across all host bays puts increased pressure on the internals of the ESS
below the HA ports.

12.2.4 PPRC over Fibre Channel links

With PPRC over ESCON links there was some potential bottleneck when the HA changed
from ESCON to FICON. Despite a smart overlap and utilizing multiple PPRC ESCON links for
PPRC, the speed difference between FICON/FCP and ESCON channels introduced some
imbalance in the ESS. The ESS 800 finally introduced PPRC over FCP links with 2 Gbps.
Again this enhancement proves that the move to 2 Gbps technology is only half of the story.
With a smart implementation in the FCP port connection for PPRC, the performance of an
ESS FCP PPRC port is still not matched today by other implementation efforts.

These performance enhancements into and out of the ESS shifted potential bottlenecks back
into the internals of the ESS for very high write I/O rates with 15,000 write I/Os and more per
second.

12.2.5 Fixed LSS to RAID rank affinity and increasing DDM size
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Another growing concern was the fixed affinity of logical subsystems (LSS) to RAID ranks and
the respective volume placement. Volumes had to reside within a single SSA loop and even
within the same RAID array; later in the A-loop and B-loop, but still bound to a single device
adapter (DA) pair.

Even more serious was the addressing issue with the 256 device limit within an LSS and the
fixed association to a RAID rank. With the growing disk drive module (DDM) size and
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relatively small logical volumes, we ran out of device numbers to address an entire LSS. This
happens even earlier when configuring not only real devices (3390B) within an LSS, but also
alias devices (3390A) within an LSS in z/OS environments. By the way, an LSS is congruent
to an logical control unit (LCU) in this context. An LCU is only relevant in z/OS and the term is
not used for open systems operating systems.

12.3 How does the DS8000 address the challenge?

The DS8000 overcomes the architectural limits and bottlenecks which developed over time in
the ESS due to the increasing number of I/Os and MB/sec.

In this section we go through the different layers and discuss how they have changed to
address performance in terms of throughput and I/O rates.

12.3.1 Fibre Channel switched disk interconnection at the back end

Because SSA connectivity has not been further enhanced to increase the connectivity speed
beyond 40MB/sec, Fibre Channel connected disks were chosen for the DS8000 back end.
This technology is commonly used to connect a group of disks in a daisy-chained fashion in a
Fibre Channel Arbitrated Loop (FC-AL).

FC-AL shortcomings
There are some shortcomings with plain FC-AL. The most obvious ones are:

» As the term arbitration implies, each individual disk within an FC-AL loop competes with
the other disks to get on the loop because the loop supports only one operation at a time.

» Another challenge which is not adequately solved is the handling of failures within the
FC-AL loop, particularly with intermittently failing components on the loops and disks.

» A third issue with conventional FC-AL is the increasing time it takes to complete a loop
operation as the number of devices increases in the loop.

For highly parallel operations, concurrent reads and writes with various transfer sizes, this
impacts the total effective bandwidth of an FC-AL structure.

How the DS8000 series overcomes FC-AL shortcomings

The DS8000 uses the same Fibre Channel drives as used in conventional FC-AL based
storage systems. To overcome the arbitration issue within FC-AL, the architecture is
enhanced by adding a switch-based approach and creating FC-AL switched loops, as shown
in Figure 12-2 on page 258. Actually it is called a Fibre Channel switched disk subsystem.

These switches use FC-AL protocol and attach FC-AL drives through a point-to-point
connection. The arbitration message of a drive is captured in the switch, processed and
propagated back to the drive, without routing it through all the other drives in the loop.
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Figure 12-2 Switched FC-AL disk subsystem

Performance is enhanced since both DAs connect to the switched Fibre Channel disk
subsystem back end as displayed in Figure 12-3 on page 259. Note that each DA port can

concurrently send and receive data.
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Figure 12-3 High availability and increased bandwidth connecting both DA to two logical loops

These two switched point-to-point loops to each drive, plus connecting both DAs to each
switch, accounts for the following:

» There is no arbitration competition and interference between one drive and all the other
drives because there is no hardware in common for all the drives in the FC-AL loop. This
leads to an increased bandwidth utilizing the full speed of a Fibre Channel for each
individual drive. Note that the external transfer rate of a Fibre Channel DDM is 200
MB/sec.

» Doubles the bandwidth over conventional FC-AL implementations due to two
simultaneous operations from each DA to allow for two concurrent read operations and
two concurrent write operations at the same time.

» Despite the superior performance, don’t forget the improved RAS over conventional
FC-AL. The failure of a drive is detected and reported by the switch. The switch ports
distinguish between intermittent failures and permanent failures. The ports understand
intermittent failures which are recoverable and collect data for predictive failure statistics. If
one of the switches itself fails, a disk enclosure service processor detects the 