





@server
pSeries 690
Service Guide

SA38-0589-01



Second Edition (April 2002)

Before using this information and the product it supports, read the information in|“Safety Notices” on page xi,
|[Appendix A, “Environmental Notices” on page 895} and [Appendix B, “Notices” on page 897

A reader's comment form is provided at the back of this publication. If the form has been removed, address comments
to Information Development, Department H6DS-905-6C006, 11400 Burnet Road, Austin, Texas 78758-3493. To send
comments electronically, use this commercial internet address: aix6kpub@austin.ibm.com. Any information that you
supply may be used without incurring any obligation to you.

© Copyright International Business Machines Corporation, 2001, 2002. All rights reserved.

Note to U.S. Government Users -- Documentation related to restricted rights -- Use, duplication or disclosure is subject
to restrictions set forth is GSA ADP Schedule Contract with IBM Corp.



Contents

Safety Notices .

Electrical Safety.

Laser Safety Information
Laser Compliance.

Data Integrity and Verification

About This Book
1ISO 9000 .
Online Publications .
Related Publications.
Trademarks

Chapter 1. Reference Information
@server pSeries 690 Overview .
Hardware Management Console (HMC) .
Partition Standby and Full System Partition Power On Optlons
Partition Requirements
Service Focal Point.
Powering the System On and Off
Powering the System On
Powering the System Off
@server pSeries 690 Data Flow .
Power-On Self-Test
POST Indicators
POST Keys .
1 Key .
5 Key .
6 Key .
8 Key .
@server pSerles 690 System Locatlons
UEPO Switch

7040 Model 681 Processor Subsystem Processor Subsystem Locatlons.

Media Subsystem Locations

7040 Model 61D I/O Subsystem Locatlons
7040 Model 61D I/0O Subsystem Front View .
7040 Model 61D I/0 Subsystem Rear View
1/0 Subsystem DASD Locations .
I/O Subsystem PCI PHB and PCI Slot Locatlons
I/0 and Media Subsystem Connections.
I/0O Subsystem Internal SCSI Distribution .
I/0 Subsystem Power Distribution

Power Subsystem Locations

Power Distribution Cabling .

1/0 Subsystem Power Distribution Cabllng

Integrated Battery Feature Locations

Subsystem Positioning and Cabling .

. Xi
.Xxi

. Xiii
. Xiii

. XV

. Xvii
. Xvii
. Xvi
. XVii

. Xviii

a bWk P

(&)]

. 15
.15
. 16
.17
.17
.17
.17
.17
. 18
. 18
. 18
.21
.22
. 25
.27
.27
. 28
. 28
. 30
.31
. 32
. 33
. 34
. 35
. 38
. 40
.41



Operator Panel Cable and Diskette Drive Cable to the Media Subsystem (rear

view) . . .. 41
1/0 Subsystem Posmons Fully Populated Prlmary and Secondary Rack
(rear view without IBF) . . . .42
1/0 Subsystem Paositions, Fully Populated anary and Secondary Rack (rear
view with IBFs) . . . . .. . . . . . . .43
Placement of Subsystem 4 in a Two Rack Conflguratlon
(rear view with IBF) . . . . ... 44
1/0 Subsystems (1 Through 4 Wlthout IBFs) RIO Cabllng to I/O Books . . . .45
1/0 Subsystems (5 and 6) RIO Cabling to the Secondary I/O Book . . . . . 46
1/0 Subsystems (7 and 8) RIO Cabling to the Third I/O Book . . . . . . .47
1/0 Subsystem (1 through 3 with IBFs) RIO Cabling to /O Books . . . . . . 48
RIO Cable to I/0O Subsystem (4 through 6) with IBFs Installed . . . . . . . 49
1/0 Subsystems (7 and 8) RIO Cabling to the Third /O Book . . . . . . .50
Power and SCSI Cables to the Media Subsystem . . . . b1
IBM Hardware Management Console for pSeries (HMC) to the anary I/O Book 52
System Memory . . . T o 4
Memory to Processor Relatlonshrps P o 7/
Memory Requirements . . . . . . . . . . . . . . . . . . . .54
I/O Subsystem Features. . . . . . . . . . . . . . . . . . . . .b6
1/0 to Processor Relationships . . . . . . . . . . . . . .56
1/0 Subsystem Power Supply (DCA) LED Status . . . . . . . . . . .56
Logical and Physical Locations . . . .. . . . . . . . . . .58
Physical Location Codes . . . . . . . . . . . . . . . . . . . .b8
Location Code Format . . . . . . . . . . . . . . . . . . . .58
Multiple FRU Callout Instructions. . . . . . . . . . . . . . . . .59
AIX LocationCodes . . . . . . . . . . . . . . . . . . . . . .60
Non-SCSI Devices . . . . . . . . . . . . . . . . . . . . .60
SCSI Devices . . . O X §
AIX and Physical Locatlon Code Reference Tables N ¥4
Specifications . . . .. . . . . . .138
@server pSeries 690 Physmal Specn‘rcaﬂons and Loads . . . . . . . .138
Weight Distribution . . . P 7 {5
Total System Power Consumpt|on e 510
Service Inspection Guide . . . . . . . . . . . . . . . . . . . .152
Chapter 2. Diagnostics Overview . . . . . . . . . . . . . . . .153
Maintenance Analysis Procedures (MAPs) .. . . . . . . . . . . . .153
Checkpoints . . . . . . . . . . . . . . . . . . . . . . . .15
FRU Isolation. . . .. . . . . . . . . . . .15
Service Agent for the @server pSenes 690 Lo . . . . . . . . .1b6
Using the Service Processor and Service Agent Features o . 156
Running Diagnostics on the Native Serial Port on a Full Machine Part|t|on W|th an
HMC attached. . . . . . . . . . . . . . . . . . . . . . .156
Chapter 3. Maintenance Analysis Procedures (MAPS) T Y 4
Entry MAP. . . . . . . . . . . . . . . . . . . . . . . . o .157
Quick Entry MAP. . . . Ce e . ... ... .. . . o .1%
Quick Entry MAP Table of Contents e ... .. .1p
MAP 1020: Problem Determination. . . . . . . . . . . . . . . . .166

iV pSeries 690 Service Guide



Purpose of This MAP . . . . .. . . . . . . . . . . .1leb

MAP 1320: Service Focal Point Procedures .o R Y ¢
MAP 1321: Quick Entry MAP for Systems with SerV|ce Focal Pomt ... 172
MAP 1322: End of Call MAP for Systems with Service Focal Point . . . . . 175

MAP 1420: Recovery Procedures for Hot-Pluggable PCI Adapters . . . . . . 181
MAP 1421: Partition Will Not Boot Due to Faulty Adapter . . . . . . . . 181
MAP 1422: Slot is Empty Even When Populated . . . . . . . . . . . 182

MAP 1520: Power . . . . 185
Map 1521: The System W|II Not Power On And No Error Codes Are Avarlable 189
Map 1522: UEPO Switch On The BPC Is In The Bypass Positon . . . . . 192
Map 1523: There Is a Bulk Power Regulator (BPR) Communications Fault 193
Map 1524: An Open Room EPO Switch Has Been Detected From One Side 193
Map 1525: There Is a 350 Volt Bulk Failure . . . .. . . . .19
Map 1526: There Is An Integrated Battery Feature (IBF) Farlure ... 197
Map 1527: An Airflow Loss Has Been Detected . . . . . . 200
Map 1528: There Is A Processor (Critical/Warning) Overtemperature Fault 202
Map 1529: There Is A Bulk Power Assembly (BPA) Communication Failure 202
Map 152a: Loss of ac Power or Phase Missing. . . ... . 204
Map 152b: 2.5 V Current/Voltage Problem in Processor Subsystem .. . . 206
Map 152c: 1.8 V Current/Voltage Problem in Processor Subsystem . . . . 212
Map 152d: 1.5 V Auxiliary Current/Voltage Problem in Processor Subsystem 223
Map 152e: 1.5 V CPU Current/Voltage Problem in Processor Subsystem . . . 231
Map 152f: 3.3 V Current/Voltage Problem in Processor Subsystem . . . . . 237
Map 152g: 5.0 V Current/Voltage Problem in Processor Subsystem . . . . . 246
Map 152h: 3.3V Current/Voltage Problem in I/0O Subsystem . . . . . . . 253
Map 152i: 5.0 V Current/Voltage Problem in I/0O Subsystem . . . . . . . 261
Map 152j: 2.5 V Current/Voltage Problem in I/0O Subsystem . . . . . . . 270
Map 152k: 12.0 V Current/Voltage Problem in I/O Subsystem. . . . . . . 278
Map 152I: -12.0V Current/\Voltage Problem in 1/O Subsystem . . . . . . . 287
Map 152m: Cable Problem in Power Subsystem . . . . . . . . . . . 295
Map 152n: DASD Subsystem Power Problem . . . . . . . . . . . . 299

MAP 1540: Problem Isolation Procedures . . . . . . . . . . . . . .303
MAP 1541: JTAG Problem Isolaton . . . . . . . . . . . . . . .304
MAP 1542: 1/O Problem Isolation . . . < ¥ 4
MAP 1543: MCM Module Problem Isolatlon N 74
MAP 1544: Inner L3 Module Problem Isolaton. . . . . . . . . . . .334
MAP 1545: Outer L3 Module Problem Isolation. . . . . . . . . . . . 336
MAP 1546: Memory Book Problem Isolation. . . . . . . . . . . . . 338
MAP 1547: 1/0 Book Problem Isolation . . < 7 X |
MAP 1548: Memory and Processor Problem Isolatron .. . . . . . . .343
MAP 1549: Attention Problem Isolaton . . . . . . . . . . . . . . 345
MAP 154A: 12C Bus Problem Isolation . . .. ... . 352
MAP 154B: Insufficient Hardware Resources Problem Isolatron .. . . . .35

Chapter 4. Checkpoints . . . . . . . . . . . . . . . . . . . .35

IPL Flow . . . S [ 1°)

Service Processor Checkpomts < {5 4

Firmware Checkpoints . . . . . . . . . . . . . . . . . . . . .37
Boot Problems . . . . . . . . . . . . . . . . . . . . . .39

Contents V



\Y

Chapter 5. Error Code to FRU Index
Performing Slow Boot . .
Confirming Initial Error Code .
Four-Character Checkpoints . .
Replacing the Media Subsystem Operator Panel .
Replacing the Network Adapter . .o
Determining Location Code
Checkpoints and Error Codes Index
Operator Panel Error Codes .
SPCN Error Codes .
Firmware/POST Error Codes
Service Processor Error Codes .
System Firmware Update Messages
Scan Dump Messages . .
Common Firmware Error Codes.
Problem Determination-Generated Error Codes
Hypervisor Dump Retrieval Procedure.
Hypervisor Dump Indications.

Chapter 6. Using the Online and Standalone Diagnostics

Online and Standalone Diagnostics Operating Considerations .

Identifying the Terminal Type to the Diagnostics
Undefined Terminal Types.
Resetting the Terminal .
Running Online Diagnostics .
Online Diagnostics Modes of Operation
Service Mode .
Running Online Dlagnostlcs in Serwce Mode
Concurrent Mode
Running the Online Dragnostrcs in Concurrent Mode
Maintenance Mode . .
Running the Online Dlagnostlcs in Malntenance Mode
Standalone Diagnostic Operation
Performing Slow Boot .

Partitioned System Considerations for Standalone Dlagnostlcs
Considerations for Running Standalone Diagnostics from CD-ROM .

Loading the Standalone Diagnostics from CD-ROM

Running Standalone Diagnostics from a Network Installation Management (NIM)
. 701
. 702

Server
NIM Server Conflguratlon

Client Configuration and Booting Standalone Dragnostrcs from the NIM Server

Chapter 7. Using the Service Processor

Service Processor Menus .
Accessing the Service Processor Menus Locally
Accessing the Service Processor Menus Remotely
Saving and Restoring Service Processor Settings .
Menu Inactivity

General User Menu .

Privileged User Menus .

pSeries 690 Service Guide

. 399
. 399
. 400
. 401
. 401
. 401
. 401
. 403
. 405
. 407
. 470
. 496
. 680
. 680
. 681
. 691
. 692
. 692

. 695
. 695
. 696
. 696
. 696
. 696
. 697
. 697
. 697
. 698
. 698
. 699
. 699
. 700
. 700
. 700
. 701

701

703

. 705
. 705
. 706
. 706
. 706
. 706
. 707
. 709



@3

Main Menu. .
Service Processor Setup Menu .
Passwords .
System Power Control Menu
System Information Menu .
Language Selection Menu
Call-In/Call-Out Setup Menu .
Modem Configuration Menu .
Serial Port Selection Menu .
Serial Port Speed Setup Menu .
Telephone Number Setup Menu.
Call-Out Policy Setup Menu .
Customer Account Setup Menu .
Call-out Test .
Service Processor Parameters in Servrce Mode (FuII System Partrtron)
System Power-On Methods .
Service Processor Reboot/Restart Recovery
Boot (IPL) Speed
Failure During Boot Process .
Failure During Normal System Operatlon .
Service Processor Reboot/Restart Polrcy Controls.
System Firmware Updates
Determining the Level of Frrmware on the System
Update Diskette Images and Instructions.
Configuring and Deconfiguring Processors or Memory
Run-Time CPU Deconfiguration (CPU Gard)
Service Processor System Monitoring - Surveillance .
System Firmware Surveillance
Operating System Surveillance .
Call-Out (Call-Home)
Console Mirroring
System Configuration
Service Processor Error Logs
LCD Progress Indicator Log .
Resetting the Service Processor
Service Processor Operational Phases
Pre-Standby Phase .
Standby Phase
Bring-Up Phase .
Run-Time Phase .

Chapter 8. Using System Management Services
Password Utilities
Display Error Log
Remote Initial Program Load Setup
IP Parameters
Adapter Parameters.
Ping . .
SCSI Utilities .
Select Console

Contents

. 709
. 711
. 712
. 717
. 122
. 127
. 728
. 729
. 730
. 730
. 732
. 733
. 734
. 734
. 734
. 734
. 736
. 736
. 736
. 736
. 137
. 739
. 739
. 739
. 743
. 743
. 744
. 744
. 745
. 746
. 147
. 147
. 748
. 749
. 749
. 751
. 751
. 752
. 752
. 753

. 755
. 756
. 757
. 157
. 758
. 759
. 760
. 761
. 761

Vii



Multiboot . . . . . . . . . . . . . . . . . . . . . . . . .762

Select Software . . . . . . . . . . . . . . . . . . . . . .762
Software Default. . . . . . . . . . . . . . . . . . . . . .763
Select Install Device . . . . . . . . . . . . . . . . . . . .763
Select Boot Devices . . . . . . . . . . . . . . . . . . . .763
Multiboot Startup <OFF> . . . . . . . . . . . . . . . . . . .765
Select Language. . . . . . . . . . . . . . . . . . . . . . .7T65
OK Prompt. . . . .. . . . . . . . . . . . . .T765
Exiting System Management Servrces Y (5
Chapter 9. Removal and Replacement Procedures Y (Y4
Introduction . . Y (6]
Handling Static- Sensmve Dewces e P 4
Powering Off and Powering On the System T 4 A
Hot-Pluggable FRUs . . . . . . . . . . . . . . . . . . . .T773
Power Subsystem . . . Y ()
Bulk Power Assembly (BPA) T ()
Bulk Power Regulator (BPR). . . . . . . . . . . . . . . . . .T776
Bulk Power Controller BPC). . . . . . . . . . . . . . . . . .77
Bulk Power Distributor (BPD). . . . . . . . . . . . . . . . . .T778
Bulk Power Fan BPF). . . . . . . . . . . . . . . . . . . .780
Bulk Power Enclosure (BPE). . . . Y £ 10]
Unit Emergency Power Off (UEPO) Card Assembly C e .. T82
Integrated Battery Feature (IBF). . . . . . . . . . . . . . . . .783
Processor Subsystem . . . .. . . . . . . . . . .T786
Installing the MCM/LS/Passthrough PIug Map .. . . . . . . . . . .T786
/O Books and I/O Blanks . . . . . . N £ <74
Battery . . . . 790
Processor Subsystem DCA (Drstrrbuted Converter Assembly) Books and DCA
Blanks . . . e e e ... T92
Capacitor Books and Blanks S .. . . . . . . . . .T793
MCM Module (Processor) and Passthru Modules Y 4
L3 CacheModules . . . . . . . . . . . . . . . . . . . . .805
VPD Card . . . P < V40
System Clock Card e = oA
Processor Subsystem Chassis . . . . . . . . . . . . . . . . .822
Memory Books and Memory Blanks . . . . . . . . . . . . . . .82
Fan Controller. . . . e = v 4
Processor Fan Assemblles e e ... ... . . . . . .B828
Fan Chassis . . . e . . ... .. . . . . . . .B828
Processor Subsystem A|r Fllters O = 724
I/O Subsystem . . . . < < [0
1/0 Subsystem PCI Slot LED Deflnltrons T, < < {0]
PCl Adapters . . . . = 1)
Non-Hot-Pluggable PCI Adapter Ce T < i
Replacing a Double-Wide Blind Swap Adapter e . . . . . . . . .83
Hot-Pluggable PCI Adapter . . . . . . . . . . . . . . . . . .836
PCI Hot-Plug Manager Access . . . .. . . . . . . . . .&843
Blind Swap Cassette (BSC) Assembly Procedure .. . . . . . . . . .s846
/O Subsystem RIO RiserCard . . . . . . . . . . . . . . . . .B856

Viii  pSeries 690 Service Guide



I/O Subsystem Distributed Converter Assembly (DCA)
1/0O Subsystem 1/0 Backplane Assembly . .
I/O Subsystem DASD Hard Disk Drive Assembly .
I/O Subsystem DASD 4-Pack
I/O Subsystem DASD Fan
I/0O Subsystem Chassis
Media Subsystem
CD-ROM, DVD-RAM, or Tape Drlve
Diskette Drive.
Operator Panel
Media Subsystem Chassrs .
Media Subsystem Internal Cables .

Chapter 10. Parts Information
7040 Model 61R Rack Subsystem .
7040 Model 681 Processor Subsystem Processor Subsystem (Front)
7040 Model 681 Processor Subsystem Processor Subsystem (Front)
7040 Model 681 Processor Subsystem Processor Subsystem (Rear)
7040 Model 681 Media Subsystem.
Power and SCSI Cables to the Media Subsystem
7040 Model 61D I/O Subsystem
Front.
Rear .
Power Cabling .
RIO Cables and 1/0 Power Cables
Keyboards and Mouse .
System Power Cables .
Tools.

Appendix A. Environmental Notices
Product Recycling and Disposal.
Environmental Design .
Acoustical Noise Emissions .

Declared Acoustical Noise Emrssrons

Appendix B. Notices

Appendix C. Service Processor Setup and Test
Service Processor Setup Checklist .
Testing the Setup

Testing Call-In

Testing Call-Out .

Serial Port Configuration .

Appendix D. Modem Configurations

Sample Modem Configuration Files
Generic Modem Configuration Files
Specific Modem Configuration Files

Configuration File Selection .

Examples for Using the Generic Sample Modem Com‘lguratlon Flles

. 857
. 858
. 860
. 862
. 863
. 864
. 865
. 865
. 867
. 868
. 870
. 871

. 873
. 874
. 876
. 878
. 880
. 882
. 884
. 886
. 886
. 887
. 888
. 890
. 892
. 893
. 894

. 895
. 895
. 895
. 896
. 896

. 897

. 899
. 899
. 900
. 900
. 901
. 901

. 903
. 903
. 903
. 903
. 904
. 905

Contents

iX



X

Customizing the Modem Configuration Files.

IBM 7852-400 DIP Switch Settlngs
Xon/Xoff Modems

Ring Detection

Terminal Emulators .

Recovery Procedures .

Transfer of a Modem Session
Recovery Strategy .
Prevention Strategy .

Modem Configuration Sample F|Ies
Sample File modem_mO.cfg .
Sample File modem_m1.cfg .
Sample File modem_z.cfg.
Sample File modem_z0.cfg
Sample File modem_f.cfg .
Sample File modem_f0.cfg
Sample File modem_fl.cfg

Appendix E. Ground Path

Index

pSeries 690 Service Guide

. 906
. 906
. 907
. 908
. 908
. 908
. 909
. 910
. 910
.91l
. 911
. 913
. 915
. 917
. 919
. 922
. 925

. 929

. 931



Safety Notices

A danger notice indicates the presence of a hazard that has the potential of causing
death or serious personal injury. Danger notices appear on the following pages:

o |Xii
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A caution notice indicates the presence of a hazard that has the potential of causing
moderate or minor personal injury. Caution notices appear on the following pages:
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For a translation of the safety notices contained in this book, see the System Unit
Safety Information, order number SA23-2652.

Electrical Safety

Observe the following safety instructions any time you are connecting or disconnecting
devices attached to the system.

DANGER

An electrical outlet that is not correctly wired could place hazardous voltage
on metal parts of the system or the devices that attach to the system. It is the
responsibility of the customer to ensure that the outlet is correctly wired and
grounded to prevent an electrical shock.

Use one hand, when possible, to connect or disconnect signal cables to
prevent a possible shock from touching two surfaces with different electrical
potentials.

During an electrical storm, do not connect cables for display stations, printers,
telephones, or station protectors for communications lines.

Xi



CAUTION:

This product is equipped with a four-wire (three-phase and ground) power cable
for the user’s safety. Use this power cable with a properly grounded electrical
outlet to avoid electrical shock.

DANGER

To prevent electrical shock hazard, disconnect all power cables from the
electrical outlet before relocating the system.

CAUTION:
This unit has more than one power supply cord. Follow procedures for removal
of power from the system when directed.

CAUTION:
Energy hazard, remove power before servicing.

CAUTION:
Energy hazard, remove all jewelry before servicing.
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Laser Safety Information

CAUTION:
This product may contain a CD-ROM, DVD-ROM, or laser module on a PCI card,
which are class 1 laser products.

Laser Compliance
All lasers are certified in the U.S. to conform to the requirements of DHHS 21 CFR
Subchapter J for class 1 laser products. Outside the U.S., they are certified to be in
compliance with the IEC 825 (first edition 1984) as a class 1 laser product. Consult the
label on each part for laser certification numbers and approval information.

CAUTION:

All IBM laser modules are designed so that there is never any human access to
laser radiation above a class 1 level during normal operation, user maintenance,
or prescribed service conditions. Data processing environments can contain
equipment transmitting on system links with laser modules that operate at
greater than class 1 power levels. For this reason, never look into the end of an
optical fiber cable or open receptacle. Only trained service personnel should
perform the inspection or repair of optical fiber cable assemblies and receptacles.

Preface  Xili
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Data Integrity and Verification

IBM computer systems contain mechanisms designed to reduce the possibility of
undetected data corruption or loss. This risk, however, cannot be eliminated. Users who
experience unplanned outages, system failures, power fluctuations or outages, or
component failures must verify the accuracy of operations performed and data saved or
transmitted by the system at or near the time of the outage or failure. In addition, users
must establish procedures to ensure that there is independent data verification before
relying on such data in sensitive or critical operations. Users should periodically check
the IBM support websites for updated information and fixes applicable to the system and
related software.

XV
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About This Book

This book provides maintenance information that is specific to the @server pSeries
690, adapters, and attached devices that do not have their own service information. It
also contains Maintenance Analysis Procedures (MAPS) that are not common to other
systems.

MAPs that are common to all systems are contained in the RS/6000 and @server
pSeries Diagnostic Information for Multiple Bus Systems.

This book is used by the service representative to repair system failures. This book
assumes that the service representative has had training on the system.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing
of this product.

Online Publications

IBM @server pSeries publications are available online. To access the online books,
visit our Web site at: http://www.ibm.com/servers/eserver/pseries/library/hardware_docs/

Related Publications

The following publications are available:

* The System Unit Safety Information, order number SA23-2652, contains translations
of safety information used throughout this book.

e The IBM Hardware Management Console for pSeries Operations Guide, order
number SA38-0590, contains information on how to set up and cable the hardware
managment console and verify system operation.

e The IBM Hardware Management Console for pSeries Maintenance Guide, order
number SA38-0603, contains MAPS, removal and replacement procedures, error
codes, and parts information that help trained service representatives diagnose and
repair the hardware managment console.

* The @server pSeries 690 Installation Guide, order number SA38-0587, contains
information on how to set up and cable the system, install and remove options, and
verify system operation.

* The @server pSeries 690 User’s Guide, order number SA38-0588, contains
information on how to use the system, use diagnostics, use service aids, and verify
system operations.

* The RS/6000 and @server pSeries Diagnostic Information for Multiple Bus Systems,
order number SA38-0509, contains common diagnostic procedures, error codes,
service request numbers, and failing function codes. This manual is intended for
trained service technicians.
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The RS/6000 and @server pSeries Adapters, Devices, and Cable Information for
Multiple Bus Systems, order number SA38-0516, contains information about
adapters, external devices, and cabling. This manual is intended to supplement
information found in the RS/6000 and @server pSeries Diagnostic Information for
Multiple Bus Systems.

The PCI Adapter Placement Reference, order number SA38-0538, contains
information regarding slot restrictions for adapters that can be used in this system.

The Site and Hardware Planning Information, order number SA38-0508, contains
information to help you plan your installation.

The Electronic Service Agent For pSeries and RS/6000 User’s Guide, order number
LCD4-1060, contains information for use by the service representative to help set up
and use the Service Director package.

The AIX Network Installation Management Guide and Reference, order number
SC23-4385, contains information to help you plan and install systems to use a
network server to do functions such as installing the operating system or diagnostics
on systems connected to the network.

Trademarks

The following terms are trademarks of International Business Machines Corporation in
the United States, other countries, or both:

AIX

e (logo)
pSeries
RS/6000
LANstreamer

Other company, product, and service names may be trademarks or service marks of
others.
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Chapter 1. Reference Information

This chapter provides an overview of the @server pSeries 690, including a logical
description and a physical overview of the system. Additional details pertaining to the
server are also provided. They include the following:

Memory overview and ordering rules
General description of the operator panel
Cabling rules

System location rules and descriptions
Powering on and powering off the system
Power flow

Data flow

@server pSeries 690 Overview

The @server pSeries 690 server is a multiprocessor, multibus system composed of the
following subsystems:

7040 Model 61R, a 24-inch wide and 42-EIA high rack unit that also contains the
following:

— An 8-EIA unit power subsystem, consisting of two redundant bulk power
assemblies that distribute bulk power at 350 V to each of the subsystems.

— An optional 2 EIA-unit internal battery feature (IBF), which is available in either a
redundant or non-redundant configuration.

7040 Model 681 Processor Subsystem Processor Subsystem, a 17 EIA-unit
processor subsystem, which contains the processors, L3 cache, memory, and service
processor and a 1 EIA-unit media subsystem containing a diskette drive, a CD-ROM,
and an operator panel, with space for up to three additional optional media devices.

7040 Model 61D I/O Subsystem, 4 ElA-units, which can have up to 20 PCI adapters
and up to 16 DASD disk drives.
A Hardware Management Console (HMC), which provides a standard user interface

for configuring and operating partitioned systems. One HMC can support multiple
partitions on multiple systems.



The basic system consists of the redundant bulk power subsystem, one processor
subsystem, a media subsystem, and one 1/O subsystem in the same rack, and one
HMC, as shown in the following illustration:.

© o N o as
]
—

i IT

1 Hardware Management Console 5, 6* 7040 Model 61R primary Integrated Battery
Feature (IBF), optional for the primary power
subsystem.

Redundant IBF, also optional, and installs from

the rear.
2 7040 Model 61R Bulk Power 7 7040 Model 61D 1/O Subsystem
Subsystem
3 7040 Model 681 Processor 8 7040 Model 61D 1/O Subsystem (Optional)
Subsystem Processor Subsystem
4 7040 Model 681 Media 9 7040 Model 61D 1/O Subsystem (Optional)
Subsystem
* 7040 Model 61D 1/O Subsystem (Optional, If

features 5 and 6 are not installed)

You can expand the system by adding I/O subsystems for a total of eight in a minimum
of two racks. The preceding figure shows the single rack. Additional I/O drawers and
integrated battery features are installed in a second rack.

A number of cables connect the power, processor, and 1/0 subsystems. These cables
include the following:

» UPIC (Universal Power Interface Controller) cables
* RIO (Remote Input Output) cables
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The ac power cords are connected to the bulk power subsystem, which distributes the
power throughout the system.

Each 1/0 subsystem contains two I/O backplanes. Each backplane is capable of
supporting the following:

* Up to 10 adapters each (20 per subsystem)

» Up to 8 disk drives (16 per subsystem) in two DASD 4-packs (4 per subsystem)
* One distributed converter assembly (DCA) (2 per subsystem)

e Two DASD fans (4 per subsystem)

On each I/O backplane, PCI bus slots 1 through 7 are 3.3 V dc connectors running at
66 MHz, supporting 64-bit PCI adapters. Slots 8 through 10 are 64-bit 5 V dc slots,
running at 33 MHz.

The media subsystem provides space for up to three media devices (diskette drive,
CD-ROM drive, and optional tape drive or DVD-RAM) in the front and two additional
optional devices in the back.

Hardware Management Console (HMC)

The Hardware Management Console (HMC) supports your system with features that
allow you to manage configuration and operation of partitions in a system, as well as
add and remove hardware without interrupting system operation.

In this book, a system that is managed by the HMC is referred to as the managed
system. The HMC uses its serial connection to the managed system to perform various
functions. The HMC’s main functions include the following:

« Creating and maintaining a multiple partition environment
» Detecting, reporting, and storing changes in hardware conditions

» Acting as a service focal point for service representatives to determine an
appropriate service strategy

Partitioning the system is similar to partitioning a hard drive. When you partition a hard
drive, you divide a single hard drive so that the operating system recognizes it as a
number of separate hard drives. The same holds true for the HMC's partitioning
capabilities, except the HMC allows you to divide the system’s processors, memory,
and 1/0. On each of these divisions, you can install an operating system and use each
partition as you would a separate physical machine. This division of system resources
is called a logical partition.

The objective of partitioning is to provide users with the capability to split a single
system into several independent systems, each capable of running applications in
multiple, independent environments simultaneously. For example, partitioning makes it
possible for a user to run a single application using different sets of data on separate
partitions, as if it were running independently on separate physical systems.
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Service representatives use Service Focal Point (SFP), an application that runs on the
HMC, to start and end their service calls. SFP provides service representatives with
event, vital product data (VPD), and diagnostic information.

The HMC is a closed system. Additional applications cannot be installed on the HMC.
All the tasks needed to maintain the platform, the underlying operating system, and the
HMC application code are available by using the HMC’s management applications.

Partition Standby and Full System Partition Power-On Options

4

Booting your system in partition standby is markedly different from booting your system
in a traditional single-machine full system partition. In partition standby, the system sets
aside system memory for partition management.

Partition Standby Memory Issues

Unique issues are associated with assigning memory to each partition created in
partition standby. In partition standby, the HMC allocates a portion of each assigned
memory block to the system.

Each partition requires a minimum of 1 gigabyte (GB) of system memory. When you
start creating partitions, the system sets aside 256 megabytes (MB) of contiguous
memory for its own use, and allocates another 256 MB of contiguous memory for each
16 GB allocated.

Page Table Memory Usage: Partition page tables are additional memory required for
a partition to operate, and is in addition to the total logical memory size of a partition.
The partition table is outside of a partition’s accessible memory. The partition page table
must be constructed with contiguous real system memory segments. Use the following
table to help you keep track of the system’s page-table memory usage:

Partition Memo Partition Page Table
) Y Size (4 16-byte Partition Page Table Assigned Memory
Size (256 MB . )
. entries pe r 4 K real Alignment Segments (256 MB)
increments)
page)
1GB 16 MB 16 MB 1
1GB-2GB 32 MB 32 MB 1
2GB-3GB 64 MB 64 MB 1
4GB-7GB 128 MB 128 MB 1
8 GB - 15 GB 256 MB 256 MB 1
16 GB - 31 GB 512 MB 512 MB 2
32 GB - 63 GB 1GB 1GB 4
64 GB - 96 GB 2 GB 2 GB 8

In a full system partition, the operating system uses all of the installed memory; the
system does not set aside contiguous memory for its own use.
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Keep this in mind when you record the amount of memory used when you are
completing the planning worksheets in the IBM Hardware Management Console for
pSeries Operations Guide, order number SA38-0590.

Partition Requirements
To activate a partition, you need a minimum of the following:

* 1 GB of available system memory
* One available system processor
* One available network adapter (for error reporting)

If you attempt to activate a partition and the resources you specified aren’'t available at
that time, activation fails. It is important to keep track of your system’s resources and
your activation times to avoid failures.

Service Focal Point
Service representatives use the HMC as the starting point for all service issues. The
HMC groups various system management issues at one control point, allowing service
representatives to use the Service Focal Point application to determine an appropriate
service strategy.

Traditional service strategies become more complicated in a partitioned environment.
Each partition runs on its own, unaware that other partitions exist on the same system.
If one partition reports an error for a shared resource, such as a managed system
power supply, other active partitions report the same error. The Service Focal Point
application enables service representatives to avoid long lists of repetitive call-home
information by recognizing that these errors repeat, and the filtering them into one error
code..

Errors that require service are reported to the HMC as serviceable events. Because the
HMC stores these serviceable events for 90 days and then discards them, it is
important to have the partition and HMC date and time set correctly. For instance, if the
date on a partition’s software is set 90 days behind the HMC's set time, the serviceable
events reported from this partition are immediately discarded. For more information
about setting the HMC'’s date and time, see the IBM Hardware Management Console
Operations Guide for pSeries, order number SA38-0590. To set the partition’s date and
time, see the documentation provided with the operating system that is running on that
partition.
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The following is an example of the Service Focal Point application’s main screen in the
Contents area:

Service Focal Point

Mare Infarrmation

TASKS Enable/Disable Call Home
Enable/Disable Extended Error Data Collection

Select Serviceable Event

Getting Started

When you are setting up Service Focal Point, keep the following in mind:

e If the /var file system is full (either on the HMC or partitions), it can prevent
Serviceable Events from being reported to the HMC.

< If the time configured on a partition is 90 days older than time configured on the
HMC, serviceable events cannot be reported.

» Verify that the HMC hostnames are defined. For more information on using fully
qualified and short hostnames, see the IBM Hardware Management Console
Operations Guide for pSeries, order number SA38-0590.

* Verify that the HMC and managed system are on the network and that DNS is
working correctly when being used. To do this, telnet to partitions from the HMC
using the partition hostname. You can also verify that partitions are set up properly
for service focal point by running the following command:

/opt/hsc/bin/1spartition -debug

and checking the Active flag. For example, the Tspartition -al1 command shows
a partition with host name hmcl.yourdomain.yourcompany.com and LParID=001 as:

Hostname: hmcl.yourdomain.yourcompany.com
IPAddr: X.X.XXX.XXX

LParID:<001>

Active:<1>

0SType:<>

OSVers:<>
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» If you need to add or change a partition name, see IBM Hardware Management
Console Operations Guide for pSeries.

Automatic Call-Home Feature
You can configure the HMC to automatically call an appropriate service center when it
identifies a serviceable event.

To enable or disable the call-home feature, you must be a member of one of the
following roles:

* System Administrator
» Service Representative
* Advanced Operator

e Operator

To enable or disable the call-home feature for one or more systems, do the following:

Note: It is strongly recommended that you not disable the call-home feature. When you
disable the call-home feature, serviceable events are not automatically reported
to your service representative.

1. In the Navigation area, select the Service Focal Point icon.

In the Contents area, select Enable / Disable Call Home .

3. The Enable / Disable call home window displays a list of managed systems. Click
on the managed system you want to enable or disable.

4. Click Enable to enable call-home for the selected system, or click Disable to
disable call-home for the selected system.

5. Click OK.

Extended Error Data Collection
This feature allows you to enable or disable extended error data (EED) collection in one

or more managed systems.

The following types of EED can be activated and deactivated independently:
» Central Service Processor (CSP) EED. CSP EED describes the current partition
status on the managed system.

» Operating System (OS) EED. OS EED is the data collected from the partition that is
experiencing problems.

EED is collected automatically for each serviceable event on a partition. The most
recent serviceable event’'s EED is retained until a new serviceable event occurs. If EED
collection is enabled on the HMC, the EED collected on a partition is transferred to and
stored on the HMC's hard drive. You can store up to 20 sets of serviceable-event EED
on the HMC'’s local file system at any given time.

To enable or disable extended error-data collection, you must be a member of one of
the following roles:

* System Administrator
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Service Representative
Advanced Operator
Operator

To enable or disable extended error-data collection, do the following:

1.
2.
3.

5.

In the Navigation area, select the Service Focal Point icon.
In the Contents area, select Enable / Disable Extended Error Data Collection

The Enable / Disable Extended Error Data Collection window displays a list of
systems. The window also lists each system’s error class, state, and type. Click the
system for which you want to enable or disable extended error-data collection.

Click Enable to enable extended error-data collection for the selected managed
system, or click Disable to disable extended error-data collection for the selected
managed system.

Click OK.

Working With Serviceable Events
You can view, add, or update serviceable event information, including error details.

Viewing Serviceable Events:  To view serviceable events, you must be a member of
one of the following roles:

System Administrator
Service Representative
Advanced Operator
Operator

To view a serviceable event, do the following:

1.
2.
3.

In the Navigation area, select the Service Focal Point icon.
In the Contents area, click Select Serviceable Event .

Designate the set of serviceable events you want to view by selecting the failing
system’s name, the error class, the serviceable event status, and the number of
days to view. Click OK when you are finished.

The Serviceable Event Overview window opens, and the entries displayed are
ordered by time stamp. Each line in the Serviceable Event Overview window
corresponds to one error within a serviceable event. Information provided includes
the following:

* Event status

* QOriginal time stamp

» Failing device name

» Failing machine type/model/serial number
= Error class

» Descriptive error text

You can sort events by time stamp or status.
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When you select a line in the Serviceable Event Overview window, all lines in the same
serviceable event are selected. To open the Serviceable Event Details window for the
selected event, select the event and then click Event Details .

Viewing Serviceable Event Details: To view serviceable event details, do the
following:

1. Perform the steps in|*Viewing Serviceable Events” on page 8

2. The Serviceable Event Details window opens, showing extended serviceable event
information. The Serviceable Event Detailed Attributes table includes the following
information:

e Status

» Earliest original time stamp of any managed object

* AlX error log

» Should this error ever get called home?

» Error was called home

* Pointer to extended error data collection on the HMC

The lower table displays all of the errors associated with the selected serviceable
event. The information is shown in the following sequence:

* Failing device system name

* Failing device machine type/model/serial
» Error class

» Descriptive error text

Viewing Serviceable Event Error Details: To view serviceable event error details, do
the following:

1. Perform the steps in|‘Viewing Serviceable Event Details’|

2. Select an error in the lower table and click Error Details .

Viewing Service Processor Error Details: To view service processor error details, do
the following:

1. Perform the steps in|*Viewing Serviceable Event Error Details’}

2. If the serviceable event error details you are viewing are for a service
processor-class error, the lower table on the resulting window contains service
processor errors. Select a service processor error from the lower table and click
Service Processor Error Details  to see further details. A window similar to the
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Thesze two windows show defgils of the selected service processor error, and inforration about the FRUs
associated with the error. You can only view this infornation.
Field Name | value [
Timesamp 060372001 O1:23:45
Error Code 111
Error Description abc failed
CSP Log Entry first log entry
FRLU=
Location Code | Internal FRUID | Pricrity {5
Slot-1 FRI-idl Medium
Slot-2 FRI-idz Ly
Poweersupply FRI-id3 High
Cloze | | Help || ? |
T il
Saving and Managing Extended Error Data: To save extended error data, do the
following:
1. In the Navigation area, select the Service Focal Point icon.
2. In the Contents area, click Select Serviceable Event
3. Perform the steps in ['Viewing Serviceable Event Details” on page 9|
4. Designate the set of serviceable events you want to view by selecting the failing
system’s name, the error class, the serviceable event status, and the number of
days to view. Click OK.
5. Double-click the serviceable event, or select it and click Event Details from the
menu.
6. Click Save EE Data.

Note: To save extended error data for only one error associated with the
serviceable event (rather than for the entire serviceable event), select the
error from the lower table and then click Error Details . In the next menu,
click Manage EE Data.

Viewing and Adding Serviceable Event Comments: To add serviceable event

following displays:

comments, you must be a member of the Service Representative role.
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To add comments to a serviceable event, do the following:

Note: You cannot edit or delete previous comments.

1.

2.
3.
4

In the Navigation area, select the Service Focal Point icon.
In the Contents area, click Select Serviceable Event .

Perform the steps in|*Viewing Serviceable Event Details” on page 9}

Designate the set of serviceable events you want to view by typing the failing
system’s name, the error class, the serviceable event status, and the number of
days to view. Click OK.

Double-click the serviceable event, or select it and click Event Details from the
menu.

Select the error to which you want to add comments to and click Comments... . If
you want to close the event and add comments, click Close Event from this
window. The Serviceable Event Comments window opens.

Type your name and add comments as appropriate. You can also review previous
comments, but you cannot edit this information.

If you clicked Comments on the Serviceable Event Details window, clicking OK
commits your entry and returns you to the Serviceable Event Details window.

If you clicked Close Event on the Serviceable Event Details window, clicking OK
commits all changes and opens the Update FRU Information window. For more
information about updating field replaceable units, see [‘Updating Field Replaceable Unit]

[(FRU) Information” on page 12|

Closing a Serviceable Event:  To close a serviceable event, do the following:

1.

2.
3.
4

In the Navigation area, select the Service Focal Point icon.
In the Contents area, click Select Serviceable Event .

Perform the steps in|"Viewing Serviceable Event Details” on page 9|

Designate the set of serviceable events you want to view by typing the failing
system’s name, the error class, the serviceable event status, and the number of
days to view. Click OK.

Double-click the serviceable event, or select it and click Event Details from the
menu.
Select the error to which you want to add comments and click Comments... .

Click Close Event from this window. The Serviceable Event Comments window
opens.

Type your name and add comments as appropriate. You can also review previous
comments, but you cannot edit this information.

If you clicked Comments on the Serviceable Event Details window, clicking OK
commits your entry and returns you to the Serviceable Event Details window.

Note: You must close a serviceable event after it has been serviced to ensure that
if a similar error is reported later, it is called home. If an old problem remains
open, the new similar problem is reported as a duplicate. Duplicate errors are
neither reported nor called home to a service center. Close a serviceable
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event when the partition that reports the error is active. Closing the event
causes the new status of the serviceable event to be properly sent to the
partition.

Updating Field Replaceable Unit (FRU) Information: This task allows you to update
the FRU information you changed or modified as a result of this serviceable event.

To update FRU information, do the following:

1.

2.
3.
4

In the Navigation area, select the Service Focal Point icon.
In the Contents area, click Select Serviceable Event .
Perform the steps in ['Viewing Serviceable Event Details” on page 9}

Specify the set of serviceable events you want to view by typing the failing system’s
name, the error class, the serviceable event status, and the number of days to view.
Click OK.

Double-click the serviceable event, or select it and click Event Details from the
menu.

Click FRU Information... . A window similar to the following opens:

The upper list shows FRLUs that are associated with the selected ewvent. If a FRU was replaced, double-click the
FRLU to enter replacement infornation.

Location Code | Fart Humber | ariginal? | Replaced? | Mews Part Hum | Timesamp ||
Slot-1 1234-X¥E Ve Ho =
Slot-2 S6TE-4FC Tes Tes 5555-DEF 071152001 01:02:33 !
Porer Supply 2468-QWC Ha Fes 2458-2WC 021142001 01:02:33

Clizk tha &dd Haw FRU bButton to 2dd inforsmtion about rnplacad or addad parts thatare not listed abowva.

Location Code Fart Humbsr Mew Fart Humbsr

Add Mew FRUL..

j Mo FRUs to update for this event

| QK | | Apply | | Cancel | | Help ||'-‘_|

In this example, three parts are involved in this serviceable event. The system
recommended that the part in STot-1 be changed (Original=Yes), but the
representative decided not to change the part. The HMC also recommended that
the part in Slot-2 be changed, and the part was replaced by a part, although one
with a different part number. The part in PowerSupply was not in the initial
recommendation for replacement, but was replaced with a part with the same part
number.

pSeries 690 Service Guide



The lower table shows any parts that you have replaced or added during your
current update session but that have not been committed to the serviceable event.
The changes from the lower table are committed by clicking the OK or Apply .

Replacing an Existing FRU:  To replace a part already listed for this serviceable
event, do the following:

1.

Perform the steps in|*Updating Field Replaceable Unit (FRU) Information” or{

In the upper table, double-click the part you want to replace.
If the FRU has a new part number, type it in the New FRU Part Number field.

Click Replace FRU. The Update FRU Information window displays the FRU
replacement information in the lower table. Click OK or Apply to commit the
changes to the serviceable event.

Adding a New FRU: You can add a part to the serviceable event that was not listed
in the upper table of the Update FRU Information window. To add a new FRU for this
serviceable event, do the following:

1.

Perform the steps in[“Updating Field Replaceable Unit (FRU) Information” on

Click Add New FRU to List .
Type the FRU'’s location code and its part number in the appropriate fields.

Click Add to List . The Update FRU Information window opens and displays the
newly added FRU in the lower table, as shown in the following example.

The upper list shows FRUs that are associated with the selected event. Ifa FRU was replaced, double-click the
FRUt2 enter replacement information.

Location Code | Fart Humber | Qriginal? | Replaced? | Mewe Fart Hum | Tirmes@amp
Slat-1 1234-XYE Yes Hao
Slat-2 5678-4BC Yes Tes 5555-DEF 071142001 01:02:33
Ponrer Supply 2468-0VC Hao Tes 2458-7WC 07142001 01:02:35

Clicl tha Add Maw FRU button to add infarnmtion abaut eplacad or addsd parts that ara not listed abowa.

Location Code | Fart Numbsar | Newt Part Mumber
Hlat-1 1234-EYTZ 1254-XY¥Z
Slat-7 TIF-TEN TI-TEH

Add New FRU...

|_| Ho FRUs to update for this event

| akK | | Apply | | Cancel | | Help ||"‘_|
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5. Click OK or Apply to commit these changes to the serviceable event.

Note: After you click OK or Apply , you cannot change this information. If you
clicked the Close Event button in the Serviceable Event Details window,
then clicking OK also completes the close dialog and changes the status of
the serviceable event to Closed.

Viewing Serviceable Event Partition Information: You can view partition information

associated with this serviceable event. This information includes each affected
partition’s state and resource use.

1.

2.
3.
4

In the Navigation area, select the Service Focal Point icon.
In the Contents area, click Select Serviceable Event
Perform the steps in ['Viewing Serviceable Event Details” on page 9}

Specify the set of serviceable events you want to view by typing the failing system’s
name, the error class, the serviceable event status, and the number of days to view.
Click OK.

Double-click the serviceable event, or select it and click Event Details from the
menu.

Click Partition Info... . A window similar to the following opens:

T T T T L )

serviCeanie Event Fartic

The following is the partition infornation aszociated with the serviceable event:

Fartition 1 named PARTITICHNL is running |
Procezzors 1,4,7.9 t
Memory usage 16.256 G bytes

1/0 Drawer 567 8-B23_ 1234567 RIO-atached
Slot 1 Class Code: Ethernet adapter

Slot 5 Class Code: SC51 Controller adapter
Slot 7 Class Code: Ethernet adapter

Slot 3 Clazs Code: Ethernet adapter

Fartition 4 named PARTITIONS iz booting
Proceszors 2,3,12,132

Memory usage 3.512 Gbytes

I/0 Drawer 567 8-B23_234567 RIO-atachad |-
Slot 1 Class Code: Ethernet adapter
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Powering the System On and Off

This section provides procedures for powering on and powering off the system.

Powering the System On
The system can be powered on after all of the following steps have been completed:
» All I/O drawer cables are connected
* UPIC cables are connected
» All PCI cables to supported subsystems are connected
* The hardware management console (HMC) is connected
» Power is connected to the system and the UEPO switch is set to On

After the required cables are installed, and the power cables are connected, the HMC
graphical user interface provides a power-on function to turn on the power to the
system. The power button on the media subsystem operator-panel can be pushed to
initialize the system, but the preferred method is to use the HMC. Progress indicators,
also referred to as checkpoints, are visible on the media subsystem operator panel
display as the system power is turned on. The power LED on the media subsystem
stops blinking and stays on, indicating the system power is on.

The processor subsystem and I/O subsystems are powered on through the system
power control network (SPCN). When power is applied, the power LEDs on the media
subsystem go from blinking to on continuously, and the power LEDs on the processor
subsystem and I/O subsystem(s) come on and stay on. This indicates that power levels
are satisfactory in the subsystems.

Powering the System Off

Note: This procedure turns the system off, but does not remove power from some
parts of the system. For more information about how to power off and remove
power from the system, go to [‘Powering Off and Powering On the System” on|
lpage 771| and |'System Power-On Methods” on page 734]

The HMC user interface provides a power-off function to turn off the power to the
system.

Also, if the system is operating in a Full System Partition under AlX, typing the
shutdown command causes the system to shut down and power off. The -F option
shuts down the system without notifying system users. Check with the system
administrator before using this command. If you cannot use this method, you can power
off the system by pressing the power button on the media subsystem operator panel.

Attention:  Using the operator-panel power button to power off the system can cause
unpredictable results in the data files, and the next IPL will take longer to complete.
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@server pSeries 690 Data Flow

The following figure shows the data flow for the system.
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Power-On Self-Test

After power is turned on and before the operating system is loaded, the partition does a
power-on self-test (POST). This test performs checks to ensure that the hardware is
functioning correctly before the operating system is loaded. During the POST, a POST
screen displays, and POST indicators display on the virtual terminal. The next section
describes the POST indicators and functions that can be accessed during the POST.

POST Indicators

POST indicators indicate tests that are being performed as the partition is preparing to
load the operating system. The POST indicators are words that display on the virtual
terminal. Each time that the firmware starts another step in the POST, a POST indicator
word displays on the console. The POST screen displays the following words:

Memory Memory test

Keyboard Initialize the keyboard and mouse. The time period for pressing a key
to access the System Management Services, or to initiate a service
mode boot is now open. See ['POST Keys'| for more information.

Network Self-test on network adapters
SCSI Adapters are being initialized
Speaker Sounds an audible tone at the end of POST

POST Keys

1 Key

5 Key

The POST keys, if pressed after the keyboard POST indicator displays and before the
last POST indicator (speaker) displays, cause the system to start services or boot
modes used for configuring the system and diagnosing problems. The system will beep
to remind you to press the POST key (if desired) at the appropriate time. The keys are
described as follows:

The numeric 1 key, when pressed during POST, starts the System Management
Services (SMS) interface.

The numeric 5 key, when pressed during POST, initiates a partition boot in service
mode using the default service mode boot list.

This mode attempts to boot from the first device of each type found in the list. It does
not search for other bootable devices of that type if the first device is not bootable.
Instead, it continues to the next device type in the list. The firmware supports up to five
entries in the boot list.

The default boot sequence is:
1. Diskette
2. CD-ROM
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6 Key

8 Key

3. Hard file

Tape drive (if installed)
Network

a. Token ring

b. Ethernet

o

The numeric 6 key works like the numeric 5 key, except that firmware uses the
customized service mode boot list, which can be set in the AlX service aids.

To enter the open firmware command line, press the numeric 8 key after the word
keyboard displays and before the last word (speaker) displays during startup. After you
press the 8 key, the remaining POST indicators display until initialization completes.

This option is used only by service personnel to collect additional debug information.

To exit from the open firmware command prompt, type reset-all or power off the system
and reboot.

@server pSeries 690 System Locations

The @server pSeries 690 system consists of a minimum of four subsystems in one
rack as follows:

* Processor subsystem
* Media subsystem

* One I/O subsystem

* Power subsystem

These components are connected by cables that transmit data and control signals. I/O
subsystems can be added if further expansion of the system is required (up to seven
additional 1/0 subsystems, using two racks).
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The following figures show the minimum system configuration on the left. The minimum
system configuration with the integrated battery feature (IBF) on the right.
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1 BPA Fan (U1.35-P1-F1) 4 Processor Subsystem Fan 1, (U1.18-F1)

2 BPA Fan (U1.35-P2-F1) 5 Processor Subsystem Fan 3, (U1.18-F3)

3 Processor Subsystem Fan 2, 6 Processor Subsystem Fan 4, (U1.18-F4)
(U1.18-F2)

Note: The I/0O subsystem fan assemblies are inside the 1/0O subsystems, positioned
from left to right behind the DASD 4-packs in order of fan assembly 1, fan
assembly 2, fan assembly 3, and fan assembly 4.
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UEPO Switch

The UEPO (Unit Emergency Power Off) switch is accessible through the external cover.
The switch contains a room emergency power off (EPO) interlock connector and bypass
switch, a dual element rack service amber LED (one element driven per bulk power
controller, a service complete button (white) and start service button (green), an off
button and four thermistors for BPC ambient temperature sensing. The UEPO switch is
shown in the following figure.
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UEPO Front Panel 7 JO2 Connector
UEPO Side Panel 8 Power Switch
UEPO Rear Panel 9 System Fault LED

JO0 Connector Front BPA (Back) 10 Start Service Button (Green)
JO1 Connector Rear BPA (Back) 11 Service Complete Button (White)
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Room EPO Bypass Interlock

The UEPO switch disables 350 V bulk power conversion and isolates all battery power
to the battery compartments, without having to disconnect the heavy power cords under
the customer’s raised floor.

At the system level, the UEPO switch is connected to each of the two BPCs through
two interface connectors. The switch can be concurrently replaced by forcing the BPCs
into UEPO bypass mode, using the small slide switches on the face of the BPCs. The
switch is mounted in the side pocket area of the rack and remains stationary when the
front cover of the system is opened. The service buttons are used by service personnel
to repair the power subsystem. If the system is off when the service complete button is
pressed, the system will power on. A sliding plastic cover over the red switch prevents it
from being accidentally activated in the customer environment.
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7040 Model 681 Processor Subsystem Processor Subsystem Locations
This section provides a front view and a rear view of the processor subsystem with
descriptions and locations for each part of the processor subsystem. Detailed location
information for processor subsystem I/O books is also included.

7040 Model 681 Processor Subsystem Processor Subsystem Front
View

Note: For slot assignments, see[‘Memory to Processor Relationships” on page 54
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1 Processor Subsystem Chassis 5 Fan Controller
2 Outer Memory Book 6 Fan Chassis
3 Inner Memory Book 7 Fan Filter
4 Fan
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7040 Model 681 Processor Subsystem Processor Subsystem Rear
View
’

23 4 5

ey —————
fwgﬂﬁ
ol 15 le o
4

—_
o o

e o o
o a=

[

=
—

S —

L= T
— o == ==

13 12 11
1 Slot 1 (Reserved) 8 Capacitor Book
2 DCA Book 1 9 DCA Book 6 (reserved)
3 DCA Book 2 10 Primary 1/O book - Slot 0
4 Capacitor Book 11 I/0 Book 3 - Slot 3
5 DCA Book 3 12 1/0 Book 2 - Slot 2 (Inner Connectors)
6 DCA Book 4 13 1/O Book 2 - Slot 2 (Outer Connectors)
7 DCA Book 5
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I1/0 Book Connector Locations
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26 26
Primary I/O Book, Slot 0 17 Debug (Manufacturing use only)
(U1.18-P1-H2)
Secondary 1/0 Book, Slot 2 18 1/0 Port 3 (D1) (U1.18-P1-H3/Q5)
(U1.18-P1-H3)
Third I/O Book, Slot 3 19 1/0 Port 3 (D0) (U1.18-P1-H3/Q6)
(U1.18-P1-H4)
1/0 Port 0 (A0) 20 I/0 Port 2 (C1) (U1.18-P1-H3/Q7)
(U1.18-P1-H2/Q1)
1/0 Port 0 (A1) 21 1/0 Port 2 (C0) (U1.18-P1-H3/Q8)
(U1.18-P1-H2/Q2)
Operator Panel 22 1/0 Port 4 (A0) (U1.18-P1-H3/Q4)
(U1.18-P1-H2/Q7)
BPC Y-cable* connector 23 1/0 Port 4 (A1) (U1.18-P1-H3/Q3)
U1.18-P1-H2/Q8 or
U1.18-P1-H2/Q9
1/0 Port 1 (BO) 24 Indicator LEDs
(U1.18-P1-H2/Q3)
1/0 Port 1 (B1) 25 1/0 Port 5 (B0) (U1.18-P1-H3/Q2)
(U1.18-P1-H2/Q4)
Diskette Drive 26 Camming Latches
(U1.18-P1-H2/Q10)
HMC 1 (U1.18-P1-H2/S3) 27 I/0O Port 5 (B1) (U1.18-P1-H3/Q1)
HMC 2 (U1.18-P1-H2/S4) 28 1/0 Port 6 (D1) (U1.18-P1-H4/Q5)
Serial Port 1 (U1.18-P1-H2/S1) 29 1/0 Port 6 (DO) (U1.18-P1-H4/Q6)
Serial Port 2 (U1.18-P1-H2/S2) 30 1/0 Port 7 (C1) (U1.18-P1-H4/Q7)
SPCN 0 (Manufacturing use 31 1/0 Port 7 (CO) (U1.18-P1-H4/Q8)

only) (U1.18-P1-H2/Q5)
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16 SPCN 1 (Manufacturing use
only) (U1.18-P1-H2/Q6)

* The Y-cable that attaches to this connector, terminates at BPC-A connector
U1.35-P1-X4/Q10 and BPC-B connector U1.35-P2-X4/Q10.

Media Subsystem Locations
The following figures show locations for devices installed in the media subsystem, and

the SCSI IDs for the media devices.

Note: The SCSI IDs shown for media indicate how installed devices are set when
shipped from the factory.

Media Subsystem Front View

1 2 3 At
@) ! ! s \' = ' 0
E= [ —— ° — e
® no - — ] — o
1 Diskette Drive 3 Optional Media Drive (4 mm Tape, CD-ROM,

or DVD-RAM), SCSI Address 06

2 CD-ROM Drive, SCSI Address 05 4 Operator Panel

Media Subsystem Rear View

Note: DVD-RAM and 4 mm tape drives can be located in the rear of the media
subsystem only if the room is maintained at a nominal room temperature of 24C

(75.2F).
1 2
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; 5 v b
1 Optional Media (4 mm Tape, 5 Front SCSI Power Connection
CD-ROM, or DVD-RAM), SCSI
Address 05
2 Optional Media (4 mm Tape, 6 Front SCSI Connection
CD-ROM, or DVD-RAM), SCSI
Address 06
3 Rear SCSI Power Connection 7 Diskette Drive Connection
4 Rear SCSI Connection 8 Operator Panel Connection
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Media Subsystem Operator Panel
1 2 3

O o

6 @@ ]

5
4
1 Power on/off button 4 Reset button
2 Power on/off LED 5 Service processor reset button (Service use
only)
3 Operator panel display 6 Disturbance or system attention LED

Note: You must activate the service processor reset button very carefully. Using an
insulated paper clip is recommended. Unbend the clip so that it has a straight
section about two inches long. Insert the clip straight into the hole, keeping the
clip perpendicular to the plastic bezel. When you engage the test reset switch,
you should feel the detent of the switch. After you press the switch, the service
pr