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Safety Notices

A danger notice indicates the presence of a hazard that has the potential of causing
death or serious personal injury.

Danger notices appear on the following pages:

.

A caution notice indicates the presence of a hazard that has the potential of causing
moderate or minor personal injury.

Caution notices appear on the following pages:
.

Note: For a translation of these notices, see the System Unit Safety Information
manual, order number SA23-2652.

Electrical Safety

Observe the following safety instructions any time you are connecting or disconnecting
devices attached to the system.

CAUTION:

This product is equipped with a three—wire power cable and plug for the user’s
safety. Use this power cable with a properly grounded electrical outlet to avoid
electrical shock.

Laser Safety Information

CAUTION:
This product may contain a CD-ROM which is a class 1 laser product.

Laser Compliance
All lasers are certified in the U.S. to conform to the requirements of DHHS 21 CFR
Subchapter J for class 1 laser products. Outside the U.S., they are certified to be in
compliance with the IEC 825 (first edition 1984) as a class 1 laser product. Consult the
label on each part for laser certification numbers and approval information.

CAUTION:

All IBM laser modules are designed so that there is never any human access to
laser radiation above a class 1 level during normal operation, user maintenance,
or prescribed service conditions. Data processing environments can contain
equipment transmitting on system links with laser modules that operate at
greater than class 1 power levels. For this reason, never look into the end of an
optical fiber cable or open receptacle. Only trained service personnel should
perform the inspection or repair of optical fiber cable assemblies and receptacles.
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Data Integrity and Verification

IBM computer systems contain mechanisms designed to reduce the possibility of
undetected data corruption or loss. This risk, however, cannot be eliminated. Users who
experience unplanned outages, system failures, power fluctuations or outages, or
component failures must verify the accuracy of operations performed and data saved or
transmitted by the system at or near the time of the outage or failure. In addition, users
must establish procedures to ensure that there is independent data verification before
relying on such data in sensitive or critical operations. Users should periodically check
the IBM support websites for updated information and fixes applicable to the system and
related software.

Vii
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About This Book

This book is used by the service representative to help repair hardware management
console (HMC) hardware failures. This book assumes that the service representative is
trained to service the HMC system hardware and the managed systems that are
supported by the HMC.

This book provides maintenance information to help diagnose and repair problems that
may occur on the HMC. The HMC consists of a personal computer that runs software
that is used to manage the configurations of one or more other systems. “Managed
system” is the term used in the book for references to systems that are managed by the
HMC.

The HMC is connected to one or more managed system through a serial port. The
managed systems are capable of running logically partitioned configurations (LPAR) or
symmetric multi-processor configurations. The HMC provides the tools and interfaces to
enable system administrators and service representatives to perform installation,
configuration, problem determination, and service tasks on the managed system.
Because the HMC can be connected to multiple managed systems, there is a need for
only one console to perform these tasks on numerous managed systems.

This book refers to other service documentation that is available for the HMC. The
system hardware part of the HMC is based on either of the following personal
computers:

¢ 6578 Model D5U

* 6792 Model LPU

The maintenance documentation for the personal computers listed above is used to
service the system as a stand alone system.

This book provides maintenance information for specific configurations of the HMC
including adapters, and devices that have been added to the configuration to provide
communication between the HMC and the managed system.

This book should be used if you have been directed to perform HMC tasks from the
managed system’s service documentation.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing
of this product.

Online Publications

IBM @server pSeries publications are available online. To access the online books,
visit our Web site at: http://www.ibm.com/servers/eserver/pseries/library/hardware_docs/



Related Publications

The following publications provide additional information about the system:

The IBM Hardware Management Console for pSeries Operations Guide, order
number SA38-0590, contains information to help users to operate the hardware
management console and manage partitions on the attached host systems.

The managed system’s service guide, contains information about the system that is
connected to the hardware management console. The managed system'’s service
guide directs the service representative to this book in the event that the hardware
management console and the managed system cannot communicate because of a
problem with the hardware management console or the cabling between the two
systems.

The Diagnostic Information for Multiple Bus Systems, order number SA38-0509,
contains common diagnostic procedures, error codes, service request numbers, and
failing function codes for a managed system. This manual is intended for trained
service representatives. If a problem is related to the Hardware Management
Console, the Diagnostic Information for Multiple Bus Systems book directs the
service representative to the appropriate book for the hardware management
console.

The Hardware Maintenance Manual for IBM NetVista Computer type 6578 or 6792
(available through: http://www.pc.ibm.com), contains information for servicing the
hardware management console personal computer.

The Site and Hardware Planning Information, order number SA38-0508, contains
information to help you plan your installation.

The Electronic Service Agent for RS/6000 User’s Guide, contains information for use
by the service representative to help set up and use the Electronic Service Agent.
The book is available on CD delivered with the hardware management console.

The System Unit Safety Information, order number SA23-2652, contains translations
of safety information used in this book.

Trademarks

The following terms are trademarks of the International Business Machines Corporation
in the United States, other countries, or both:

AIX

IBM
pSeries
@server
e (logo)

Other company, product, and service names may be trademarks or service marks of
others.
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Chapter 1. Reference Information

This section provides reference information for the hardware management console.

Hardware Management Console Overview

The hardware management console (HMC) system is delivered with its software
preinstalled on the disk drive. Once the system is installed and connected to a
managed system, system management tasks can begin.

The HMC uses its serial connection to one or more managed system to perform various
functions. The HMC’s main functions include:

» Providing a console for system administrators and service representatives to manage
system hardware.

» Creating and maintaining a multiple partition environment on a managed system.
» Detecting, reporting, and storing changes in hardware conditions.

* Acting as a service focal point for service representatives to determine an
appropriate service strategy (Ethernet connection required).

» Displaying a virtual operating system session terminal (VTERM) for each partition.

The HMC software does not have provisions for loading or running additional
applications that are not related to hardware management. All the tasks you need to
maintain the managed system, the underlying operating system, and the HMC’s
application code are available by using the HMC’s management applications.



Managed System Operation

The HMC'’s graphical user interface provides the functions needed to create and
maintain a partitioned environment on a managed system. Using the interface allows for
direct manipulation of HMC-defined objects and increased information regarding
detected changes in hardware conditions.

The managed system can be run as a partioned system, sometimes referred to as
logically partitioned (LPAR). This means that the managed system can run multiple
operating systems simultaneously. The system can also run as a large single partition,
also referred to as a Full System Partition.

The objective of a partitioned system is to provide users with the ability to divide a
single managed system into several systems. Each of these systems, running in a
partition, is capable of running applications in multiple, independent environments
simultaneously. Logical partitioning makes it possible for a user to run a single
application using different sets of data on separate partitions, as if that application were
running independently on separate physical system. By creating partitions, for example,
a company can test its program in one partition while developing the same program in
another, at the same time, all using the same system. This "same system” partitioning
method is more cost-effective, potentially eliminating the need for a separate test
system.

The full system partition is no different from the traditional way of using a system. The
single system uses all of its resources as one system.

HMC to Managed System Cabling

2

To connect your HMC to a pSeries system (managed system), connect the serial cable
into serial port one located on the back of the HMC. Connect the other end of the serial
cable into the HMC1 connector located on the primary 1/0 book of the managed
system.

The managed system has two HMC ports that support connection of one HMC each. If
desired, two HMCs can be connected to the same managed system for redundancy
and convenience.
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The following illustration shows the location of the serial ports on the back of the HMC
and the HMC connectors located on the system 1/O book. Shown in this example, two
HMCs are connected.
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Powering On and Off

During the process of powering up, the HMC checks to see which managed systems
are available and communicating with the console. To ensure that each managed
system is available before you turn the hardware management console power on,
managed systems must be in "standby mode” or actively operating. Standby mode is
indicated by the 0K shown in the operator panel after the managed system has the
power connected and the initial tests are complete.

Note: If the managed system is in an emergency power off (EPOW) condition, the
managed system must be brought to "standby mode” before the hardware
management console can be used to bring system power up.

To power on the hardware management console:
1. Press the Power button once to turn power on.

2. When the system has finished the power-on self-test (POST), log in to the HMC by
using your Service Representative name and password.

To power off the HMC:
1. When you want to turn off the HMC power, log into the HMC and select Power Off .

2. The HMC shuts down any applications that are running, and then turns the HMC
power off.

Note: If the HMC fails to respond and will not shutdown and turn off the power, call for
HMC software support.

Power-On Self-Test

After power is turned on and before the operating system is loaded, the system does a
power-on self-test (POST). This test performs checks to ensure that the hardware is
functioning correctly before the operating system is loaded. During the POST, codes
indicating the progress of the POST might appear on the display. Once POST is
complete, the HMC operating software loads and a login prompt appears.

Specifications

and System Unit Locations

The HMC system is based on the 6578 Model D5U personal computer. See the
Hardware Maintenance Manual for IBM NetVista Computer type 6578 or 6792
(available through: http://Aww.pc.ibm.com), order number S83G-7789 for information
about system specifications and system unit locations.
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External AC Power Cable

To avoid electrical shock, a power cable with a grounded attachment plug is provided.
Use only properly grounded outlets.

Power cables used in the United States and Canada are listed by Underwriter's
Laboratories (UL) and certified by the Canadian Standards Association (CSA). These
power cords consist of the following:

» Electrical cables, type ST

= Attachment plugs complying with National Electrical Manufacturers Association
(NEMA) L6-30P

* Appliance couplers complying with International Electrotechnical Commission (IEC)
Standard 320, Sheet C13 and C14

Power cables used in other countries consist of the following:
» Electrical cables, Type HD21 or HD22

» Attachment plugs approved by the appropriate testing organization for the specific
countries where they are used

» Appliance couplers complying with the International Electrotechnical Commission
(IEC) Standard 320, Sheet C13 and C14

Chapter 1. Reference Information 5



Service Inspection Guide

6

Perform a service inspection on the server when:

The server is inspected for a maintenance agreement.
Service is requested and service has not recently been performed.
An alterations and attachments review is performed.

Changes have been made to the equipment that may affect the safe operation of the
equipment.

External devices with their own power cables have those cables attached.

If the inspection indicates an unacceptable safety condition, the condition must be
corrected before anyone can service the machine.

Note: The owner of the server is responsible to correct any unsafe condition.

Perform the following checks:

1.

10.

11.

12.
13.

Check the covers for sharp edges and for damage or alterations that expose the
internal parts of the server unit.

Check the covers for proper fit to the server unit. They should be in place and
secure.

Perform the appropriate power-off procedures.
Open the covers.

Check for alterations or attachments. If there are any, check for obvious safety
hazards, such as broken wires, sharp edges, or broken insulation.

Check the internal cables for damage.
Check for dirt, water, and any other contamination within the server unit.

Check the voltage label on the back of the server unit to ensure that it matches the
voltage at the outlet.

Check the external power cable for damage.

With the external power cable connected to the server unit, check for 0.1 ohm or
less resistance between the ground lug on the external power cable plug and the
metal frame.

Perform the following checks on each device that has its own power cables:
a. Check for damage to the power cord.
b. Check for the correct grounded power cable.

c. With the external power cable connected to the device, check for 0.1 ohm or
less resistance between the ground lug on the external power cable plug and
the metal frame of the device.

Close the doors.
Perform the appropriate power-on procedures.
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Chapter 2. Diagnostics Overview

Diagnostic Flow

The first step to service a managed system and the attached hardware management
console (HMC) is to begin in the Diagnostic Information for Multiple Bus Systems
maintenance analysis procedures (MAPS). The Diagnostic Information for Multiple Bus
Systems, order number SA38-0509 directs the service representative to the appropriate
documentation depending on the type of problem that is to be isolated and repaired.

If a problem is determined to be in the HMC, the Entry MAP in this book directs you to
the appropriate information to diagnose and repair the HMC.

MAPs

The MAPs for the HMC are the starting point for diagnosing and repairing the HMC.
The MAPs guide the service representative to a specific repair action. There are
occasions where the MAPs direct the service representative directly to the personal
computer service documentation. When this occurs, the personal computer service
documentation is used to complete the repair action.

Diagnostics, Test, and Recovery

The following tools are available to help identify and resolve hardware-related problems:
» Power-on self-test (POST)

— POST beep codes

— Error code format
» PC Doctor

When you are referred to the service documentation for the PC, refer to the Hardware
Maintenance Manual for IBM NetVista Computer type 6578 or 6792 (available through:
http://www.pc.ibm.com), order number S83G-7789.
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Chapter 3. HMC Software Support

The software support organization uses this feature to look at the HMC's internal code
and determine how to fix a software problem.

Only a service or support representative can access this feature. When the hscpe user
selects the Microcode Maintenance feature, the system prompts the service
representative for a password. The service representative must contact software
support to obtain this password.

The following diagram shows what opens in the Contents area when the problem
determination application is selected in the Navigation area.

Problem Determination

More Information

TASKS Microcode Maintenance

Viewing the HMC Console Logs

The console logs display error and information messages that the console has logged
while running commands. The service representative can use this information to learn
more about what caused an error and how to resolve it. The HMC classifies log entries
as either an informational message or an error message and are identified with an / or
E, respectively. The HMC lists these log entries chronologically, with the most recent
shown at the top of the list.

Use the HMC Console Log to view a record of HMC system events. System events are
activities that indicate when processes begin and end. These events also indicate
whether the attempted action was successful.

To view the HMC log, do the following:



5.

To allow access to the HMC Micorcode Maintenance as the hscpe user, contact
software support and request the password.

In the HMC Navigation area, click on Problem Determination

In the Contents area, click on Microcode Maintenance . The User Authentication
window opens.

Enter the HMC system unit's serial number and the password provided by software
support. The Microcode Maintenance Menu window opens.

Select View Console Logs to open a listing of the HMC Log window.

The log includes the following information:

The event’s unique ID code

The Date the event occurred

The time the event occurred

The log’s type

The name of the attempted action
The log's reference code

The status of the log

To view a particular event, do the following:

1.
2.

Select an event by clicking once on it.

Press Enter to get to a summary of the log you selected. From here, you must
select a Block ID to display. The blocks are listed next to the buttons, and include
the following options:

» Standard Data Block

» Secondary Data Block

* Microcode Reason / ID Error Information
Select the data block you want to view.

Press Enter. The extended information shown for the data block you selected
includes the following:

* Program name

* Current process ID

* Parent process ID

* Current thread priority

* Current thread ID

* Screen group

» Subscreen group

» Current foreground screen process group
» Current background screen process group.

For information about error messages displayed and recovery for these messages, see

[‘Error Messages and Recovery Information” on page 31}
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Chapter 4. Maintenance Analysis Procedures

Use the information in this section to diagnose and repair problems that are related to
the hardware management console (HMC). You should use these maintenance analysis
procedures (MAPs) when directed from the managed system’s service documentation,
or when a problem with the HMC is suspected

Note: If you are looking for procedures that are related to servicing the HMC, see the
following, for:

Diagnostic information and service tips, go to [Chapter 2, “Diagnostics|
|Overview” on page 7]
Removing and and replacing parts, go to [Chapter 6, “Removal and|
|Replacement Procedures” on page 105}

Backing up disk drive information on the HMC, refer to the IBM Hardware
Management Console for pSeries Operations Guide, form number SA38-0590
for backup procedures.

Restoring disk drive information on the hardware management console, refer
to the IBM Hardware Management Console for pSeries Operations Guide,
form number SA38-0590 for backup procedures.

Checking modem settings. Refer to the IBM Hardware Management Console
for pSeries Operations Guide, form number SA38-0590.

Additional PC maintenance information.Refer to the service documentation for
the PC. See the Hardware Maintenance Manual for IBM NetVista Computer
type 6578 or 6792 (available through: http://www.pc.ibm.com).

Entry MAP

To start, find the symptom in the Symptom column of the following table. Then, perform
the action described in the Action column.

Symptom

IAction

Operator reported that the hardware Go to[‘MAP 1020 Problem Determination” on|
management console did not start but no other |Eage 13|
problems were reported.

Operator reported “Communication not active” | Go to[‘Managed System Connection” on|
on the hardware management console. age 17

Operator reported communication problems Go to[‘Managed System Connection” on|
with a remotely connected hardware age 17
management console or a managed system.

Power Problems Go to[*'MAP_1520 Power” on page 15

HMC Boot Problems Go to|*MAP 1020 Problem Determination” on|
page 13

Display problem Go to[‘Display Problems” on page 30}

DVD-RAM drive problem Go to|'DVD RAM MAP” on page 25|

Disk drive problem Go to['Disk Drive MAP” on page 24}
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Symptom

/Action

Diskette drive problem

Go to[‘Diskette MAP” on page 28

Ethernet LAN problem

Go to[‘Ethernet MAP” on page 22

You need to test the system to verify a
problem with the:

» display

« diskette drive

* DVD-RAM Drive
« disk Drive

» Ethernet LAN

Go to|“System Unit Testing” on page 16|

Eight character error code begining with
“HMC” received when using the HMC
graphical user interface..

Go to|Chapter 5, “Error Code to FRU Index” on|

|Eage 31|

HMC does not communicate through the
modem.

Go to[‘Modem MAP” on page 19|

PC Doctor diagnostic tests detected an error.

Follow the instructions in the Hardware
Maintenance Manual for IBM NetVista Computer
type 6578 or 6792 (available through:
http://lwww.pc.ibm.com).

If a part is called out for replacement, check the
Chapter 7, “Hardware Management Console]
of this book for parts that are
not included in the personal computer service
documentation.

Problems understanding the usage of the
HMC.

Go to IBM Hardware Management Console for
pSeries Operations Guide.

All other problems (for example: HMC
graphical user interface unresponsive, parity
errors, power, POST codes, blank display,
mouse, or keyboard).

Go to[*MAP 1020 Problem Determination” on|

|page 13|

Symptoms not in this list.

Go to['MAP 1020 Problem Determination” on|

|page 13|
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MAP 1020 Problem Determination

Step 1020-1

Step 1020-2

Step 1020-3

Use this MAP to determine if there is a problem with the hardware management
console hardware. This MAP might direct you to procedures in different sections of this
book or to other books.

Note: If the hardware management console is running, shut the console down by
exiting the graphical user interface, the PC should turn the power off
automatically. If the PC cannot turn off the power, then turn the power switch off.

1. Turn the hardware management console power on.

Watch the console and allow enough time for the system to complete the POST and
load the hardware management console software.

3. Watch and listen for the following failing symptoms during power on:
* POST error condition
» A series of beeps that indicate an error condition
* The hardware management console login screen and user interface fails to start.
* A reference code or any other error information is displayed.

Do you have any of the failing symptoms during power on?

No Go to|‘Step 1020-2'].

Yes Go to the “General Checkout” section for your machine type in the Hardware
Maintenance Manual for IBM NetVista Computer type 6578 or 6792 (available
through: http://www.pc.ibm.com).

Follow the procedures in[‘System Unit Testing” on page 16|to run the PC diagnostic
software (PC Doctor).

Does the PC Doctor diagnostics diskette boot up and allow tests to be run on the
PC system unit?

No Go to['MAP 1520 Power” on page 15|

Yes Go to['Step 1020-37.

Follow the procedures in [‘System Unit Testing” on page 16| to test the hardware
management console PC hardware. Select System Unit problem area and run the test
for Run All Selected .

Did the system unit tests detect any errors?

No Go to['Step 1020-4" on page 14
Yes Go to['Step 1020-5” on page 14}

Chapter 4. Maintenance Analysis Procedures 13



Step 1020-4

Step 1020-5

Step 1020-6

Step 1020-7

Attention:  Contact software support before continuing.

You might need to reload the hardware management console from the recovery DVD

and reload the customer’s backup profile and configuration data (see|‘How to Reload

[the Hardware Management Console Image” on page 108 for more information).

After reloading the software from the recovery DVD, does the hardware
management console start up correctly?

No Call your support representative.

Yes This ends the procedure. Go to MAP 0410 in the Diagnostic Information for
Multiple Bus Systems.

Use the PC Doctor diagnostics and the maintenance procedures for the type of PC you
are working on to isolate the failure and exchange FRUSs. Follow the instructions in the
Hardware Maintenance Manual for IBM NetVista Computer type 6578 or 6792
(available through: http://www.pc.ibm.com).

When the problem is repaired, or, if the problem cannot be isolated, continue with
‘Step 1020-6".

Note: If you reach this step and you have not been able to isolate a failure, call your
next level of support for assistance.

Reinstall all FRUs that did not fix the problem.

You must have performed a repair action to continue. If you have not already done so,
verify the repair. For instructions, see|*System Unit Testing” on page 16,

Did the system unit tests run without errors?

No Return to[‘System Unit Testing” on page 16|to troubleshoot the error. Continue
here when the problem is resolved. Continue with [‘SteE 1020-7’1

Yes Go to[‘Step 1020-7.

Does the hardware management console communicate with all connected
managed systems?

No Go to ['Managed System Connection” on page 17}

Yes Go to['Step 1020-8” on page 15,
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Step 1020-8

Step 1020-9

Did you exchange the system board or the system board battery?

No This ends the procedure.

Yes Go to ['Step 1020-9°

If you have not already done so, configure the system board. Refer to[‘Configuring the

[System” on page 107|

This ends the procedure.

MAP 1520 Power

To troubleshoot a power problem on the PC, refer to the service documentation for the
PC. Go to the “General Checkout” section for your HMC PC machine type in the
Hardware Maintenance Manual for IBM NetVista Computer type 6578 or 6792
(available through: http://www.pc.ibm.com).

MAP 1530: Testing the HMC

This MAP tests each of the base parts of the hardware management console. If a
failure is detected, you will be instructed to fix the failing pa