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Preface

This redbook is Volume 5 of a five-volume set that is designed to introduce the
structure of an OS/390 and S/390 operating environment. The set will help you
install, tailor, and configure an OS/390 operating system, and is intended for
system programmers who are new to an OS/390 environment.

In this Volume, Chapter 1 provides a description of a base and Parallel Sysplex.
A sysplex is a collection of OS/390 systems that cooperate, using certain
hardware and software products, to process work.

Chapter 2 describes the MVS System Logger. System logger is a set of services
that allows an application to write, browse, and delete log data. You can use
system logger services to merge data from multiple instances of an application,
including merging data from different systems across a sysplex.

Chapter 3 describes Global resource serialization (GRS) which offers the control
needed to ensure the integrity of resources in a multisystem environment.
Combining the systems that access shared resources into a global resource
serialization complex enables you to serialize resources across multiple
systems.

Chapter 4 describes the operation of an MVS system which involves console
operations or how operators interact with MVS to monitor or control the
hardware and software and message and command processing that forms the
basis of operator interaction with MVS and the basis of MVS automation.

Chapter 5 describes Automatic Restart Management (ARM) which is the key to
automating the restarting of subsystems and applications (referred to collectively
as applications) so they can recover work they were doing at the time of an
application or system failure and release resources, such as locks, that they
were holding. With an automatic restart management policy, you can optionally
control the way restarts are done.

Chapter 6 describes the hardware management console (HMC) which provides a
single point of control to manage your central processor complex (CPC).

Chapter 7 describes workload management which provides a way to define MVS
externals and tune MVS without having to specify low-level parameters. The
focus is on setting performance goals for work, and letting the Workload
Manager handle processing to meet the goals.

Chapter 8 describes problem diagnosis. MVS supplies many tools and service
aids that assist with problem diagnosis. These tools includes dumps and traces,
while service aids includes the other facilities provided for diagnosis.
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This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization Poughkeepsie
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Chapter 1. Base and Parallel Sysplex

The OS/390 sysplex has been available since 1990 when it was announced as a platform for an
evolving large system computing environment. It has become the large system computing
environment that offers you improved price/performance through cost effective processor technology
and enhanced software. This technology builds on existing data processing skills and will run existing
applications—an additional cost saver. A sysplex can also increase system availability, and at the
same time, it increases your potential for doing more work.

A sysplex is a collection of OS/390 systems that cooperate, using certain hardware and software
products, to process work. A conventional large computer system also uses hardware and software
products that cooperate to process work. A major difference between a sysplex and a conventional
large computer system is the improved growth potential and level of availability in a sysplex. The
sysplex increases the number of processing units and OS/390 operating systems that can cooperate,
which in turn increases the amount of work that can be processed. To facilitate this cooperation, new
products were created and old products were enhanced.

Since the introduction of the sysplex, IBM has developed technologies that enhance sysplex
capabilities. The Parallel Sysplex architecture supports a greater number of systems and significantly
improves communication and data sharing among those systems.

High performance communication and data sharing among a large number of MVS systems could be
technically difficult. But with the Parallel Sysplex cluster, high performance data sharing through a
new coupling technology (coupling facility) gives high performance multisystem data sharing capability
to authorized applications, such as MVS subsystems. Use of the coupling facility by subsystems, such
as Information Management System (IMS), ensures the integrity and consistency of data throughout the
entire sysplex.

The capability of linking together many systems and providing multisystem data sharing makes the
sysplex platform ideal for parallel processing, particularly for online transaction processing (OLTP) and
decision support.

In short, a Parallel Sysplex cluster builds on the base sysplex capability, and allows you to increase
the number of CPCs and MVS images that can directly share work. The coupling facility enables high
performance, multisystem data sharing across all the systems. In addition, workloads can be
dynamically balanced across systems with the help of new workload management functions.
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Sysplex Software
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Figure 1. Sysplex software

1.1 Sysplex software

The following types of software can be part of a sysplex:

System

Networking

Data management

Transaction management

Systems management

System software is the base system software that is enhanced to support a
sysplex; it includes the MVS operating system, JES2 and JES3, and DFSMS.

Networking software includes Virtual Telecommunications Access Method
(VTAM) which supports the attachment of a sysplex to a network.

Data management software includes the data managers that support data
sharing in a sysplex such as Information Management System Database
Manager (IMS DB), DATABASE 2 (DB2), and Virtual Storage Access Method
(VSAM).

Transaction management software includes the transaction managers that
support a sysplex such as Customer Information Control System (CICS/ESA
and CICS Transaction Server) and Information Management System
Transaction Manager (IMS TM).

Systems management software includes a number of software products
which are enhanced to run in a sysplex and exploit its capabilities. The
products manage accounting, workload, operations, performance, security,
and configuration, and they make a sysplex easier to manage by providing a
single point of control.
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Sysplex Hardware
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Figure 2. Sysplex hardware

1.2 Sysplex hardware

The following types of hardware participate in a sysplex:
Coupling facilities
Coupling facilities enables high performance multisystem data sharing.
Coupling facility channels

Coupling facility channels provide high speed connectivity between the coupling facility and the
central processor complexes (CPCs) that use it.

Sysplex Timers
A Sysplex Timer synchronizes the time-of-day (TOD) clocks in multiple CPCs in a sysplex.
System/390 processors

Selected models of S/390 processors can take advantage of a sysplex. These include large
water-cooled processors, air-cooled processors, and microprocessor clusters.

ESCON channels and directors

Enterprise Systems Connection (ESCON) channels enhance data access and communication in the
sysplex. The ESCON directors add dynamic switching capability for ESCON channels.

ESCON control units and I/O devices
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ESCON control units and I/O devices in a sysplex provide the increased connectivity necessary
among a greater number of systems.
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Sysplex Philosophy
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Figure 3. Sysplex philosophy

1.3 Sysplex philosophy

A new violinist who joins the symphony orchestra receives a copy of the score, and begins playing
with the other violinists. The new violinist has received a share of the workload. Similarly in a
sysplex, if you add a system, a Customer Information Control System (CICS) OLTP workload can be
automatically rebalanced so that the new system gets its share, provided you have set up the correct
definitions in your sysplex.

1.3.1 Dynamic workload balancing

In the CICS OLTP environment, transactions coming into the sysplex for processing can be routed to
any system. CICS uses a component of OS/390 called Workload Manager (WLM), along with CICSPlex
System Manager (CPSM), to dynamically route CICS transactions.

For this to happen in the sysplex, you need symmetry; the systems across which you want to
automatically balance the workload must have access to the same data, and have the same
applications that are necessary to run the workload.

WLM provides a way for you to have OS/390 manage your work based on performance goals. You
define your performance goals in something called a service policy.

Chapter 1. OS/390 Parallel Sysplex
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1.3.2 Data sharing

We noted earlier that in the symphony orchestra, all the instruments share the same musical score,
each playing the appropriate part. You can think of the musical score as a kind of database.

Part of the definition of symmetry, as used in this redbook, is systems sharing the same resources. An
important resource for systems to share is data, either in the form of a database, or data sets.
Symmetry through systems sharing the same database facilitates dynamic workload balancing and
availability. The coupling facility technology in the sysplex provides the data sharing capability.

You can simplify some systems management tasks, such as planning for availability, by using products
like Information Management System Database Manager (IMS DB) or DATABASE 2 for OS/390 (DB2)
that provide data sharing with the coupling facility technology. Systems management issues related to
data sharing also include configuring and doing capacity planning for the coupling facility.

1.3.3 Incremental growth

The conductor can add violins, or other instruments, to the orchestra one by one until the desired
effect is achieved. The conductor would not want to hire five more violinists if only two are needed at
the moment. A sysplex exhibits the same incremental growth ability. Rather than adding capacity in
large chunks, most of which might remain idle, you can add small chunks closer to the size you need
at the moment.

Also, the introduction of a new violinist is nondisruptive. It's possible (although you might see this only
in the most novel of musical pieces) that the violinist could walk onto the stage in the middle of the
concert, take a seat, and begin playing with the others. There is no need to stop the concert.

Similarly, with a sysplex, because of symmetry and dynamic workload balancing, you can add a
system to your sysplex without having to bring down the entire sysplex, and without having to manually
rebalance your CICS OLTP workload to include the new system.

1.3.4 Availability

If a violinist gets sick and cannot be present for a given performance, there are enough other violinists
so that the absence of one will probably not be noticeable. If a violinist decides to quit the orchestra
for good, that violinist can be replaced with another. A sysplex exhibits similar availability
characteristics. One of the primary goals of a sysplex is continuous availability.

You can think of availability from these perspectives: the availability of your applications, and the
availability of your data.

With symmetry and dynamic workload balancing, you will find your applications can remain
continuously available across changes, and your sysplex will remain resilient across failures. Adding
a system, changing a system, or losing a system should have little or no impact on overall availability.

With symmetry and data sharing, using the coupling facility, you will also have enhanced database
availability.

Automation plays a key role in availability. Typically, automation routines are responsible for bringing
up applications, and if something goes wrong, automation handles the application's restart. While
automation doesn't play much of a role in our symphony orchestra, the need for automation is quite
important in the sysplex, for availability as well as other reasons.

A facility of OS/390 called automatic restart management provides restart capability for failed

subsystems, components, and applications. Automatic restart management plays an important part in
the availability of key OS/390 components and subsystems, which in turn affects the availability of data.
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For example, when a subsystem such as CICS, IMS DB, or DB2 fails, it might be holding resources,
such as locks, that prevent other applications from accessing the data they need. Automatic restart
management quickly restarts the failed subsystem; the subsystem can then resume processing and
release the resources, making data available once again to other applications.

Note that System Automation for OS/390 (SA 0S/390), an IBM program product that provides
automation of operator functions such as start-up, shutdown, and restart of subsystems, has

awareness of OS/390 automatic restart management, so that restart actions are properly coordinated.

Chapter 1. OS/390 Parallel Sysplex
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Asymmetry/Symmetry in a Sysplex
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Figure 4. Asymmetry/symmetry in a sysplex

1.3.5 Symmetry, sysplex, and the symphony

You can think of a sysplex as a symphony orchestra. The orchestra consists of violins, flutes, oboes,
and so on. Think of each instrument as representing a different product in the sysplex. The fact that
you have several of each instrument corresponds to having several images of the same product in the
sysplex.

Think of symmetry in the orchestra in the following ways:

All the violins (or whatever other instrument) sound basically the same, and play the same musical
part.

All the instruments in the orchestra share the same musical score. Each instrument plays the
appropriate part for that instrument.

Similarly in the sysplex, you can make all the systems, or a subset of them, look alike and do the same
work; all the systems can access the same database, each one using the information it needs at any
point in time. Symmetry provides simplicity to the sysplex. With asymmetric systems, each with its
own software and hardware configurations, the complexity grows with the number of systems.
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Single System Image

Figure 5. Single system image

1.3.6 Single system image

Think of all the violins in the symphony orchestra playing the same part. To the audience, they might
sound like one giant violin. The entire orchestra is cooperating to produce the music that the audience
hears. In this way, the audience perceives the orchestra as a single entity. This is a good way to
picture single system image in the sysplex. You have multiple images of the same product, but they
appear, and you interact with them, as one image. The entire sysplex is cooperating to process the
workload. In this way, you can think of the collection of systems in the sysplex as a single entity.

Single system image is not a new concept. Many products already provide single system image
capability to some degree, or have plans to implement it in the context of enterprise-wide systems
management. The important point is, single system image is a key theme in a sysplex. Implementing
symmetry in your sysplex facilitates single system image; symmetry facilitates your ability to manage
multiple systems in the sysplex as though they were one system.

Single system image is a goal. Different IBM and non-IBM products, and even different components
within products, are at different stages of development on this issue.

Chapter 1. OS/390 Parallel Sysplex 9



1.3.7 Different perspectives on single system image
The single system image goal provides different advantages depending on your perspective.

The advantage for the end user is the ability to log onto an application in the sysplex, and be able to
access that application without being concerned about which system or systems the application
resides on.

For example, CICS uses the VTAM generic resources function, which allows an end user to log onto
one of a set of CICS terminal-owning regions (TORSs), such as TOR1, TOR2, and TOR3, through a
generic name, such as TOR, thus providing single system image for VTAM logons to CICS TORs. With
dynamic workload management, provided by CICSPlex SM, the transaction workload is then balanced
across the CICS application-owning regions (AORSs), providing single system image from an application
perspective.

The advantage to an operator is the ability to control the sysplex as though it were a single entity. For
example, through commands with sysplex-wide scope, operators can control all the OS/390 images in
the sysplex as though only one OS/390 image existed.

When TSO/E is part of a sysplex and exists on multiple sysplex members, you can assign a VTAM
generic name to all TSO/E and VTAM application programs. A TSO/E and VTAM application on one
0S/390 system can be known by the same generic resource as a TSO/E and VTAM application on any
other OS/390 system. All application programs that share a particular generic name can be
concurrently active. This means that a user can log on to a TSO/E generic name in the sysplex rather
than to a particular system. The generic name can apply to all systems in the sysplex, or to a subset.

Eventually, when all the necessary products provide single system image capability, the result will be
greatly improved and simplified enterprise-wide systems management. Both IBM and non-IBM
products are working towards this goal.

1.3.8 Single point of control

The conductor of the symphony controls the entire orchestra from the podium. The conductor does not
stand by the violins and conduct them for a while, and then run over and stand by the flutes to conduct
them. In a sysplex, an operator or a systems programmer should be able to control a set of tasks for
the sysplex from a given workstation.

The sysplex is a little different from the symphony orchestra in that single point of control in the
sysplex does not imply a single universal workstation. The object is not to control every task for every
person from one place. A given individual should be able to accomplish the set of tasks pertinent to
that individual's job from one place.

Ideally, you can have multiple workstations, each tailored to a particular set of tasks; for each such
workstation, you can have either a duplicate of that workstation, or some other mechanism to ensure
that for every task, there is an alternative way to accomplish the task in the event the workstation, or
its connection to the sysplex, fails. Even our symphony orchestra conductor has a backup; the show
must go on.

IBM and non-IBM products are furthering the ability to implement single point of control through
integrating operations on a workstation. IBM provides an implementation of an integrated operations
workstation through Tivoli Management Environment (TME) 10.
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Sysplex Overview
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Figure 6. Sysplex overview

1.4 Sysplex overview

Now that you've been introduced to the pieces that make up a sysplex, you might be wondering what a
sysplex could do for you. If your data center is responsible for even one of the following types of work,
you could benefit from a sysplex.

Large business problems—ones that involve hundreds of end users, or deal with a very large
volume of work that can be counted in millions of transactions per day.

Work that consists of small work units, such as online transactions, or large work units that can be
subdivided into smaller work units, such as queries.

Concurrent applications on different systems that need to directly access and update a single
database without jeopardizing data integrity and security.

A sysplex shares the processing of work across OS/390 systems, and as a result offers benefits, such
as:

Reduced cost through:

— Cost effective processor technology

— Continued use of large-system data processing skills without re-education
- Protection of OS/390 application investments

- The ability to manage a large number of systems more easily than other comparably
performing multisystem environments

Chapter 1. OS/390 Parallel Sysplex 11



Platform for continuous availability so that applications can be available 24 hours a day, 7 days a
week, 365 days a year (or close to it)

Ability to do more work
— Greater capacity
- Improved ability to manage response time
- Platform for further capacity and response time advances
Greater flexibility
— Ability to mix levels of hardware and software
— Ability to dynamically add systems
- An easy path for incremental growth
- Varied platforms for applications, including parallel, open, and client/server
Depending on your data center’'s goals and needs, some of these benefits might be more attractive to

you than others.

The unique characteristics of a Parallel Sysplex cluster can allow you to reduce your total cost of
computing over prior offerings of comparable function and performance. Sysplex design
characteristics mean that you can run your business continuously, even when it is growing or
changing. You can dynamically add and change systems in a sysplex and configure them for no single
points of failure. If your revenue depends on continuously available systems, a sysplex can protect
your revenue. If you need to grow beyond the limits imposed by today's technology, a sysplex lets you
go beyond those limits, and helps you avoid the complex and expensive splitting and rejoining of data
centers.

The innate robustness and reliability of the OS/390 operating system and System/390 processors are
the foundation of a sysplex. That robustness and reliability are extended to all systems in a sysplex
through cross-system workload balancing and data sharing using the coupling technologies.
Therefore, applications on multiple systems can be continuously available to end users, yet the
applications are shielded behind a single-system view.

The applications that run in a sysplex are the same applications you run today. Reuse of applications
and data processing skills reduce the costs of application development, re-engineering, and retraining.
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Figure 7. System complex or sysplex

1.4.1 System complex or sysplex

A systems complex or sysplex is not a single product that you install in your data center. A sysplex is
a collection of OS/390 systems that cooperate, using certain hardware and software products, to
process workloads. The products that make up a sysplex cooperate to provide higher availability,
easier systems management, and improved growth potential over a conventional computer system of
comparable processing power. A conventional large computer system also uses hardware and
software products that cooperate to process work. A major difference between a sysplex and a
conventional large computer system is the improved growth potential and level of availability in a
sysplex. The sysplex increases the number of processing units and OS/390 operating systems that can
cooperate, which in turn increases the amount of work that can be processed.
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Sysplex Terminology

% Multisystem Application
» Authorized application with functions
- Distributed across one or more MVS systems
% Member - Specific function
» Joined to an XCF group

¥ Group - Collection of related members

Figure 8. Sysplex terminology

1.5 Sysplex terminology

The sysplex components are:

Application MVS services are available to authorized applications, such as subsystems and MVS
components, to use sysplex services or optionally the Coupling Facility to cache data,
exchange status, and access sysplex lock structures so that techniques conducive to
high-performance data sharing and fast failure recovery can be implemented.

Member A member is a specific function (one or more routines) of a multisystem application
that is joined to XCF and assigned to a group by the multisystem application.

Group A group is a collection of related members.
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Figure 9. XCF groups and members

1.5.1 XCF groups and members

In XCF terms, a specific function (one or more routines) of a multisystem application is a member. A
member resides on one system in the sysplex and can use XCF services to communicate with other
members of the same group. A group in XCF is defined as the set of related members defined to XCF
by the multisystem application. A group can span one or more of the systems in a sysplex and
represents a complete logical entity to XCF.

Once a member becomes defined, XCF associates the member with a specific task or job step task (if
specified), an address space, and a system. The association of the member with a specific task, job
step task, or address space is for termination (resource clean-up) processing only. When the task, job
step task, or address space that a member is associated with terminates, XCF terminates the member,
thus preventing the member from further use of XCF services. Note, however, that XCF services may
be requested by all tasks and SRBs in the member address space as long as the member is active.

Members of XCF groups are unique within the sysplex. However, XCF allows you to define more than
one member from the same task or address space, and have those members belong to different XCF
groups. This option may be used if the number of members required exceeds the maximum 511
members in a group.
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XCF Services

4 Group services

» Administraling members and groups
¥ Signalling services

» Control exchange of messages between members
% Status monitoring services

»  Monitor status of members and notify others

Figure 10. XCF services

1.5.2 XCF services

The MVS cross-system Coupling Facility (XCF) allows up to 32 MVS systems to communicate in a
sysplex. XCF provides the MVS coupling services that allow multisystem application functions
(programs) on one MVS system to communicate (send and receive data) with functions on other MVS
systems.

The following services are provided by XCF:

16

Group Services - XCF group services provide ways for defining members to XCF, establishing them
as part of a group, and allowing them to find out about the other members in the group. If a
member identifies a group user routine, XCF uses this routine to notify the member about changes
that occur to other members of the group, or systems in the sysplex. With a group user routine,
members can have the most current information about the other members in their group without
having to query the system.

Signalling services - Macros and an exit routine that members of a group use to communicate with
other members of their group. The signalling services control the exchange of messages between
members. The sender of a message requests services from XCF signalling services. XCF uses
storage areas to communicate between members in the same system, and it uses the signalling
paths to send messages between systems in the sysplex.

Status monitoring services - Status monitoring services are authorized services that notify member
exit routines of changes to the status of other members of their group and the systems in the
sysplex (the group exit routine). Members can request that XCF monitor their activity (the status
exit routine).

ABCs of OS/390 System Programming



XCF Signalling

4% XCF group

» Defined by the application
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Figure 11. XCF signalling

1.5.3 XCF signalling

A group in XCF is defined as the set of related members defined to XCF by the multisystem application.
A group can span one or more of the systems in a sysplex and represents a complete logical entity to
XCF.

Once a member becomes defined, XCF associates the member with a specific task for the group.

XCF signalling services are the primary means of communication between members of an XCF group.
Members may send messages to each other as follows:

A member sends a message by invoking the IXCMSGO macro service. Note that XCF does not
necessarily deliver messages in the order in which they were sent.

To receive the message, the receiving XCF member must be active and must have provided a
message user routine. XCF gives control to the message user routine under an SRB. The
message user routine receives the message by invoking the IXCMSGI macro service.
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XCF Signalling Paths
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Figure 12. XCF signalling paths

1.5.4 XCF signalling paths

Cross-system extended services (XES) allows subsystems running in a sysplex to have data sharing by
using a coupling facility. XCF uses XES services when the XCF signalling is defined to go through a
Coupling Facility list structure. JES uses XCF signalling services indirectly through JESXCF and XCF:

Through a coupling facility, when the XCF signalling is directed to use the Coupling Facility instead
of XCF CTCs

Through XCF CTCs, when the XCF signalling is directed to use XCF CTCs instead of a Coupling
Facility

XCF calls XES services when the path of communication is a Coupling Facility instead of CTCs. The
communication path is determined by the PATHIN and PATHOUT definitions. The definitions for
PATHIN and PATHOUT are initially defined in the COUPLExx parmlib member and can be modified by
the SETXCF operator command.

0S/390 systems use XES services when the signalling paths used by XCF are a structure in a Coupling
Facility.
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Figure 13. Sysplex communication

1.5.5 Sysplex communication

The cross-system coupling facility (XCF) component of OS/390 provides simplified multisystem
management. XCF services allow authorized programs on one system to communicate with programs
on the same system or on other systems. If a system fails, XCF services also provide the capability for
batch jobs and started tasks to be restarted on another eligible system in the sysplex.

In a base sysplex, central processing complexes (CPCs) are connected through channel-to-channel
(CTC) communications. In a parallel sysplex, central processing complexes (CPCs) are connected
through channel-to-channel (CTC) and/or through a coupling facility communications.

There must be at least two operational signalling paths (one inbound and one outbound path) between
each of the OS/390 systems in the sysplex.

The signalling paths can be defined through one or more CTC channels.

The other sysplex components shown are:

Timer When the sysplex consists of multiple MVS systems running on two or more
processors, MVS requires that the processors be connected to the same
Sysplex Timer. MVS uses the Sysplex Timer to synchronize TOD clocks
across systems.
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Couple data set (CDS) The sysplex couple data set is mandatory and contains XCF related data about

the sysplex, systems, groups, members, and general status information. The

sysplex couple data set is required to run a sysplex in either multisystem or
monoplex mode.
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Figure 14. Cross system coupling facility

1.5.6 XCF exploiters

The following components of OS/390 are exploiters of XCF services:
Enhanced console support

Multisystem console support allows consolidation of consoles across multiple images. A console
address space of one OS/390 image can communicate with console address spaces of all other
images in the sysplex by means of XCF signalling. With this support, any console in the sysplex
has the capability to view messages from any other system in the sysplex and to route commands
in the same way.

Because consoles are sysplex in scope, it may be possible to eliminate some hardware by
reducing the total number of 3x74 controllers and consoles required if you manage multiple
systems without sysplex.

Global Resource Serialization (GRS)

GRS performance is improved through its use of XCF to provide signalling services. CTCs do not
have to be dedicated to GRS, and XCF will balance the I/O load across whatever number of
signalling paths are available. Without a sysplex, GRS is restricted to a single primary CTC and a
limited use alternate CTC. GRS also uses XCF for status monitoring, which greatly reduces
operator involvement in controlling a GRS complex. All quiescing and purging of images from GRS
is done automatically by XCF.

TSO broadcast
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If all images in the sysplex share the same SYS1.BRODCAST data set, the use of SYSPLXSHR(ON)
will allow TSO NOTICEs to be communicated via XCF signalling, and 1/0 to the SYS1.BRODCAST
data set is eliminated.
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JES2

XCF is used to communicate between members of a multi-access spool (MAS). Previously, all
communication between members was via the JES2 checkpoint data set. Additionally, prior to
sysplex, in the event of a system failure by one member of a JES2 MAS, it was necessary for the
operator to manually issue a reset command to requeue jobs that were in execution on the failing
image and make them available for execution on the remaining images in the MAS complex. If
running in a sysplex, this can be done automatically.

JES3

JES3 uses XCF services to communicate between JES3 systems in a complex. Previously, JES3
had to manage its own CTCs for this communication. This enables you to reduce the overall
number of CTCs that need to be managed in your installation.

OPC/ESA

IBM Operations Planning and Control/ESA (OPC/ESA) is a subsystem that can automate, plan, and
control the processing of a production workload. In a sysplex environment, OPC/ESA subsystems
in separate OS/390 images can take advantage of XCF services for communication with each other.

PDSE sharing

Access to partitioned data sets extended (PDSEs) is expanded to users on any image in the
sysplex. Multiple images in a sysplex can concurrently access PDSE members for input and
output, but not for update-in-place. That is, any particular member of a PDSE data set, while being
updated-in-place, can only be accessed by a single user. A sharer of a PDSE can read existing
members and create new members or new copies of existing members concurrently with other
sharers on the same image and on other images, input and output, but not for update-in-place.

APPC/MVS

APPC/MVS uses XCF to communicate with transaction-scheduler address spaces on the same
image that APPC/MVS is running on.

RACF sysplex communication

RACF can be enabled for sysplex communication between members in the same sysplex. Doing
this enables the subsequent commands to be propagated to members in the sysplex other than the
member who issued the command, thus simplifying multisystem security management.

RMF sysplex data server

The RMF data server is an in-storage area which RMF uses to store SMF data, which can then be
moved around the sysplex to provide a sysplex-wide view of performance, via RMF Monitor lll,
without having to sign on to each of the systems individually.

Dump analysis and elimination (DAE)

Sharing the SYS1.DAE data set between images in a sysplex can help you avoid taking multiple
dumps for the same problem if it is encountered on different systems in the sysplex.

CICS multiregion operations (MRO)

With CICS running in a sysplex, MRO has been extended to include cross-system MRO. This is
achieved using XCF services for the cross-system communication, rather than having to use VTAM
ISC links, as was previously required. This can give considerable performance benefits over
current ISC implementations.

Workload Manager goal mode

When in goal mode, WLM uses XCF for communication between WLM address spaces. In order to
use WLM, you must be in a sysplex configuration, either a monoplex or a multisystem sysplex.
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Figure 15. XCF-signalling on sysplex

1.5.7 XCF-signalling on sysplex
However signalling is achieved, the method used is transparent to exploiters of the signalling service.

Full signalling connectivity is required between all systems in a sysplex; that is, there must be an
outbound and an inbound path between each pair of systems in the sysplex.

To avoid a single point of signalling connectivity failure, use redundant connections between each pair
of systems, through either CTC connections or coupling facility list structures.
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1.5.8 XES/XCF

Cross-system extended services (XES) uses one or more coupling facilities in a Parallel Sysplex
cluster to:

Provide high-performance data sharing across the systems in a sysplex
Maintain the integrity and consistency of shared data
Maintain the availability of a sysplex

XES is an extension to the XCF component. XES provides the sysplex services that applications and
subsystems use to share data held in the coupling facility. These services support the sharing of
cached data and common queues while maintaining data integrity and consistency.

A coupling facility enables parallel processing and improved data sharing for authorized programs
running in the sysplex. The cross-system extended services (XES) component of OS/390 enables
applications and subsystems to take advantage of the coupling facility. XES uses one or more coupling
facilities to satisfy customer requirements for:

Data sharing across the systems in a sysplex
Maintaining the integrity and consistency of shared data
Maintaining the availability of a sysplex

A coupling facility is a special logical partition on CPCs in the S/390 microprocessor cluster. The

coupling facility allows software on different systems in the sysplex to share data. To share data,
systems must have connectivity to the coupling facility through coupling facility channels.
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Systems in the sysplex that are using a coupling facility must also be able to access the coupling
facility resource management (CFRM) couple data set.
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1.6 Coupling facility

A coupling facility (CF) is a special logical partition on certain ES/9000 processors and on CPCs in the
S/390 microprocessor cluster. The coupling facility allows software on different systems in the sysplex
to share data. The coupling facility is the hardware element that provides high speed caching, list
processing, and locking functions in a sysplex. To share data, systems must have connectivity to the
coupling facility through coupling facility channels.

To enable data sharing between a CF partition and the central machines, special types of high speed
CF channels are required. Two types of channel paths link a processor and a coupling facility. These
coupling facility channels use high bandwidth fiber-optic links, and must be directly attached to the
coupling facility.

Coupling facility sender channels (TYPE=CFS) are the channels connecting the processor on
which MVS is running to a coupling facility. These channels can be shared between partitions.

Coupling facility receiver channels (TYPE=CFR) are the channels attached the coupling facility.
These channels must be dedicated.

A CFR channel path attached to a CF partition can be connected to a CFS channel path attached to a
partition in which an operating system is running. Both the coupling facility LPAR and the coupling
facility channel paths must be defined to the 1/0O configuration data set (IOCDS).

Cross-system extended services (XES) uses one or more coupling facilities to satisfy requirements for:

Data sharing across the systems in a sysplex
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Maintaining the integrity and consistency of shared data
Maintaining the availability of a sysplex

Using a coupling facility in your sysplex requires both hardware and software. First, you must have a
processor that supports the coupling facility control code, and secondly, a processor on which one or
more MVS images will run which is capable of attaching to the coupling facility with coupling facility
links. Third, you must have the the appropriate level of OS/390 that allows you to manage the coupling
facility resources.

Storage in a coupling facility is divided into distinct objects called structures. Structures are used by
authorized programs to implement data sharing and high-speed serialization. Structure types are
cache, list, and lock, each providing a specific function to the application. Some storage in the
coupling facility can also be allocated as a dedicated dump space for capturing structure information
for diagnostic purposes.

You manage a coupling facility through a policy, the coupling facility resource management (CFRM)
policy. CFRM allows you to specify how a coupling facility and its resources are to be used in your
installation. In a CFRM policy, you supply information about each coupling facility and each coupling
facility structure that you plan to use.

Your installation can define several CFRM policies, to be used at different times depending on the
workload running on the sysplex. You activate a CFRM policy by issuing the operator command:

SETXCF START,POLICY,TYPE=CFRM,POLNAME=poTlicy name

This causes the system to access the administrative policy from the CFRM couple data set, make a
copy of it on the CFRM couple data set, set this as the active policy, and use the policy for managing
the coupling facility resources in your sysplex.

0S/390 services allow authorized applications, such as subsystems and OS/390 components, to use
the coupling facility to cache data, exchange status, and access sysplex lock structures in order to
implement high performance data sharing and rapid recovery from failures. To share data, systems
must have connectivity to the coupling facility through coupling facility channels. Coupling facility
channels are high-bandwidth fiber-optic links that provide high speed connectivity between the
coupling facility and the CPCs that use the coupling facility. Coupling facility channels are directly
attached between the CPCs and the coupling facility. Systems in the sysplex that are using a coupling
facility must also be able to access the coupling facility resource management (CFRM) couple data set.

A coupling facility runs as a special type of logical partition (LPAR) on certain ES/9000 and S/390
processors.
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1.6.1 Coupling facility structures

Within the coupling facility, storage is dynamically partitioned into structures. OS/390 services

manipulate data within the structures. Each of the following structures has a unique function:
Cache structure

Supplies a mechanism called buffer invalidation to ensure consistency of cached data. The cache
structure can also be used as a high-speed buffer for storing shared data with common read/write
access.

List structure

Enables authorized applications to share data that is organized in a set of lists, for implementing
functions such as shared work queues and shared status information.

Lock structure

Supplies shared and exclusive locking capability for serialization of shared resources down to a
very small unit of data.

The CF architecture uses specialized hardware, licensed internal code (LIC), and enhanced OS/390 and
subsystem code. The CF executes LIC called Coupling Facility Control Code (CFCC) in an LP. CFCC is
loaded from the support element (SE) hard disk. The major CFCC functions are:

Storage management
Support for CF links
Console services (HMC)
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Trace, logout, and recovery functions
Model code that provides the list, cache, and lock structure support
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1.6.2 Coupling facility exploiters

Authorized applications, such as subsystems and OS/390 components in the sysplex, can use the
coupling facility services to cache data, share queues and status, and access sysplex lock structures in
order to implement high-performance data-sharing and rapid recovery from failures. The subsystems
and components transparently provide the data sharing and recovery benefits to their applications.

Some IBM data-management systems that use the coupling facility include database managers and a
data access method.

Information Management System Database Manager (IMS DB) is IBM's strategic hierarchical database
manager. It is used for numerous applications that depend on its high performance, availability, and
reliability. A hierarchical database has data organized in the form of a hierarchy (pyramid). Data at
each level of the hierarchy is related to, and in some way dependent upon, data at the higher level of
the hierarchy.

IMS database managers on different OS/390 systems can access data at the same time. By using the
coupling facility in a sysplex, IMS DB can efficiently provide data sharing for more than two OS/390
systems and thereby extends the benefits of IMS DB data sharing. IMS DB uses the coupling facility to
centrally keep track of when shared data is changed. IRLM is still used to manage data locking, but
does not notify each IMS DB of every change. IMS DB does not need to know about changed data until
it is ready to use that data.
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DATABASE 2 (DB2) is IBM's strategic relational database manager. A relational database has the data
organized in tables with rows and columns.

DB2 data-sharing support allows multiple DB2 subsystems within a sysplex to concurrently access and
update shared databases. DB2 data sharing uses the coupling facility to efficiently lock, to ensure
consistency, and to buffer shared data. Similar to IMS, DB2 serializes data access across the sysplex
through locking. DB2 uses coupling facility cache structures to manage the consistency of the shared
data. DB2 cache structures are also used to buffer shared data within a sysplex for improved sysplex
efficiency.

Virtual Storage Access Method (VSAM), a component of DFSMS, is an access method rather than a
database manager. It is an access method that gives CICS and other application programs access to
data stored in VSAM-managed data sets.

DFSMS supports a new VSAM data-set accessing mode called record-level sharing (RLS). RLS uses
the coupling facility to provide sysplex-wide data sharing for CICS and the other applications that use
the new accessing mode. By controlling access to data at the record level, VSAM enables CICS
application programs running in different CICS address spaces, called CICS regions, and in different
0S/390 images, to share VSAM data with complete integrity. The coupling facility provides the high
performance data-sharing capability necessary to handle the requests from multiple CICS regions.

In addition to data management systems, there are other exploiters of the coupling facility, such as

Resource Access Control Facility (RACF) or the Security Server element of 0S/390, and JES2.
Transaction management systems also exploit the coupling facility to enhance parallelism.
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Figure 20. Coupling facility links

1.6.3 Coupling facility links

The coupling facility is defined through Processor Resource/Systems Manager (PR/SM) panels. Once
you have defined an LPAR to be a coupling facility logical partition, only the coupling facility control
code can run in that partition. When you activate the coupling facility LPAR, the system automatically
loads the coupling facility control code from the processor controller or the support element of the
processor.

Two types of channel paths link a processor and a coupling facility:

Coupling facility sender channels (TYPE=CFS) are the channels connecting the processor on
which OS/390 is running to a coupling facility. These channels can support PR/SM ESCON Multiple
Image Facility (EMIF), and therefore can be shared between partitions.

Coupling facility receiver channels (TYPE=CFR) are the channels attached to the coupling facility.
These channels must be dedicated.

Both the coupling facility LPAR and the coupling facility channel paths must be defined to the I/O
configuration data set (IOCDS). Hardware configuration definition (HCD) provides the interface to
accomplish these definitions and also automatically supplies the required channel control unit and I/O
device definitions for the coupling facility channels.

The level of the coupling facility control code (CFLEVEL) that is loaded into the coupling facility LPAR
determines what functions are available for the exploiting applications. Different levels provide new
functions and enhancements that an application might require for its operation. Different levels also
provide model-dependent limits that might place limitations on how the coupling facility can be used.
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1.7 Couple data set concept

A sysplex requires a direct access storage device (DASD) data set (couple data set) to be shared by
all systems to store status information about the OS/390 images, XCF groups, and the XCF group
members running in the sysplex, as well as general status information. This is called the sysplex, or
the XCF, couple data set. A sysplex couple data set is always required for a multisystem sysplex and
for most single-system sysplexes. However, you can define a single system sysplex that does not
require a sysplex couple data set.

When the Workload Manager and sysplex failure management features are enabled to help manage
resources and workload for the sysplex, you will need to define additional couple data sets to store
policy-related information for use by these components.

A policy is a set of rules and actions that systems in a sysplex are to follow when using certain OS/390
services. A policy allows OS/390 to manage specific resources in compliance with your system and
resource requirements, but with little operator intervention. A policy can be set up to govern all
systems in the sysplex or only selected systems. You might need to define more than one policy to
allow for varying workloads, configurations, or other installation requirements at different times. For
example, you might need to define one policy for your prime shift operations and another policy for
other times. Although you can define more than one policy of each type (except for system logger)
only one policy of each type can be active at a time. For system logger, there is only one LOGR policy
in the sysplex.

34  ABCs of 0S/390 System Programming



Couple Data Sets

CP1 CP2

Couple Data Sets
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1.7.1 Couple data sets

To manage certain aspects of your sysplex using policies, you can install one or more additional data
sets, for:

Coupling facility resource management (CFRM) policy, to define how 0OS/390 is to manage coupling
facility resources

Sysplex failure management (SFM) policy, to define how OS/390 is to manage system and
signalling connectivity failures and PR/SM reconfiguration actions

Workload management (WLM) policy, to define service goals for workloads

Automatic restart management (ARM) policy, to define how to process restarts for started tasks
and batch jobs that have registered with automatic restart management

System logger (LOGR) policy, to define, update, or delete structure or log stream definitions

Each of these policies, along with real-time information about the sysplex and the resources being
managed when the policy is in effect, resides in a couple data set. Policy specifications cannot reside
in the sysplex couple data set, but you can combine data for different policies in the same couple data
set.

Before you can define and activate a policy, you must format a couple data set to hold the policy and
ensure that the data set is available to the systems in the sysplex that need it. All couple data sets
can be formatted using the couple data set format utility, IXCL1DSU, which resides in SYS1.MIGLIB.
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Format Utility for Couple Data Sets

¥ IXCL1DSU utility
% Used for the following couple data sets
» Sysplex - ARM - CFRM - LOGR - SFM - WLM

//STEP1 EXEC PGM=IXCL1DSU
//STEPLIB DD DSN=SYS1l.MIGLIB, DISP=SHR
/ /SYSPRINT DD SYSOUT=A
//SYSIN DD *
DEFINEDS SYSPLEX (PLEX1)
DSN(SYS1l.xxxx.CDS01l) VOLSER (3380Xx1)
MAXSYSTEM(8)
CATALOG
DATA TYPE (xxxxwew)

Figure 23. Format utility for couple data sets

1.7.2 Format utility for couple data sets

IBM provides the couple data set format utility to allocate and format the DASD couple data sets for
your sysplex.

The name of the XCF couple data set format utility is IXCL1DSU. This program resides in SYS1.MIGLIB
(which is logically appended to the LINKLIST), which makes it available through STEPLIB on a
pre-0S/390 system.

IXCL1DSU in OS/390 allows you to format all types of couple data sets for your sysplex. The utility
contains two levels of format control statements. The primary format control statement, DEFINEDS,
identifies the couple data set being formatted. The secondary format control statement, DATA TYPE,
identifies the type of data to be supported in the couple data set—sysplex data, automatic restart
management (ARM) data, CFRM data, SFM data, WLM data, or LOGR data. In particular, note the
recommendations about not over-specifying the size or the parameter value in a policy, which could
cause degraded performance in a sysplex.

The control statements for the utility programs follow standard conventions for JCL statements. The
utility program accepts 80-byte records that can contain one or more parameters per record.

Use the XCF couple data set format utility to create and format all sysplex couple data sets prior to
IPLing a system that is to use the sysplex couple data sets. Other types of couple data sets do not
have to be formatted prior to IPLing the system.
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1.8 Sysplex Timer

When the sysplex consists of multiple OS/390 systems running on two or more processors, OS/390
requires that the processors be connected to the same Sysplex Timer. OS/390 uses the Sysplex Timer
to synchronize time-of-day (TOD) clocks across systems in a sysplex that run on different processors.
The time stamp from the Sysplex Timer is a way to monitor and sequence events within the sysplex.

Use timing services to determine whether the basic or extended time-of-day (TOD) clock is
synchronized with an External Time Reference hardware facility (ETR). ETR is the MVS generic name
for the IBM Sysplex Timer. Timing services is also used to obtain the present date and time, convert
date and time information to various formats, or for interval timing. Interval timing lets you set a time
interval, test how much time is left in the interval, or cancel the interval. Use communication services
to send messages to the system operator, to TSO/E terminals, and to the system log.

Several processors can share work in a data processing complex. Each of these processors has
access to a TOD clock. Thus, when work is shared among different processors, multiple TOD clocks
can be involved. However, these clocks might not be synchronized with one another. The External
Time Reference (ETR) is a single external time source that can synchronize the TOD clocks of all
processors in a complex.

For programs that are dependent upon synchronized TOD clocks in a multisystem environment, it is
important that the clocks are in ETR synchronization. Use the STCKSYNC macro to obtain the TOD
clock contents and determine if the clock is synchronized with an ETR. STCKSYNC also provides an
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optional parameter, ETRID, that returns the ID of the ETR source with which the TOD clock is currently
synchronized.

For a multisystem sysplex defined on a single processor (under PR/SM or VM) the SIMETRID
parameter in the CLOCKxx parmlib member must specify the simulated Sysplex Timer identifier to
synchronize timings for the OS/390 systems.
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1.9 Sysplex configurations

The remainder of this chapter describes the various sysplex configurations, which components exploit
XCF services, and how system consoles are used to enter sysplex related commands.
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1.9.1 Base sysplex

The base sysplex supports multisystem management through the cross-system Coupling Facility (XCF)
component of OS/390. XCF services allow authorized applications on one system to communicate with
applications on the same system or on other systems.

In a base sysplex, CPCs connect by channel-to-channel communications and a shared couple data set
to support the communication. Full signalling connectivity is required between all images in the
sysplex. That is, there must be at least one inbound path (PATHIN) and one outbound path (PATHOUT)
between each pair of images in the sysplex. In a base sysplex, XCF uses CTCs for signalling. XCF
CTCs can be dynamically allocated and deallocated using the OS/390 system command SETXCF
START,PATHIN/PATHOUT. To avoid unplanned system outages due to signalling path failures, define
multiple CTCs to XCF. When more than one CPC is involved, a Sysplex Timer synchronizes the time
on all systems.

The base sysplex is similar to a loosely coupled configuration in that more than one CPC (possibly a
tightly coupled multiprocessor) shares DASD and is managed by more than one OS/390 image. A
sysplex is different from a loosely coupled configuration because through XCF, there is a standard
communication mechanism for OS/390 system applications.

Next we will discuss some of the features you can take advantage of in a base sysplex environment
that uses XCF communication services.
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1.9.2 Parallel Sysplex

The members of a Parallel Sysplex cluster use XCF signalling to communicate with each other. In a
base sysplex, this is done through CTC connections. With Parallel Sysplex, signalling can be through
Coupling Facility structures, CTCs, or a combination of CTCs and signalling structures.

Implementing signalling through Coupling Facility list structures provides significant advantages in the
areas of systems management and recovery and, thus, provides enhanced availability for sysplex
systems.

While a signalling path defined through CTC connections must be exclusively defined as either
outbound or inbound, you can define a Coupling Facility list structure so that it is used for both
outbound and inbound signalling paths, and 0S/390 automatically establishes the paths. For example,
if you define a list structure for outbound message traffic, OS/390 automatically establishes a signalling
path with every other system that has the structure defined for inbound message traffic. Similarly, if
you define a list structure for inbound traffic, OS/390 automatically establishes a signalling path with
every other system that has the structure defined for outbound traffic.

Because a single list structure can be defined for both inbound and outbound traffic, you can use the
same COUPLExx parmlib member for each system in the sysplex. A CTC connection, in contrast,
cannot be defined to a single system as both inbound and outbound. Therefore, with CTCs, you must
specify a unique COUPLExx member for each system in the sysplex or configure your systems so that
they can use the same COUPLExx member by over-specifying the number of devices for signalling
paths and tolerating failure messages related to unavailable devices and other configuration errors.
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Implementing signalling through Coupling Facility list structures also enhances the recovery capability
of signalling paths and reduces the amount of operator intervention required to run the sysplex.

If signalling is implemented through Coupling Facility list structures, and if a Coupling Facility that
holds a list structure fails or if connectivity to a Coupling Facility that holds a list structure is lost,
0S/390 can rebuild the list structure in another available Coupling Facility and reestablish signalling
paths.

If the list structure itself fails, 0S/390 can rebuild it in the same Coupling Facility or in another
available Coupling Facility and then reestablish signalling paths.

The Parallel Sysplex supports a greater number of systems and significantly improves communication
and data sharing among those systems. High performance communication and data sharing among a
large number of OS/390 systems could be technically difficult. But with the Parallel Sysplex, high
performance data sharing through a coupling technology (Coupling Facility) gives high performance
multisystem data sharing capability to authorized applications, such as OS/390 subsystems.

Use of the Coupling Facility by subsystems, such as Information Management System (IMS), ensures
the integrity and consistency of data throughout the entire sysplex. The capability of linking together
many systems and providing multisystem data sharing makes the sysplex platform ideal for parallel
processing, particularly for online transaction processing (OLTP) and decision support.

In short, a parallel sysplex builds on the base sysplex capability, and allows you to increase the
number of CPCs and OS/390 images that can directly share work. The Coupling Facility enables high
performance, multisystem data sharing across all the systems. In addition, workloads can be
dynamically balanced across systems with the help of workload management functions.
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1.10 IEASYSxx parmlib parameters

The values you specify in SYS1.PARMLIB largely control the characteristics of systems in a sysplex.

Many of the values that represent the fundamental decisions you make about the systems in your

sysplex are in SYS1.PARMLIB.

IEASYSxx is the system parameter list, which holds parameter values that control the initialization of

0S/390. The key parmlib members you need to consider when setting up an OS/390 system to run in a
sysplex are shown in the visual and are discussed in this section and the following visuals.

1.10.1 SYSNAME parmlib specification

You can specify the system name on the SYSNAME parameter in the IEASYSxx parmlib member. That
name can be overridden by a SYSNAME value specified either in the IEASYMxx parmlib member or in

response to the IEA101A Specify System Parameters prompt.

define system parameters and system symbols for all systems in a sysplex.
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1.10.2 XCF modes

The PLEXCFG IEASYSxx parameter restricts the type of sysplex configuration into which the system is

allowed to IPL.

MULTISYSTEM

XCFLOCAL

MONOPLEX

ANY

The following modes can be specified:

PLEXCFG=MULTISYSTEM indicates that the system is to be part of a sysplex
consisting of one or more OS/390 systems that reside on one or more processors.
The same sysplex couple data sets must be used by all systems.

PLEXCFG=XCFLOCAL indicates that the system is to be a single, stand-alone OS/390
system that is not a member of a sysplex and cannot use couple data sets. The
COUPLExx parmlib member cannot specify a sysplex couple data set, and, therefore,
other couple data sets cannot be used. Thus, functions, such as WLM, that require a
couple data set are not available.

PLEXCFG=MONOPLEX indicates that the system is to be a single-system sysplex
that must use a sysplex couple data set. Additional couple data sets, such as those
that contain policy information, can also be used. XCF coupling services are
available on the system, and multisystem applications can create groups and
members. Messages can flow between members on this system (but not between
this system and other OS/390 systems) via XCF signalling services. If signalling
paths are specified, they are not used.

PLEXCFG=ANY indicates that the system can be part of any valid sysplex
configuration. Specifying ANY is logically equivalent to specifying XCFLOCAL,
MONOPLEX, or MULTISYSTEM. ANY is the default. If the system is ever to be part of
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a single-system sysplex or a multisystem sysplex, you must specify a COUPLExx
parmlib member that gives the system access to a couple data set.
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1.10.3 GRS parmlib specifications

The GRS IEASYSxx parameter indicates whether the system is to join a global resource serialization
complex.

In a multisystem sysplex, every system in the sysplex must be in the same global resource
serialization complex. This allows global serialization of resources in the sysplex. To initialize each
0S/390 system in the multisystem sysplex, you must use the global resource serialization component
of 0S/390.

Every system in a sysplex is a member of the same global resource serialization complex. Global
resource serialization is required in a sysplex because components and products that use sysplex
services need to access a sysplex-wide serialization mechanism. You can set up either of the
following types of complex for global resource serialization:

GRS=STAR

In a GRS star complex, all of the systems in the sysplex must match the systems in the complex.
All systems are connected to a Coupling Facility lock structure in a star configuration via signalling
paths, or XCF communication paths, or both.

The effect of STAR depends on the sysplex configuration.
If PLEXCFG=XCFLOCAL or MONOPLEX the configuration is not allowed in a star complex.

If PLEXCFG=MULTISYSTEM the system starts or joins an existing sysplex and a global resource
serialization star complex. XCF coupling services are used in the sysplex and in the complex.
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GRS=TRYJOIN/START/JOIN

In a GRS ring complex, the systems in the sysplex are the same as the systems in the complex or
at least one system in the complex is outside of the sysplex. In a ring, you derive greater benefits
if the sysplex and the complex match. All systems are connected to each other in a ring
configuration via global resource serialization managed channel-to-channel (CTCs) adapters, XCF
communication paths (CTCs), and XCF signalling paths through a Coupling Facility.

The effect of JOIN, START, or TRYJOIN depends on the sysplex configuration.

- If PLEXCFG=XCFLOCAL or MONOPLEX and there is only one system in the sysplex, the
system starts or joins an existing global resource serialization complex and non-XCF protocols
are used in the complex.

- If PLEXCFG=MULTISYSTEM the system starts or joins an existing sysplex and a global
resource serialization complex. XCF coupling services are used in the sysplex and the
complex.

GRS=NONE
The effect of NONE depends on the intended sysplex configuration:

- If PLEXCFG=XCFLOCAL or MONOPLEX and there is only one system in the sysplex and no
global resource serialization complex, GRS=none is allowed.

- If PLEXCFG=MULTISYSTEM, GRS=none is not allowed. Global resource serialization is
required in a multisystem sysplex.

GRSCNF=xx

This parameter specifies the GRSCNFxx parmlib member that describes the global resource
serialization complex for the initializing system. Use GRSCNF=00 (the default) when all systems
in the sysplex are in the global resource serialization ring complex and you can use the values in
the default GRSCNFO00O parmlib member to provide control information about the complex. With
GRSCNFO0O0, all global resource serialization communication is through XCF services.

GRSRNLxx

This parameter specifies the resource name lists to be used to control the serialization of
resources in the complex.

Use the GRSRNL=00 system parameter when you can use the default RNLs in the GRSRNLOO
parmlib member for global resource serialization in the complex.

Use GRSRNL=EXCLUDE when you do not have an existing global resource serialization complex,
are adding the system to a sysplex, and want the serialization of most resources done with the
RESERVE macro. GRSRNL=EXCLUDE indicates that all global enqueues are to be treated as local
enqueues.
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Figure 31. CLOCKxx parameters

1.10.4 CLOCKxx parameters

The CLOCK=xx parameter in the IEASYSxx parmlib member specifies the CLOCKxx parmlib member
to be used when you IPL your system. CLOCKxx indicates how the time of day (TOD) is to be set on
the system. OS/390 bases its decisions and activities on the assumption that time is progressing
forward at a constant rate. The instrument used to mark time in an OS/390 system is the time of day
(TOD) clock. As it operates, OS/390 obtains time stamps from the TOD clock. OS/390 uses these time
stamps to:

Identify the sequence of events in the system

Determine the duration of an activity

Record the time on online reports or printed output
Record the time in online logs used for recovery purposes

To ensure that OS/390 makes time-related decisions as you intend, IBM recommends that you do not
reset your TOD clock, for example, to switch to or from Daylight Saving Time. Instead, set the TOD
clock to a standard time origin, such as Greenwich Mean Time (GMT), and use the TIMEZONE
statement of the CLOCKxx parmlib member to adjust for local time. (The TIMEZONE statement allows
you to specify how many hours east or west of Greenwich you are.) To adjust local time, change the
offset value for the TIMEZONE statement. This will not disturb OS/390's assumption that time is
progressing forward and will allow time stamps on printed output and displays to match local time.
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1.10.5 COUPLExx parameter

The COUPLE=xx parameter in the IEASYSxx parmlib member specifies the COUPLExx parmlib

member to be used.

It contains values that reflect fundamental decisions an installation makes as it

sets up a sysplex. The COUPLExx statement includes the following keywords:

SYSPLEX

PCOUPLE
ACOUPLE
INTERVAL

OPNOTIFY

SYSPLEX contains the name of the sysplex. The sysplex name allows a system to
become part of the named sysplex. Specify the same sysplex-name for each
0S/390 system in the sysplex. Sysplex-name must match the sysplex name
specified on the couple data sets when they were formatted. The sysplex name is
also the substitution text for the &SYSPLEX system symbol.

PCOUPLE contains the names of the primary and sysplex couple data sets.
ACOUPLE contains the names of the alternate sysplex couple data sets.

INTERVAL can contain values that reflect recovery-related decisions for the
sysplex. INTERVAL specifies the failure detection interval—the amount of elapsed
time at which XCF on another system is to initiate system failure processing for
this system because XCF on this system has not updated its status within the
specified time.

OPNOTIFY can contain values that reflect recovery-related decisions for the
sysplex. OPNOTIFY specifies the amount of elapsed time at which XCF on another
system is to notify the operator that this system has not updated its status. This
value must be greater than or equal to the value specified on the INTERVAL
keyword.
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CLEANUP CLEANUP can contain values that reflect recovery-related decisions for the sysplex.
CLEANUP specifies how many seconds the system waits between notifying
members that this system is terminating and loading a non-restartable wait state.
This is the amount of time members of the sysplex have to perform cleanup
processing.

PATHIN/PATHOUT PATHIN and PATHOUT describe the XCF signalling paths for inbound/outbound
message traffic. More than one PATHIN/PATHOUT statement can be specified.
The PATHIN/PATHOUT statement is not required for a single-system sysplex.

DEVICE specifies the device number(s) of a signalling path used to
receive/send messages sent from another system in the sysplex.

STRNAME specifies the name of one or more Coupling Facility list structures
that are to be used to establish XCF signalling paths.

Note: Either the STRNAME keyword or the DEVICE keyword is required.
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1.10.6 Consoles in a sysplex

Traditionally, operators on an OS/390 image receive messages and enter commands from multisystem
console support (MCS) consoles. With multisystem console support, a sysplex comprised of many
0S/390 images can be operated from a single console, giving the operator a single point of control for
all images.

There are three types of operator consoles in a sysplex:
MCS consoles

MCS consoles are display devices that are attached to an OS/390 system and provide the basic
communication between operator and 0S/390. MCS consoles must be locally channel-attached to
non-SNA 3x74 control units; there is no MCS console support for any SNA-attached devices. You
can define a maximum of 99 MCS consoles, including any subsystem allocatable consoles for an
0S/390 system. In a Parallel Sysplex, the limit is also 99 consoles for the entire Parallel Sysplex,
which means that you may have to consider this in your configuration planning. One possible way
to alleviate this restriction is through the use of extended MCS consoles.

Extended MCS consoles

Programmable extended MCS consoles are defined and activated by authorized programs acting
as operators. An extended MCS console is actually a program that acts as a console. It is used to
issue OS/390 commands and to receive command responses, unsolicited message traffic, and the
hardcopy message set. There are two ways to use extended MCS consoles:

- Interactively, through IBM products such as TSO/E, SDSF, and NetView
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— Through user-written application programs

Generally speaking, an extended MCS console is used for almost any of the functions that are
performed from an MCS console. It can also be controlled in a manner that is similar to an MCS
console.

Integrated (system) consoles

This term refers to the interface provided by the Hardware Management Console (HMC) on an IBM
9672. It is referred to as SYSCONS and does not have a device number. There are three system
functions which might use this interface:

— Nucleus Initialization Program (NIP)
— Disabled Console Communication Facility (DCCF)
— Multiple Console Support (MCS)

The system console is automatically defined during OS/390 initialization.
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Figure 34. Multisystem consoles in a sysplex

1.10.7 Multisystem consoles in a sysplex

In a Parallel Sysplex implementation, there is no requirement that you have an MCS console on every
system in the Parallel Sysplex. Using command and message routing capabilities, from one MCS
console or extended MCS console, it is possible to control multiple systems in the Parallel Sysplex.
Although MCS consoles are not required on all systems, you should plan the configuration carefully to
ensure that there is an adequate number to handle the message traffic and to provide a valid
configuration, regardless of the number of systems in the Parallel Sysplex at a time.

If there is neither an MCS console nor an integrated system console on a system, that system probably
cannot be the first to be IPLed into a sysplex; in addition, synchronous messages would go to the
hardware system console, or a wait state would result. Alternate consoles must also be considered
across the entire sysplex, especially for the sysplex master console. You should plan the console
configuration so that there is always an alternate to the sysplex master console available at all times.
If you do not do so, unnecessary operator action will be required, and messages may be lost or sent to
the hardcopy log.

A given computing operations environment can have a variety of different types of operators and
different types of consoles. This chapter focuses primarily on the OS/390 console operator’'s tasks, and
how the OS/390 operator's job might be different in a sysplex.

An OS/390 console operator must start, run, and stop the OS/390 operating system. That involves
controlling OS/390 system software, and the hardware it runs on, including processors, channel paths,
and I/O devices. The operator might deal with messages and problems from many sources including
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0S/390, JES, DFSMS/MVS, and other subsystems and products such as CICS, IMS, and VTAM, to name
just a few.
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Some of the major tasks of operating the OS/390 system include:

Starting the system

Controlling the system

Controlling jobs

Controlling system information recording
Responding to failures

Changing the configuration

Providing problem determination data
Quiescing the system

Stopping the system

How does the operator who is not operating a sysplex perform tasks? Usually, the operators use
multiple consoles to receive messages and issue the commands necessary to perform tasks.

In the sysplex, the major tasks of operating the system do not change very much, and you can still use
consoles to receive messages and issue commands to accomplish the tasks. The potential exists,
however, for the number of consoles to increase, and for the tasks to become more repetitive and
more complex because of the existence of multiple images of multiple products.

The potential also exists in the sysplex for the operator to receive a great many messages, because
you have the ability to route all messages from all OS/390 systems to a single console.

In the sysplex environment you want to reduce the number of consoles that operators have to deal
with, reduce or eliminate the repetition, and generally simplify the picture. You should automate or
suppress most messages so that operators will see and deal with fewer messages in this environment.
In addition, operators will be using graphical displays in addition to 3270 displays. (This changes the
way operators interact with the system to perform tasks, and might require them to have additional
training to use a graphical workstation.)
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Figure 35. 0S/390 ROUTE command

1.10.8 0OS/390 ROUTE command

The following sections explain how the goals of single system image, single point of control, and
minimal human intervention help to simplify the operator’'s job in a sysplex.

1.10.8.1 Single system image

Single system image allows the operator, for certain tasks, to interact with multiple images of a
product as though they were one image. For example, the operator can issue a single command to all
0S/390 systems in the sysplex instead of repeating the command for each system.

The operator can use the OS/390 ROUTE command to direct a command to all systems in the sysplex
(ROUTE *ALL), or a subset of the systems in the sysplex (ROUTE system group_name). When issuing a
command to multiple systems, the operator can receive a consolidated response to one console,
rather than receiving responses from each system that must be located and correlated. Also, WTORs
are global in the sysplex; the operator can reply to a WTOR from any console in the sysplex, even if
the console is not directly attached to the system that issued the WTOR.

Some operator commands also have a sysplex scope independent of any routing or automation (for
example, certain forms of DISPLAY XCF and SETXCF).
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1.10.8.2 Single point of control

Single point of control allows the operator to interact with a suite of products from a single workstation,
without in some cases knowing which products are performing which functions.

Remember that single point of control does not necessarily imply that you would have one single
workstation from which all tasks by all people in the computing center would be done. But you could
set things up so that each operator can accomplish a set of tasks from a single workstation, thereby
reducing the number of consoles the operator has to deal with.

If that workstation is also a graphical workstation where tasks can be performed by using a mouse to
select (“click on”) choices or functions to be performed, you have also reduced the complexity of
performing the tasks.

One of the assumptions of single point of control is that you can receive messages from all systems on
a single system. This does not happen automatically. We recommend you set up most of your OS/390
MCS consoles to receive messages from all systems, for the following reasons:

You might need messages from multiple systems for diagnosing problems.
Consolidating messages reduces the number of consoles you need.

0S/390 MCS consoles are non-SNA consoles that control OS/390 operations through messages and
commands. These consoles can be defined to help route messages and commands to any or all
systems in the sysplex for processing. You can also define extended MCS console programs to act as
automated console interfaces in the sysplex.

1.10.8.3 Entering operator commands

0S/390 operator commands can provide key data for problem analysis. The commands can be
entered from the following consoles:

The multiple console support (MCS) console
The system console

The Hardware Management Console

The NetView console

The commands can also be issued by NetView automation CLISTs and by programs that use the
extended MCS support.

Some commands have a sysplex scope, while others can be routed to systems in the sysplex with the
ROUTE command. For example, the DUMP command has sysplex scope; a DUMP command entered on one
system can request dumps on one, several, or all systems in a sysplex.

If a problem management tool indicates a failure, the operator can use DISPLAY commands that
determine the detailed status of the failing system, job, application, device, system component, and so
on. Based on the status, the operator has many commands to provide control and initiate actions; for
example, the operator can enter commands to recover or isolate a failing resource.
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Figure 36. Display CF command output
1.10.8.4 Displaying attached Coupling Facility information

Use the DISPLAY CF command to display storage and attachment information about Coupling Facilities
attached to the system on which the command is processed. For example:

D CF,..

requests the system to display information about the coupling facilities that are attached to the system.
If specified without further qualification, the system displays information about all Coupling Facilities
that are attached.
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Figure 37. Summary of current sysplex

1.10.8.5 Displaying cross-system Coupling Facility (XCF) information

Use the DISPLAY XCF command to display cross system coupling information in the sysplex:

D XCF

The command displays (message IXC3341) which contains a list of all systems, by systemname,

currently participating in the sysplex.
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Figure 38. Coupling Facility summary
1.10.8.6 Coupling Facility summary

The following command requests information about the Coupling Facility in the policy:
D XCF,CF,..

If specified without further qualification, the system displays summary information about all Coupling
Facilities that are in the policy.
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Figure 39. Couple data set information

1.10.8.7 Couple data set information

The following command displays information about the couple data set in use by the sysplex:

D XCF,COUPLE,..

If specified without further qualification, information will be displayed about all couple data sets.
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Figure 40. XCF group list
1.10.8.8 XCF group list

The following command displays information about multisystem groups:
D XCF,GROUP, ..

If you do not provide a qualifying operand, a list of currently defined XCF groups is displayed.
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Figure 41. XCF path information

1.10.8.9 XCF path information

The following command displays the device number of one or more inbound signalling paths that XCF
can use and information about inbound XCF signalling paths to this system:

D XCF,PATHIN,..

The following command displays the device number of one or more outbound signalling paths that XCF
can use, and information about outbound XCF signalling paths to this system:

D XCF,PATHOUT, ..

The following command displays a list of all systems currently participating in the sysplex:

D XCF,SYSPLEX,..
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Figure 42. XCF structure summary
1.10.8.10 XCF structure summary

This command requests information about the Coupling Facility structures in the policy:
D XCF,STRUCTURE, ..

If specified without further qualification, summary information will be displayed about all coupling
facility structures that are in the policy.

The are other options that can be used.

1.10.8.11 XCF commands

Use the SETXCF command to control the cross-system coupling facility (XCF):
SETXCF COUPLE,..

This command can be used with options to:

Switch a current alternate couple data set to a primary couple data set. The switch can be for
either sysplex couple data sets or other types of couple data sets.

Specify a primary non-sysplex couple data set, such as CFRM, SFM, WLM.
Specify an alternate couple data set.

Change options specified in the COUPLExx parmlib member.
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Use the SETXCF FORCE command to clean up resources related to structures in a Coupling Facility:
SETXCF FORCE,..

The resources can be either structures actively in use in the sysplex or dumps associated with
structures pending deallocation.

Use the SETXCF MODIFY command to change current XCF parameters:
SETXCF MODIFY,..

The system changes only those parameters explicitly provided on the SETXCF MODIFY command; all
other parameters associated with the resource remain the same.

Use the SETXCF PRSMPOLICY command to either activate an XCF PR/SM policy, or deactivate a current
active XCF PR/SM policy:

SETXCF PRSMPOLICY,..

Use the SETXCF START command:
SETXCF START,..

to do the following:
Start new inbound signalling paths or restart inoperative inbound signalling paths.
Start outbound signalling paths or restart inoperative outbound signalling paths.
Define transport classes.
Start using a new administrative policy as an active policy.

Start rebuilding one or more Coupling Facility structures either in the same Coupling Facility or in
another Coupling Facility.

Start populating a Coupling Facility that has been newly brought into service or returned to service
in a sysplex with structures selected from the set of those defined in the active CFRM policy. The
structures selected are those that list the Coupling Facility to be populated as higher in the
structure's preference list than the Coupling Facility in which the structure already is allocated.

Start user-managed duplexing of one or more structures in a Coupling Facility into another
Coupling Facility.

Start altering the size of a Coupling Facility structure.

Use the SETXCF STOP command to:
SETXCF STOP,..

do the following:

Stop one or more inbound signalling paths.

Stop one or more outbound signalling paths.

Delete the definition of a transport class.

Stop using an administrative policy.

Stop rebuilding one or more Coupling Facility structures.

Stop populating a Coupling Facility that had been newly brought into service in a sysplex with
structures selected from the set of those defined in the active CFRM policy.

Stop user-managed duplexing of one or more structures in a Coupling Facility and specify the
structure that is to remain in use.

Stop altering a Coupling Facility structure.
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Figure 43. Display ETR

1.10.8.12 Managing external timer
Displaying the timer synchronization mode and ETR ports

Use the DISPLAY ETR command to display the current timer synchronization mode and the status of
the ETR ports as seen by 0S/390.

The complete syntax for the DISPLAY ETR command is:
D ETR,DATA

DATA is the default so you can use D ETR to display the current ETR (external time reference)
synchronization and status, in detail, of each ETR port, giving the ETR network ID, ETR port
number, and the ETR ID.

Modifing the ETR

Use the SETETR command to enable external time reference (ETR) ports that have been disabled.
An ETR port disabled by a hardware problem can be enabled after the problem has been
corrected.

SETETR PORT=nn
Port=nn specifies the number of the ETR port to be enabled. The valid values for n are 0 and 1.
Controlling the recording of hard machine check interruptions

You can use the MODE command to control the recording or monitoring of hard machine-check
interruptions.
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MODE AD,..

MODE SC,..

The AD parameter defines machine checks indicating the ETR attachment is to be monitored in the
specified mode.

The SC parameter defines machine checks indicating the ETR synchronization checks are to be
monitored in the specified mode.

1.10.8.13 Managing XCF images

Removing a system from the XCF sysplex
Use the following form of the VARY command to remove a system from the XCF sysplex.
v XCF,systemname,OFFLINE,RETAIN={YES|N0},FORCE

XCF,systemname,OFFLINE or OFF specifies the name of a system that XCF is to remove from the
sysplex. The system that is removed is put into a wait state.

RETAIN=YES or NO indicates whether or not XCF, on the remaining systems in the sysplex, is to retain
the signalling path resources used to communicate with the system that's removed.

FORCE indicates that XCF will immediately remove the specified system from the sysplex. The
FORCE option is only accepted after XCF has failed to remove the system with the VARY command.
The VARY command with the FORCE option must be issued on the same 0OS/390 image where the
original VARY command was issued.

To stop a system

Use the QUIESCE command when you want to put the system in a manual state without affecting job
step timing; for example, when you want to alter storage. You can enter QUIESCE only from a
console with MASTER authority. You can restart the system by performing the RESTART function.

QUIESCE

If possible, all jobs currently processing terminate normally. Otherwise, current activity is
suspended, and the system enters a manual state or a wait state with a code of X' 80000CCC'.
You might receive the following message on the master console or its alternate:

BLWOO2I SYSTEM WAIT STATE 'CCC’' X -- QUIESCE FUNCTION PERFORMED
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Chapter 2. System logger

In a Parallel Sysplex, each system has its own SYSLOG and logrec data sets. With multiple systems,
you want to merge the logs from all systems so that you have a comprehensive view of all log data
within the Parallel Sysplex. MVS provides the system logger, which is a set of services that allow you
to manage log data across the systems in the Parallel Sysplex. The log data is in a log stream that
resides on a coupling facility; as the coupling facility fills, older data might be off-loaded to archival log
stream data sets on DASD.

System logger has its own required couple data set, LOGR, that contains information to help you
manage system logger resources.

System logger is a set of services that allows an application to write, browse, and delete log data. You
can use system logger services to merge data from multiple instances of an application, including
merging data from different systems across a sysplex.

For example, suppose you are concurrently running multiple instances of an application in a sysplex,
and each application instance can update a common database. It is important for your installation to
maintain a common log of all updates to the database from across the sysplex, so that if the database
should be damaged, it can be restored from the backup copy. You can merge the log data from
applications across the sysplex into a log stream, which is simply a collection of data in log blocks
residing in the coupling facility and on DASD.

A log stream is an application-specific collection of data that is used as a log. The data is written to
and read from the log stream by one or more instances of the application associated with the log
stream. A log stream can be used for such purposes as a transaction log, a log for recreating
databases, a recovery log, or other logs needed by applications.

A system logger application can write log data into a log stream, which is simply a collection of data.
Data in a log stream spans two kinds of storage:
Interim storage, where data can be accessed quickly without incurring DASD 1/0.

DASD log data set storage, where data is hardened for longer term access. When the interim
storage medium for a log stream reaches a user-defined threshold, the log data is off-loaded to
DASD log data sets.

There are two types of log streams; coupling facility log streams and DASD-only log streams. The
main difference between the two types of log streams is the storage medium system logger uses to
hold interim log data:

In a coupling facility log stream, interim storage for log data is in coupling facility list structures.

In a DASD-only log stream interim storage for log data is contained in local storage buffers on the
system. Local storage buffers are data space areas associated with the system logger address
space, IXGLOGR.

An installation can use just coupling facility log streams, just DASD-only log streams, or a combination
of both types of log streams.
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Figure 44. MVS system logger

2.1 MVS system logger

System logger is an MVS component that allows an application to log data from a sysplex
environment. Data can be logged from one system or from multiple systems across the sysplex.

The OS/390 system logger is a set of services that allows an application to write, browse, and delete
log data. You can merge the log data from applications in a sysplex into a log stream, which is simply
a collection of data in log blocks residing in the Coupling Facility. Log blocks in the Coupling Facility
can be backed up either in storage in each system or on DASD in staging data sets. When the log
blocks in the Coupling Facility reach an installation-defined threshold value, they are offloaded to
DASD log data sets. Therefore, at any point in time the log stream consists of records on the DASD
log data sets and the log blocks currently in the Coupling Facility.

An OS/390 system logger configuration includes the system logger address space in each system, the
LOGR couple data set, a log stream structure in a Coupling Facility, DASD log data sets for offloaded
data from the Coupling Facility log stream, and optionally staging data sets for a backup copy of the
log blocks resident in the log stream structure. All these components are shown in the visual.

The system logger address space provides the application with services and connections to the
Coupling Facility. An installation must plan and predefine the Coupling Facility structures, format and
define a policy for the LOGR couple data set, define the DASD log data sets, and optionally create
staging data sets. An application can then issue system logger services.
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A log stream is a collection of one or more log records (also referred to as log blocks) written by an
application using services provided by the MVS system logger. The application using MVS system
logger services may or may not have multiple instances of itself executing in a sysplex. In the case of
a multi-instance application where each instance of the application writes log blocks to the same log
stream, the result is a sysplex-wide merged log stream.

You can use system logger services to merge data from different systems in a sysplex, as shown in
the visual where APPL1 and APPL2 are multiple instances of an application writing log blocks to the
coupling facility into the CONSOLE log stream.

Every time a system logger application writes a log block to a log stream, system logger automatically
makes a duplicate copy of the data as insurance against data loss due to Coupling Facility failure,
system failure, or system logger failure. System logger keeps a duplex copy of data in log stream
interim storage only. The duplicate copy is kept until the data is offloaded from interim storage to
DASD log data sets.

The way system logger duplexes log data depends on whether the log stream is a Coupling Facility or
a DASD-only log stream.

System logger allows the installation to choose between two methods of duplexing Coupling Facility
log data for a Coupling Facility log stream:
Maintain a copy of Coupling Facility resident log data in local storage buffers on each system.

This option is the default, and occurs automatically if you do not specifically request duplexing on
staging data sets in the log stream definition in the LOGR policy.

Maintain a copy of Coupling Facility resident log data in DASD staging data sets, one per log
stream on a system.

This option provides hardening of the data on failure-independent, persistent media.

You can request the duplexing options for a Coupling Facility log stream in the log stream definition in
the LOGR policy.
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Figure 45. System logger functions

2.1.1 System logger functions

System logger is a set of services that allows an application to write, browse, and delete log data. You
can use system logger services to merge data from multiple instances of an application, including
merging data from different systems across a sysplex.

The system logger component manages log streams based on the policy information that installations
place in the LOGR couple data set. The LOGR couple data set must:

Be accessible by all the systems in the sysplex.

Be formatted using the IXCL1DSU utility.

Contain policy information, which is defined using the IXCMIAPU utility or the IXGINVNT service,
see 0S/390 MVS Programming: Assembler Services Guide, GC28-1762, for more information.

When a system logger application writes a log block to a coupling facility log stream, system logger
writes it first to a Coupling Facility list structure. For Coupling Facility log streams, system logger
interacts with cross-system extended services (XES) to connect to and use the Coupling Facility for
system logger applications. System logger requires that a Coupling Facility list structure be associated
with each log stream.

When the Coupling Facility structure space allocated for the log stream reaches the installation-defined
threshold, system logger moves (off-loads) the log blocks from the Coupling Facility structure to VSAM
linear DASD data sets, so that the Coupling Facility space for the log stream can be used to hold new
log blocks. From a user's point of view, the actual location of the log data in the log stream is
transparent.
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For DASD-only log streams, system logger:

Off-loads log data from the local storage buffers to DASD log data sets as the DASD staging data
set space reaches the installation-defined thresholds.

Automatically allocates new DASD log data sets for log streams.

Maintains a backup copy of (duplexes) log data that is in interim storage for recovery. Log data in
interim storage is vulnerable to loss due to system or sysplex failure because it has not yet been
hardened to DASD log data sets. System logger duplexes interim storage log data for both
Coupling Facility and DASD-only log streams.
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2.1.2 System logger with Coupling Facility

The visual shows how a Coupling Facility log stream spans two levels of storage: the Coupling Facility
for interim storage and DASD log data set for more permanent storage. When the Coupling Facility
space for the log stream fills, the data is offloaded to DASD log data sets. A Coupling Facility log
stream can contain data from multiple systems, allowing a system logger application to merge data
from systems across the sysplex.

When a system logger application writes a log block to a Coupling Facility log stream, system logger
writes it first to a Coupling Facility list structure. System logger requires that a Coupling Facility list
structure be associated with each log stream. When the Coupling Facility structure space allocated for
the log stream reaches the installation-defined threshold, system logger moves (offloads) the log
blocks from the Coupling Facility structure to VSAM linear DASD data sets, so that the Coupling Facility
space for the log stream can be used to hold new log blocks. From a user's point of view, the actual
location of the log data in the log stream is transparent.
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Figure 47. MVS system logger services

2.1.3 MVS system logger services

The system logger component resides in its own address space on each system in a sysplex. The
system logger component does the following:

Provides a set of system services that allow an application to:

Connect to and disconnect from a log stream (IXGCONN)
Browse a log stream (IXGBRWSE)

Write to a log stream (IXGWRITE)

Delete data from a log stream (IXGDELET)

Define, update, and delete log stream and Coupling Facility list structure definitions in the
LOGR policy, (IXGINVNT service or IXCMIAPU service)

The following services contain parameters for both authorized and unauthorized programs: IXGCONN,
IXGBRWSE, IXGWRITE, and IXGDELET. All other system logger services and their parameters can be
used by any program.

We recommend that installations use Security Authorization Facility (SAF) to control access to system
logger resources such as log streams or Coupling Facility structures associated with log streams.
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Format LOGR Couple Data Set

//STEP1 EXEC PGM=IXCL1DSU
//SYSPRINT DD SYSOUT="*
//SYSIN DD *

DEFINEDS SYSPLEX (PLEX1)
DSN(SYS1.LOGR.CDS01) VOLSER(3380X1)
DATA TYPE (LOGR)
ITEM NAME (LSR) NUMBER(10)
ITEM NAME (LSTRR) NUMBER(10)
ITEM NAME (DSEXTENT) NUMBER(20)
DEFINEDS SYSPLEX (PLEX1)
DSN(SYS1.LOGR.CDS02) VOLSER (3380X2)
DATA TYPE (LOGR)
ITEM NAME (LSR) NUMBER(10)
ITEM NAME (LSTRR) NUMBER(10)
ITEM NAME (DSEXTENT) NUMBER(20)
/*

Figure 48. Format LOGR couple data set

2.1.4 Format LOGR couple data set

The visual shows sample JCL to run the format utility for formatting the LOGR couple data sets for the
system logger service. The sample shows formatting for both a primary and alternate LOGR couple
data set for the LOGR policy.

2.1.4.1 DASD log data sets

By default, each log stream is limited to a maximum of 168 log data sets. You can, if necessary,
increase the number of log data sets available for log streams using the DSEXTENT parameter in an
0S/390 Release 3 or higher LOGR couple data set. If you have log streams that will exceed 168 DASD
log data sets, perhaps because you retain data in your log stream for a long period of time, increase
the number of directory extents available for the sysplex on the DSEXTENT parameter in an OS/390
Release 3 or higher LOGR couple data set using the format utility. Each additional directory extent
specified goes into a common pool available to any log stream in the sysplex.

System logger allocates these directory extents as needed. Each directory extent allows a log stream
to extend beyond 168 log data sets. Whenever all the log data sets in a data set directory extent have
been physically deleted, system logger returns the directory extent record to the available pool of
directory extents for the sysplex. Each log stream has one data set directory extent which is part of
the log stream record, not part of the data set directory extent pool. This permanent directory extent is
always used first for a log stream, before retrieving a directory extent from the common data set
directory pool. This permanent extent does not revert to the common pool when unused and is not
available for use by any other log stream, it is held for the owning log stream.
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LOGR Policy

/ /DEFINE JOB

//STEPl1 EXEC PGM=IXCMIAPU
//SYSPRINT DD SYSOUT=*
//SYSIN DD *

DATA TYPE(LOGR) REPORT (YES)

DEFINE STRUCTURE NAME (STRUCTURE_CONSOLE)
LOGSNUM(32)

DEFINE LOGSTREAM NAME (CONSOLE)
STRUCTNAME ( STRUCTURE_CONSOLE)
LS MGMTCLAS (STANDARD)
HLQ (LOGGER)

Figure 49. LOGR policy

2.1.5 LOGR policy

The visual shows sample JCL to run the utility to define list entries in the LOGR policy. An example of
how to use IXCMIAPU with system logger is shown in member IFBLSJCL in A.1, “LOGR IXCMIAPU
sample member” on page 347. This is the member that is shipped in SYS1.SAMPLIB.

You can only have one LOGR policy for the sysplex, even if you have primary and alternate LOGR
couple data sets. System logger will only use the policy information contained in the primary LOGR
couple data set. Because there is only one LOGR policy allowed for a sysplex, you cannot specify the
DEFINE POLICY NAME parameter in the LOGR policy, nor can you issue the SETXCF START,POLICY
command to activate a policy. Updates made to the LOGR policy are made in the primary LOGR
couple data set. If you switch to your alternate LOGR couple data set, system logger copies the LOGR
policy from the old primary couple data set into the new one.

The LOGR policy includes the following:

Log stream definitions

Coupling facility list structure definitions, if applicable

Data containing the current state of a log stream (for example, whether a log stream is currently
connected to the Coupling Facility structure)
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Managing Log Data

//DEFINE JOB

//STEP1 EXEC PGM=IXCMIAPU

//SYSPRINT DD SYSOUT=*

//SYSIN DD *

DATA TYPE (LOGR)
DEFINE LOGSTREAM NAME (CONSOLE)
STRUCTURENAME ( STRUCTURE_CONSOLE)
RETPD{(30) AUTODELETE (YES)

DATA TYPE (LOGR)
UPDATE LOGSTREAM NAME (CONSOLE)
RETPD (60}

Figure 50. Managing log data

2.1.6 Managing log data

For installations with an active primary LOGR couple data set at an OS/390 Release 3 level or higher,
system logger provides support to make it easier to archive log data and manage the amount of data
kept in a log stream. This applies to both Coupling Facility and DASD-only log streams. You can
define a retention period and automatic deletion policy for each log stream. The retention period and
automatic deletion policy are specified on the RETPD and AUTODELETE parameters in an OS/390
Release 3 higher LOGR couple data set to help manage:

How much data you keep in a log stream
How long you keep data in the log stream

The RETPD and AUTODELETE parameters are used together to set up a retention period and automatic
deletion for a log stream. You can specify the RETPD and AUTODELETE parameters in an OS/390
Release 3 level or higher LOGR couple data set using either the IXCMIAPU utility or the IXGINVNT
service in a program.

2.1.6.1 REPTD parameter

The RETPD parameter allows you to specify a retention period for a log stream. On RETPD, you
specify the number of days that you want to keep data in the log stream, even if the data has been
marked for deletion using IXGDELET. For example, if you specify RETPD(7) in the LOGR policy for a
log stream, the retention period for data in that log stream is seven days from the time the data is
written to the log stream by the application. System logger processes the retention period on a log
data set basis. Once the retention period for the entire log data set has expired, the data set is
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eligible for deletion. System logger may not physically delete data as soon as it hits the retention
period. The point at which system logger physically deletes the data depends on when the data set
fills and what you specify on the AUTODELETE parameter.

2.1.6.2 AUTODELETE parameter

Use AUTODELETE(NO) to indicate that you do not want an automatic deletion policy for a log stream.
AUTODELETE(NO) means that the log data can be physically deleted only after the log data has been
marked for deletion via IXGDELET and after any retention period specified for the log stream has
expired. AUTODELETE(NO) is the default.

Use AUTODELETE(YES) to indicate that you want an automatic deletion policy to limit how long data is
kept in the log stream. AUTODELETE(YES) means that log data can be physically deleted either when
the data is marked for deletion or when a retention period specified for the log stream expires. Use
care when specifying AUTODELETE(YES) because automatic deletion is designed to speed physical
deletion of log data, which can mean deletion of data that an application needs.

2.1.6.3 UPDATE parameter

The UPDATE LOGSTREAM specification requests that an entry for a coupling facility or DASD-only log
stream be updated in the LOGR policy. Except for the RETPD, AUTODELETE, and DIAG parameters,
you cannot update a log stream while there are active connections (active or failed) to it. Using the
IXCMAIPU utility, as shown on the visual, you can UPDATE the RETPD parameter.
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System Logger Applications

% CICS Transaction Server for OS/390 Release 1
»  CICS log manager domain

Logrec log stream

Operations log - OPERLOG

Common Queue Server in IMS/ESA

APPC/MVS

* % % % %

Resource Recovery Services

Figure 51. System logger applications

2.1.7 System logger applications

System logger applications can be supplied by IBM, independent software vendors, or written at your
installation. For each of these applications some information is necessary for set-up and use. Some of
the IBM-supplied system logger applications are:

CICS log manager

CICS log manager is a CICS system logger application that replaces the journal control

management function. It provides a focal point for all CICS system log, forward recovery log, and
user journal output within a sysplex and flexible mapping of CICS journals onto log streams. CICS
log manager also enables faster CICS restart, dual logging, and flexible log and journal archiving.

Logrec log stream

Logrec log stream is an MVS system logger application that records hardware failures, selected
software errors, and selected system conditions across the sysplex. Using a logrec log stream
rather than a logrec data set for each system can streamline logrec error recording.

Operations log (OPERLOG)

Operations log is an MVS system logger application that records and merges messages about
programs and system functions (the hardcopy message set) from each system in a sysplex that
activates OPERLOG. Use OPERLOG rather than the system log (SYSLOG) as your hardcopy
medium when you need a permanent log about operating conditions and maintenance for all
systems in a sysplex.
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IMS common shared queues (CQS) log manager

IMS common shared queues (CQS) log manager is a system logger application that records the
information necessary for CQS to recover structures and restart. CQS writes log records into a
separate log stream for each Coupling Facility list structure pair that it uses. IMS CQS log
manager uses Coupling Facility-based log streams.

APPC/MVS

APPC/MVS is an MVS system logger application that records events related to protected
conversations. An installation-defined log stream is required for APPC/MVS to protect
conversations, through its participation in resource recovery.

Resource recovery services (RRS)

RRS is an MVS system logger application that records events related to protected resources. RRS
records these events in five log streams that are shared by systems in a sysplex. To set up and
use the RRS system logger application refer to “Preparing to Use System Logger Applications” in
0S/390 MVS Programming: Resource Recovery, GC28-1739.
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DASD-Only Log Stream

Does not use coupling facility
= No structure related events occur
$¢ Staging data sets (required) and local buffers
(dataspaces) 'Virtual Coupling Facility'.
> Slaging data set name is different
¥ Single System Scope
» {an have mulliple conneclors
¢ Can be 'updated' to structure based logstream
% Log data sets and couple data set unchanged
> No reformatiing needed

Figure 52. DASD-only log streams

2.2 DASD-only log streams

The system logger function has been enhanced, beginning with OS/390 Release 4, to include support
for DASD-only log streams. DASD-only log streams do not use Coupling Facility storage. The
Coupling Facility is used by system logger as the interim storage for log stream data before it is
offloaded (hardened) to DASD log data sets. For a DASD-only log stream, however, the log data is
stored in local storage buffers before being offloaded (hardened) to DASD log data sets.

A DASD-only log stream has a single-system scope; only one system at a time can connect to a
DASD-only log stream. Multiple applications from the same system can, however, simultaneously
connect to a DASD-only log stream. When a system logger application writes a log block to a
DASD-only log stream, system logger writes it first to the local storage buffers for the system and then
automatically duplexes it to a DASD staging data set associated with the log stream.

A DASD-only log stream can be upgraded to a Coupling Facility log stream by updating the log stream

definition in the LOGR policy couple data set to associate a Coupling Facility structure with the log
stream.
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DASD-only Logger

Secondary storage

Primary storage

Tertlary storage

Figure 53. DASD-only logger

2.2.1 DASD-only logger

The visual shows a DASD-only log stream spanning two levels of storage: local storage buffers for
interim storage, which is then off-loaded to DASD log data sets for more permanent storage.

A DASD-only log stream has a single-system scope; only one system at a time can connect to a
DASD-only log stream. Multiple applications from the same system can, however, simultaneously
connect to a DASD-only log stream.

When a system logger application writes a log block to a DASD-only log stream, system logger writes
it first to the local storage buffers for the system and duplexes it to a DASD staging data set associated
with the log stream. When the staging data set space allocated for the log stream reaches the
installation-defined threshold, system logger off-loads the log blocks from local storage buffers to
VSAM linear DASD data sets. From a user’'s point of view, the actual location of the log data in the log
stream is transparent.

Both a DASD-only log stream and a Coupling Facility log stream can have data in multiple DASD log
data sets; as a log stream fills log data sets on DASD, system logger automatically allocates new ones
for the log stream.

For a DASD-only log stream, system logger automatically duplexes log data from the system’s local
storage buffers to DASD staging data sets. System logger uses VSAM linear DASD data sets for
staging data sets.
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Note: The staging data set naming convention is different for DASD-only and Coupling Facility log
streams.

For DASD-only log streams, staging data sets are a required part of the system logger configuration.
System logger automatically duplexes data to the staging data set for the system at the same time it
writes the data local storage buffers. We recommend that you plan for a staging data set for each
system, using SMS to manage them. If you do not plan for the staging data sets using SMS, system
logger will automatically allocate staging data sets for a system connecting to a DASD-only log stream,
using the defaults outlined in the next visual.
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Define DASD-only Log Stream

//DEFINE JOB

//STEPLl EXEC PGM=IXCMIAPU

//S8YSPRINT DD SYS0UT=*

//8Y8IN DD *

DATA TYPE{(LOGR) REPORT(VES)
DEFINE STRUCTURE NAME (LOGSTRUCTURE)

LOGSHUM (1)
AVGRUFSIZE(4096)
MAXBUFSIZE(4096)

DEFINE LOGSTREAM NAME(PLEXTEST.CICS}
STRUCTNAME ( LOGSTRUCTURE)
DASDONLY (YES)

MAXBUFSIZE (65532)

/'k

Figure 54. Define DASD-only log stream

2.2.2 Define DASD-only log stream

To define a log stream as DASD-only, specify DASDONLY(YES) on the definition for a log stream that is
not associated with a coupling facility structure. When you define a DASD-only log stream, you can
also specify MAXBUFSIZE on the DEFINE LOGSTREAM request 