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82496 CACHE CONTROLLER AND 82491 CACHE
SRAM FOR USE WITH THE PENTIUM
PROCESSOR (510\60, 567\66)

B High Performance Second Level Cache | nghly Flexible

— Zero Wait States at 66 MHz 256K to 512K with Parity

— Two-Way Set Associative - 32-, 64-, or 128-Bit Wide Memory

—  Writeback with MESI Protocol Bus

— Concurrent CPU Bus and Memory — Synchronous, Asynchronous and
Bus Operation Strobed Memory Bus Operation

— Boundary Scan — Selectable Bus Widths, Line Sizes,

n PentlumTM Processor (510\60, 567\66) Transfers and Burst Orders

Chip Set Version of Pentium™ | FuII Multiprocessing Support
Processor (510\60, 567\66) Concurrent CPU, Memory Bus and

— Superscalar Architecture Snoop Operations

— Enhanced Floating Point — Complete MESI Protocol

— On-Chip 8K Code and 8K Data — Internal/External Parity
Caches Generation/Checking

— See Pentium™ Processor Family — Supports Read For Ownership,
Data Book for More Information Write-Allocation and Cache-to-

Cache Transfers

The 82496 Cache Controller and multiple 82491 Cache SRAMs combine with the Pentium processor (510\60,
567\66) to form a CPU Cache chip set designed for high performance servers and function-rich desktops. The
high-speed interconnect between the CPU and cache components has been optimized to provide zero-wait
state operation. This CPU Cache chip set is fully compatible with existing software, and has new data integrity
features for mission critical applications.

The 82496 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual
ported buffers and registers allow
the 82496 to concurrently handle
CPU bus, memory bus, and
internal cache operation for
maximum performance.

The 82491 is a customized high-
performance SRAM that supports
32-, 64-, and 128-bit wide memory
bus widths, 16-, 32-, and 64-byte
line sizes, and optional sectoring.
The data path between the CPU
bus and memory bus is separated
by the 82491, allowing the CPU
bus to handshake synchronously,
asynchronously, or with a strobed
protocol, and allowing concurrent
CPU bus and memory  bus |
operations. 5
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82497 CACHE CONTROLLER and
82492 CACHE SRAM

FOR USE WITH THE PENTIUM® PROCESSOR
(735\90, 815\100, 1000\120, 1110\133)

m High Performance Second Level Cache

Zero wait states at 66 Mhz
Two-way set associative
Writeback with MESI protocol

oooo

bus operation
0O Boundary scan

m Pentium ® Processor (735\90, 815\100,

10001120, 1110\133) cache chip set
0O Chip set version of Pentium ®
Processor (735\90, 815\100,
1000120, 1110\133)
Superscalar architecture
Enhanced floating point

On-chip 8K code and 8K data
caches

ooag

0O See Pentium™ Processor Family

Data Book for more information

Concurrent CPU bus and memory

[ nghly Flexible

EI

O

O

256K to 512K with parity

32-, 64-, or 128-bit wide memory
bus

Synchronous, asynchronous, and
strobed memory bus operation
Selectable bus widths, line sizes,
transfers and burst orders

m  Full Multiprocessing Support

O

O
O

O

Concurrent CPU, memory bus and
snoop operations

Complete MESI protocol
Internal/external parity
generation/checking

Supports read for ownership,write-
allocation and cache-to-cache
transfers

The 82497 Cache Controller with multiple 82492 Cache SRAMs combine with the Pentium® processor (735\90,
815\100, 1000\120, 1110\133) to form a CPU cache chip set designed for high performance servers and
function-rich desktops. The high-speed interconnect between the CPU and cache components has been

optimized to provide zero-wait state operation.

This CPU cache chip set is fully compatible with existing

software, and has data integrity features for mission critical applications.

The 82497 Cache Controller
implements the MESI write-back
protocol for full multiprocessing
support. Dual ported buffers
and registers allow the 82497 to
concurrently handle CPU bus,
memory bus, and internal cache
operation for maximum
performance.

The 82492 is a customized high
performance SRAM that
supports 32-, 64-, and 128-bit
wide memory bus widths, 16-,
32-, and 64-byte line sizes, and
optional sectoring. The data
path between the CPU bus and
the memory bus is separated by
the 82492, allowing the CPU
bus to handshake
synchronously, asynchronously,
or with a strobed protocol, and
allowing concurrent CPU bus
and memory bus operations.

“oum 82497
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inte|® 82498 CACHE CONTROLLER and
82493 CACHE SRAM

FOR USE WITH THE PENTIUM® PROCESSOR

(735\90, 815\100, 1000\120, 1110\133)

m High Performance Second Level Cache 0 1Mbyte or 2Mbyte with parity

O Zero wait states at 60 and 66Mhz 0 32-, 64-, and 128-bit wide memory
O Two-way set associative bus

O Writeback with MESI protocol 0 Synchronous, asynchronoug, and
O Concurrent CPU bus and memory strobed memory bus operation

O Selectable bus widths, line sizes,

bus operations
P transfers and burst orders

0O Boundary scan

0O Enhanced lock functionality m  Full Multiprocessing Support
m Pentium Processor (735\90, 815\100, 0 Concurrent CPU, memory bus and
1000\120, 1110\133) cache chip set snoop operations

O Superscalar architecture 0 Complete MESI protocol

O Enhanced floating point 0 Internal(external parity

0 On-chip 8K code and 8K data generation/checking o
caches 0 Supports read for ownership,write-

O See Pentium® Processor Family allocation and cache-to-cache
Data Book for more information transfers

m Highly Flexible

The 82498 Cache Controller and multiple 82493 Cache SRAMs combine with the Pentium® processor (735\90,
815\100, 1000\120, 1110\133) to form a CPU cache chip set designed for high performance servers and
function-rich desktops. The 82498 Cache Controller and 82493 Cache SRAM are an enhanced version of the
82497/82492 cache solution. Additional performance is realized through higher density 1Mbyte and 2Mbyte
support and improved lock functionality. The high-speed interconnect between the CPU and cache components
has been optimized to provide zero-wait state operation. This CPU cache chip set is fully compatible with
existing software, and has new data integrity features for mission critical applications.

The 82498 Cache Controller
implements the MESI write-back
protocol for full multiprocessing
support. Dual ported buffers and
registers allow the 82498 to
concurrently handle CPU bus,
memory bus, and internal cache
operation for maximum
performance.

The 82493 is a customized high
performance SRAM that supports
32-, 64-, and 128-bit wide memory
bus widths, 16-, 32-, and 64-byte
line sizes, and optional sectoring.
The data path between the CPU bus
and the memory bus is separated by
the 82493 Cache SRAM, allowing
the CPU bus to handshake
synchronously, asynchronously, or
with a strobed protocol, and allowing
concurrent CPU bus and memory
bus operations.

vii
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CHAPTER 1
PINOUTS

1.1. PINOUT DIAGRAMS

1.1.1. Pentium ® Processor Pinouts
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Figure 1-1.

Pentium ® Processor Pinout (Top View)
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Figure 1-2. Pentium ® Processor Pinout (Bottom View)
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PINOUTS

1.1.2.

82496 Cache Controller Pinouts
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. 82496 Cache Controller Pinout (Top View)
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Figure 1-4. 82496 Cache Controller Pinout (Bottom View)
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1.1.3. 82491 Cache SRAM Memory Pinouts
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Figure 1-5. 82491 Cache SRAM Memory Pinout (Top View)
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Figure 1-6. 82491 Cache SRAM Pinout (Bottom View)
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PINOUTS

1.2. PIN CROSS REFERENCE TABLES

1.2.1. Pentium ® Processor

Table 1-1. Pentium ® Processor Pin Cross Reference by Pin Name

Address Data Control
A3 T17 DO D03 D32 D10 A20M# uos FRCMC# M19
A4 W19 D1 EO3 D33 C17 ADS# P04 HIT# w02
A5 ui8 D2 EO04 D34 C19 ADSC# NO4 HITM# M04
A6 u17 D3 FO3 D35 D17 AHOLD LO2 HLDA Q03
A7 T16 D4 C04 D36 C18 AP P03 HOLD V05
A8 ui6 D5 G03 D37 D16 APCHK# W03 IBT T19
A9 T15 D6 B04 D38 D19 BEO# uo4 IERR# C02
Al0 ui15 D7 G04 D39 D15 BE1# Q04 IGNNE# S20
All T14 D8 FOo4 D40 D14 BE2# uo6 INIT T20
Al2 u14 D9 C12 D41 B19 BE3# V01 INTR N18
Al3 T13 D10 C13 D42 D20 BE4# TO6 INV AO01
Al4 u13 D11 EO05 D43 A20 BE5# S04 U J02
Al5 T12 D12 Cl4 D44 D21 BE6# uo7 v BO1
Al6 ui12 D13 D04 D45 A21 BE7# W01 KEN# JOo3
Al7 T11 D14 D13 D46 E18 BOFF# K04 LOCK# V03
Al8 U1l D15 D05 D47 B20 BP2 B02 M/10# A02
Al9 T10 D16 D06 D48 B21 BP3 BO3 NA# K03
A20 u10 D17 B09 D49 F19 BRDY# LO4 NMI N19
A21 u21 D18 C06 D50 C20 BRDYC# LO3 PCD Wo4
A22 uo9 D19 C15 D51 F18 BREQ V02 PCHK# RO3
A23 u20 D20 D07 D52 Cc21 BUSCHK#  T03 PEN# M18
A24 uos D21 C1l6 D53 G18 CACHE# Jo4 PMO0/BPO D02
A25 u19 D22 Co07 D54 E20 CLK K18 PM1/BP1 C03
A26 TO9 D23 Al0 D55 G19 D/C# V04 PRDY uo3
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tel.

Table 1-1. Pentium ® Processor Pin Cross Reference by Pin Name (Contd.)

PINOUTS

Address Data Control
A27 V21 D24 B10 D56 H21 DPO HO4 PWT S03
A28 V06 D25 C08 D57 F20 DP1 CO05 R/S# R18
A29 V20 D26 Cl1 D58 J18 DP2 A09 RESET L18
A30 W05 D27 D09 D59 H19 DP3 D08 SCYC RO4
A3l V19 D28 D11 D60 L19 DP4 D18 SMI# P18
D29 C09 D61 K19 DP5 Al19 SMIACT# TO5
BTO TO8 D30 D12 D62 J19 DP6 E19 TCK TO4
BT1 w21 D31 C10 D63 H18 DP7 E21 TDI T21
BT2 TO7 EADS# M03 TDO S21
BT3 w20 EWBE# AO03 TMS P19
FERR# HO3 TRST# S18
FLUSH# uo2 W/R# NO3
WB/WT# M02
Vee Vss
A04 Co01 N21 w08 B05 B15 HO2 L20 Q20 V10
A05 D01 PO1 W09 B06 B16 H20 MO01 R0O2 V11
A06 EO1 P21 W10 BO7 B17 Jo1 M20 R20 V12
AQ07 FO1 Q01 w1l B08 B18 J20 NO2 S02 V13
A08 F21 Q18 w12 B11 EO02 K01 N20 TO2 V14
All G01 Q21 W13 B12 F02 K02 P02 Vo7 V15
Al2 G21 RO1 w14 B13 G02 K20 P20 V08 V16
Al3 HO1 R21 w15 B14 G20 LO1 Q02 V09 V17
Al4 J21 S01 W16 V18
Al5 K21 TO1 w17
Al6 L21 uo1 w18
Al7 M21 W06 NC: Q19 S19 R19 T18
Al8 NO1 W07
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1.2.2. 82496 Cache Controller

Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name

Cache Control

ADS# C16 CNA# MO05 MAOE# TO5 SNPADS# G04
AHOLD B18 CPCD M01 MAP uos SNPBSY# G02
AP AO8 CPWT KO1 MAPERR# uo1 SNPCLK TO4
APERR# S01 CRDY# NO3 MAWEA# R18 SNPCYC# Jo4
APIC# NO1 CSCYC EO1 MBALE Q05 SNPINV Q06
BGT# NO4 CWI/R# FO5 MBAOE# Q07 SNPNCA RO4
BLAST# D16 CWAY K04 MCACHE# D03 SNPSTB# S04
BLE# D17 D/C# J15 MCYC# Q18 SWEND# R02
BLEC# P19 DRCTM# NO02 MHITM# JO5 SYNC# R05
BOFF# H16 EADS# K16 MKEN# S02 TCK Q04
BRDY# Q02 EWBE# TO3 MRO# K02 TDI P04
BRDYC1# E16 FLUSH# P05 MTHIT# HO4 TDO D05
BRDYC2# G15 FSIOUT# EO2 MWB/WT# LO4 T™S Q03
BUS# Q17 HITM# E18 NA# K18 TRST# TO2
CACHE# H15 INV L16 NENE# EO6 WIR# C18
CADS# FO4 IPERR# Qo1 PALLC# EO3 WAY M16
CAHOLD HO05 KEN# E17 PCD J16 WB/WT# L15
CCACHE# HO1 KLOCK# D04 PWT D18 WBA N15
CD/C# EO4 KWEND# NO5 RDYSRC D02 WBTYP P16
CDTS# GO05 LOCK# C17 RESET R0O6 WBWE# N16
CLK E12 M/10# G17 SCYC G16 WRARR# M15
CM/10# EO5 MALE R0O3 SMLN# Do7
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Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name (Contd.)

CPU Bus Address

CFAO F16 SETO E14 TAGO D09
CFAl1 C15 SET1 D14 TAG1 BO5
CFA2 EO7 SET2 D15 TAG2 EO9
CFA3 co3 SET3 C13 TAG3 B0O4
CFA4 B17 SET4 D13 TAG4 Co5
CFA5 F15 SET5 D12 TAG5 co4
CFA6 E15 SET6 E13 TAG6 D08

SET7 E10 TAG7 BO3
BTO Al16 SET8 E11 TAGS8 EO8
BT1 Al4 SET9 C10 TAG9 B02
BT2 Al12 SET10 B10 TAG10 co2
BT3 A10 TAG11 D06

Memory Bus Address

MCFAO R17 MSETO R16 MTAGO R11
MCFA1 P15 MSET1 Q13 MTAG1 Q10
MCFA2 S05 MSET2 Q12 MTAG2 R10
MCFA3 RO7 MSET3 R15 MTAG3 S15
MCFA4 Q16 MSET4 S17 MTAG4 R0O9
MCFA5 Q15 MSET5 R14 MTAGS5 S16
MCFA6 Q14 MSET6 S18 MTAG6 T15

MSET7 T18 MTAG7 T16
MBTO uU16 MSET8 Q11 MTAG8 Q09
MBT1 ul14 MSET9 R13 MTAG9 T17
MBT2 U1z MSET10 R12 MTAG10 R0O8
MBT3 u10 MTAG11 Q08
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Table 1-2. 82496 Cache Controller Pin Cross Reference by Pin Name (Contd.)
VSS VCC

A0l G03 R19 A04 F02 P02
A02 G19 S03 A06 F18 P18
A03 HO3 S06 A09 F19 Q19
A05 H17 S07 Al3 G01 RO1
AQ7 Jo1i S08 Al7 G18 S19
All JO3 S09 BO1 HO02 TO6
Al5 Ji7 S10 B0O6 H18 TO7
Al8 J19 S11 BO7 H19 TO8
Al9 K03 S12 B08 Jo2 TO9
Cco1 K05 S13 B09 J18 T10
C06 K17 S14 B11 K15 T11
Cco7 LO3 TO1l B12 K19 T12
co08 LO5 T19 B13 LO1 T13
Cc09 L17 uo3 B14 L02 T14
Cl1 L19 uo5 B19 L18 uo2
C12 MO03 uo6 D01 MO02 uo4
Cl4 MO04 uo7 D10 M18 ui13
Cc19 M17 u09 D19 M19 u17
D11 N17 ull N18 ui19
E19 N19 uUi15

FO1 PO1 u18

FO3 P03 NC: B15 B16
F17 P17
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1.2.3. 82491 Cache SRAM

Table 1-3. 82491 Cache SRAM Pin Cross Reference by Pin Name

Address CPU Bus Data Control
A0 65 CDATAO 48 ADS# 63 MEOCH# 23
Al 66 CDATAL 54 BE# 64 MFRZ# 24
A2 67 CDATA2 49 BLAST# 59 MOCLK 27
A3 68 CDATA3 55 BLEC# 34 MSEL# 25
A4 69 CDATA4 46 BOFF# 36 MZBT# 21
A5 70 CDATA5 51 BRDY# 60 RESET 28
A6 71 CDATA6 52 BRDYC# 61 TCK 3
A7 73 CDATA7 57 BUS# 40 TDI 2
A8 75 Memory CLK 30 TDO 84
A9 76 Bus Data CRDY# 43 T™S 1
Al10 77 MDATAO 18 HITM# 62 W/R# 58
All 78 MDATA1 14 MAWEA# 41 WAY 45
Al2 79 MDATA2 10 MBE# 32 WBA 38
Al13 80 MDATA3 6 MBRDY# 22 WBTYP 37
Al4 81 MDATA4 16 MCLK 26 WBWE# 39
Al5 82 MDATAS5 12 MCYC# 42 WRARR# 44
MDATA6 8 MDOE# 20
MDATA7 4
NC Vee Vsg
83 5 17 50 7 19 47
9 29 56 11 31 53
13 35 74 15 33 72

1.3. BRIEF PIN DESCRIPTIONS

This section provides brief descriptions of all signals of the Peftiprocessor cache chip
set.

The # symbol at the end of a signal name indicates that the active, or asserted state occt
when the signal is at a low voltage. When a # symbol is not present after the signal name, tt
signal is active, or asserted at the high voltage level.
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Tables 1-4 through 1-9 list the signals which comprise each intdrfaoeth external (i.e., to
the memory bus controller) and internal (i.e. the Pentium processor cache chip set optimized
interface).

Figure 1-7 illustrates signal partitioning.

Table 1-10 describes all Pentiyggrocessor signals to which the Memory Bus Controller has
access, all 82496 Cache Controller signals, all 82491 C&taM signals, and all
Optimized interface signals.

Tables 1-11 to 1-13 list the Pentium processor cache chip set signals which have internal
pull-up or pull-down resistors and are glitch free.

Table 1-14 lists the interconnects between the optimized interface signals.
Tables 1-15 to 1-18 list pin states at reset, Output pins, Input pins, and Input/Output pins.

The following abbreviations may be used in Tables 1-7 through 1-18: P (Pentium processor),
CC (82496 Cache Controller), and CS (82491 Cache SRAM).

For detailed Pentium processor pin descriptions, refer to Rbetiun® Processor
Developer's ManualVolume 1 For detailed 82496 Cache Controller and 82491 Cache
SRAM pin descriptions refer tthe Hardware Interface chaptdlote that all input pins
must meet their AC/DC specifications to guarantee proper functional behavior of the
82496 Cache Controller and 82491 Cache SRAM.
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PENTIUM®
TABLE 1-4 PROCESSOR TABLE 1-8
—
| TABLE 1-7
82496 TABLE 1-9
CACHE
CONTROLLER
| TABLE 1-5 TABLE 1-6
> MEMORY BUS CONTROLLER/MEMORY BUS
CDB29

Figure 1-7. Brief Pin Description Table Cross Reference

In the following tables, a signal name in brackets "[ ]" represents a configuration input signal
sampled at RESET, and a signal name in parenthesis "()" represents a strobed mode signal

Table 1-4. Pentium ® Processor/MBC Interface Signals

APCHK# CLK HOLD INTR PEN# SMIACT#
BP[3:2],PM/BP[1:0] | FERR# IBT U PRDY TCK
BRDY# FLUSH# IERR# \ R/S# TDI
BREQ HLDA IGNNE# NMI RESET TDO
BUSCHK# HIT# INIT PCHK# SMI# T™MS
TRST#
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Table 1-5. 82496 Cache Controller/MBC Interface Signals
APERR# CM/10# KLOCK# MRO# SNPINV
APIC# CNA# [CFGO] KWEND# [CFG2] MTHIT# SNPNCA
BGT# [CLDRV] CPCD MALE [WWOR#] MWB/WT# SNPSTB#
BLE# CPWT MAOE# NENE# SWEND# [CFG1]
BRDY# CRDY# [SLFTST#] | MAP PALLC# SYNC# [MALDRV]
CADS# CSCYC MAPERR# RDYSRC TCK
CAHOLD CW/R# MBALE [HIGHZ#] RESET TDI
CCACHE# CWAY MBAOE# SMLN# TDO
CD/C# DRCTM# MBTI[3:0] SNPADS# TMS
CDTS# FLUSH# MCACHE# SNPBSY# TRST#
CFG[2:0] FSIOUT# MHITM# SNPCLK [SNPMD]
CLK IPERR# MKEN# SNPCYC#
MCFA[6:0], MSET[10:0], MTAG[11:0]
Table 1-6. 82491 Cache SRAM/MBC Interface Signals

BRDY# MBRDY# (MISTB) | MEOC# MZBT# [MX4/8#] TDO
CLK MCLK [MSTBM] MFRZ# [MDLDRV] | RESET TMS
CRDY# MDATA[7:0] MOCLK (MOSTB) | TCK
MBE# [PAR#] MDOE# MSEL# [MTRA4/8#] | TDI

Table 1-7. Pentium ® Processor/82496 Cache Controller Interface Signals
ADSC#/ADS# BRDYC#/BRDYC1# | EADS# KEN# PCD
AHOLD BT[3:0] EWBE# LOCK# PWT
AP CACHE# HITM# M/IO# SCYC
BOFF# D/C# INV NA# W/R#
A[31:3]/CFA[6:0], SET[10:0], TAG[11:0] WB/WT#

Table 1-8. Pentium ® Processor/82491 Cache SRAM Interface Signals

A[17:3)/A[15:1] ADS# BE[7:0]#/BE# D[63:0]/CDATA[7:0]
HITM# WIR# BE[7:0[#/CDATA[7:4]*"1 | DP[3:0]/CDATA[3:0*1
1-1. 82491 Cache SRAMs configured as parity devices.
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Table 1-9. 82496 Cache Controller/82491 Cache SRAM Interface Signals

BLAST#

BRDYC2#/BRDYC#

MCYC# WBTYP [LRO]

BLEC#

BUS#

WAY WBWE# [LR1]

BOFF#

MAWEA#

WBA [SEC2#] WRARR#

Table 1-10.

Pentium ® Processor Cache Chip Set Brief Pin Descriptions

Symbol Type

Part

Name and Function

A[15:0] [
A[31:3] /0

P
CcC

Pentium® processor Address pins. 82491 Cache SRAM Address inputs.

As outputs, the CPU address lines, along with the byte enables, define the
physical area of memory or 1/O accessed. The 82496 Cache Controller
drives the inquire address to the Pentium processor on A[31:5]. Note that
82491 Cache SRAM address pin A0 is always connected to Vsg.

A20M# |

When the Address bit 20 Mask pin is asserted, the Pentium processor
emulates the address wraparound at one Mbyte which occurs on the 8086.
When A20M# is asserted, the Pentium processor masks physical address
bit 20 (A20) before performing a lookup to the internal caches or driving a
memory cycle on the bus. The effect of A20M# is undefined in protected
mode. A20M# must be asserted only when the processor is in real mode.

ADS# |

CcC
CSs

Address Strobe signal from the Pentium processor to the 82491 Cache
SRAMs. ADS# indicates the start of a new, valid CPU bus cycle and is
functionally identical to ADSC#. The 82496 Cache Controller ADS# input is
connected to the Pentium processor ADSC# output.

ADSC# (6]

Address Strobe signal from the Pentium processor to the 82496 Cache
Controller ADS# input. ADSC# indicates the start of a CPU cycle and is
functionally identical to ADS#.

AHOLD O

In response to the assertion of Address Hold , the Pentium processor will
stop driving the address lines (A[31:3]), and AP in the next clock. The rest of
the bus will remain active so data can be returned or driven for previously
issued bus cycles. AHOLD is driven by the 82496 Cache Controller to the
Pentium processor AHOLD input during back-invalidation cycles and inquire
cycles.

AP 110

110

Address Parity is driven by the Pentium processor with even parity
information on all Pentium processor generated cycles in the same clock that
the address is driven. Even parity is driven back to the Pentium processor
during inquire cycles on this pin in the same clock as EADS# by the 82496
Cache Controller to ensure that the correct parity check status is indicated
by the Pentium processor.

APCHK# O

This is the address parity check status  pin. APCHK# is asserted two
clocks after EADS# is sampled active if the Pentium processor has detected
a parity error on the address bus during 82496 Cache Controller inquire
cycles. APCHK# will remain active for one clock each time a parity error is
detected.

APERR# O

CcC

The Address Parity Error  output indicates that the 82496 Cache Controller
has detected a CPU bus address parity error.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol

Type

Part

Name and Function

APIC#

(0]

CcC

The Advanced Programmable Interrupt Controller Address Decoding
output indicates, when active, that the current address is an APIC address
(ie. 0 FE EO0 00 00 to 0 FE EO 03 FF Hex).

BE#
BE[7:0J#

The Byte Enable pins are used to determine which bytes must be written to
external memory, or which bytes were requested by the CPU for the current
cycle. The byte enables are driven in the same clock as the address lines
(A[31:3]). One Pentium processor byte enable output, BE[7:0]#, is connected
to either one or two (cache size dependent) 82491 Cache SRAM BE# input.
When a 82491 Cache SRAM is configured to be a parity device, the CPU
byte enables are connected to the 82491 Cache SRAM CDATA[7:4] pins
(BE[7:4}# to one parity 82491 Cache SRAM, and BE[3:0J# to the other).

BGT#

CcC

Bus Guaranteed Transfer is generated by the Memory Bus Controller
(MBC) to indicate that it is committed to completing a given memory bus
cycle. Until BGT# is active, the 82496 Cache Controller owns the cycle and
may abort the cycle upon an intervening bus snoop. Once BGT# is asserted,
the MBC owns the cycle, freeing the 82496 Cache Controller for other
operations.

BGT# shares a pin with the Configuration signal CLDRV.

BLAST#

CcC

The Burst Last signal indicates the end of a burst cycle when it comes
together with BRDY# or BRDYC#.

BLE#

CcC

The 82496 Cache Controller asserts Byte Latch Enable to latch PCD, PWT,
BEO#-BE7#, CACHE# and SCYC from the CPU into an external 377-type
latch. This signal is not necessary with the 82496 Cache Controller /82491
Cache SRAM secondary cache since those signals are latched into the
82496 Cache Controller and 82491 Cache SRAM devices.

BLEC#

CcC

The 82496 Cache Controller asserts Byte Latch Enable to the 82491 Cache
SRAM to latch the Pentium processor byte enables (BE[7:0]#). If active
(LOW), the 82491 Cache SRAM will latch new byte enable data upon the
rising edge of CLK. If inactive (HIGH), the latch will be closed.

BOFF#

CcC
(O]

The Back-Off Pentium processor signal is driven by the 82496 Cache
Controller to resolve dead lock. In response to BOFF#, the Pentium
processor and 82491 Cache SRAM (if driving CDATA lines to the Pentium
processor) will float their buses on the next CLK. The CPU remains in bus
hold until BOFF# is negated, at which time the Pentium processor restarts
the aborted bus cycles.

BP[3:2]
PM/BP[L:0]

The Breakpoint pins correspond to the debug registers DR3-DRO. These
pins externally indicate a breakpoint match when the debug registers are
programmed to test for breakpoint matches.

BP1 and BPO are multiplexed with the Performance Monitoring pins (PM1
and PMO0). The PB1 and PBO bits in the Debug Mode Control Register
determine if the pins are configured as breakpoint or performance monitoring
pins. The pins come out of reset configured for performance monitoring (for
more information, see Appendix A).
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol Type | Part Name and Function
BRDY# | CC | The Burst Ready input indicates that the 82496 Cache Controller has
| CS | presented valid data on the data pins in response to a read or that the 82496
| P | Cache Controller has accepted the Pentium processor data in response to a
write request. BRDY# is generated by the Memory Bus Controller (MBC).

BRDYC# | CS | Burst Ready Cache is an input to the Pentium processor from the cache

| P | used for unlocked cache hit cycles and posted writes. The Pentium
processor BRDYC# input is connected to the 82496 Cache Controller
BRDYC1# output. The 82491 Cache SRAM BRDYC# input is connected to
the 82496 Cache Controller BRDYC2# output and is used for tracking these
hit and posted write cycles.

BRDYC1# (0] CC | Burst Ready Cache 1 is output by the 82496 Cache Controller to the
Pentium processor BRDYC# input during cache hit and posted cycles.

BRDYC2# (0] CC | Burst Ready Cache 2 is output by the 82496 Cache Controller to the 82491
Cache SRAM BRDYC# input during cache hit and posted cycles.

BREQ (0] P | The Bus Request output indicates to the external system that the Pentium
processor has internally generated a bus request. This signal is always
driven whether or not the Pentium processor is driving its bus.

BT[3:0] | CC | The Branch Trace Outputs provide bits 2:0 of the branch target linear

(0] P | address (BT[2:0]) and the default operand size (BT3) during a branch trace
message special cycle.

BUS# (0] CC | The Bus/Array Select output of the 82496 Cache Controller multiplexes

| CS | either the memory bus path or array path to the CPU bus of the 82491
Cache SRAM.

BUSCHK# | P | The Bus Check input pin allows the system to signal an unsuccessful
completion of a bus cycle. If this pin is sampled active, the Pentium
processor will latch the address and control signals in the machine check
registers. If, in addition, the MCE bit in CR4 is set, the Pentium processor will
vector to the machine check exception.

For proper Pentium processor /82496 Cache Controller /82491 Cache
SRAM operation, BUSCHK# must be asserted as detailed in Chapter 4.
CACHE# | CC | For Pentium processor-initiated cycles, the Cache signal indicates internal
(0] P | cacheability of the cycle (if a read), and indicates a burst writeback cycle (if a

write). If this pin is driven inactive during a read cycle, the Pentium processor
will not cache the returned data, regardless of the state of the KEN# pin. This
pin is also used to determine the cycle length (number of transfers in the
cycle).
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol

Type

Part

Name and Function

CADS#

o

CcC

Cache Address Strobe is generated by the 82496 Cache Controller to
request that the Memory Bus Controller execute a memory bus cycle. When
active, CADS# indicates that the memory bus address (if MAOE#, MBAOE#,
MALE, and MBALE are active), control, and attribute signals are valid.

CAHOLD

CcC

82496 Cache Controller CAHOLD is generated by the 82496 Cache
Controller to track the CPU AHOLD signal. This is useful to the MBC during
warm reset (INIT), Locked sequences, and flush or writeback special cycles.
CAHOLD also provides information relevant to 82496 Cache Controller built-
in self-test (BIST).

CCACHE#

CcC

82496 Cache Controller Internal Caching Indication is a latched version of
the Pentium processor CACHE# attribute. CCACHE# indicates to the MBC
how many BRDY#s it must return to the Pentium processor. If CCACHE# is
inactive (HIGH), the MBC must return one BRDY#. If CCACHE# is active
(LOW), the MBC must return four BRDY#s for cycles cacheable in the
Pentium processor, and one for cycles not cacheable in the Pentium
processor (depends upon the values of MKEN#, MRO#, and CD/C#).
CCACHE# is valid with CADS# and SNPADSH#.

CD/C#

CcC

Cache Data/Control is driven by the 82496 Cache Controller to indicate
whether a requested memory bus cycle needs data or code.

CDATA[7:0]

110

CS

Cache Data I/O pins are the 8 bits comprising the I/O data bus interface
between each 82491 Cache SRAM and the Pentium processor data bus.
When an 82491 Cache SRAM is configured to be a parity device, bits 3-0
are used for parity (connected to CPU DP[7:4] or DP[3:0]) and bits 7-4 are
used for bit enables (connected to CPU BE[7:4]# or BE[3:0]#). For cache
configurations which only require 4 CDATA pins, bits 3-0 are used.

CDTS#

CcC

Cache Data Strobe indicates to the memory bus controller that the data
path is ready. In read cycles, CDTS# indicates that the memory bus
controller can generate the first BRDY# in the next CLK. For write cycles,
CDTS# indicates that data is available on the memory bus in the next CLK.
CDTS# permits independent address and data strobes for CADS# and
SNPADS# cycles.

CFA[6:0]
SET[10:0]
TAG[11:0]

110
110
110

CcC

CcC

Configurable Address pins of the 82496 Cache Controller are multiplexed
to the Pentium processor address pins according to the 82496 Cache
Controller configuration.

CFG[2:0]

CcC

During the falling edge of RESET, Configuration Pins 0,1, and 2 are used
to configure the 82496 Cache Controller in any of five modes that determine
82496 Cache Controller /Pentium processor line ratio, cache tag size (4K-
Tags or 8K-Tags) and lines per sector.

CFG2 shares a pin with the 82496 Cache Controller input signal KWEND#.
CFG1 shares a pin with the 82496 Cache Controller input signal SWEND#.
CFGO shares a pin with the 82496 Cache Controller input signal CNA#.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol

Type

Part

Name and Function

CLDRV

CcC

During RESET, the Cache Low Drive Configuration signal determines the
driving strength of the connections between the 82496 Cache Controller and
82491 Cache SRAM components.

CLDRYV shares a pin with the 82496 Cache Controller input signal BGT#.

CLK

CcC
Cs

The Clock input provides the fundamental timing for the Pentium processor,
82496 Cache Controller, and 82491 Cache SRAM components. Its
frequency is the internal operating frequency of the Pentium processor,
82496 Cache Controller, and 82491 Cache SRAM, and requires TTL levels.
All external timing parameters except TDI, TDO, TMS, and TRST# are
specified with respect to the rising edge of CLK. The clock inputs must be
provided with minimal skew between devices.

CM/10#

CcC

Cache Memory/IO is driven by the 82496 Cache Controller to indicate
whether a requested memory bus cycle is for memory or for 1/O.

CNA#

CcC

Cache Next Address Enable is driven by the memory bus controller to
dynamically pipe-line the 82496 Cache Controller cycles. If a cycle is
pending and CNA# is given, a new CADS# is driven with the new cycle
information.

CNA# shares a pin with the Configuration signal CFGO.

CPCD

CcC

82496 Cache Controller Page Cache Disable is a latched version of the
Pentium processor PCD attribute to give the memory bus controller direct
access. CPCD is valid with CADS# and SNPADS#.

CPWT

CcC

82496 Cache Controller Page Writethrough is a latched version of the
Pentium processor PWT attribute to give the memory bus controller direct
access. CPWT is valid with CADS# and SNPADS#.

CRDY#

CcC

Cache Memory Bus Ready is generated by the memory bus controller to
indicate to the 82496 Cache Controller and 82491 Cache SRAM that a
memory bus cycle has completed and the devices should make resources
available for the next cycle.

The 82496 Cache Controller CRDY# input signal shares a pin with the
Configuration signal SLFTST#.

CRDY#

CcC
(O]

Cache Memory Bus Ready is generated by the memory bus controller to
indicate to the 82496 Cache Controller and 82491 Cache SRAM that a
memory bus cycle has completed and the devices should make resources
available for the next cycle.

The 82496 Cache Controller CRDY# input signal shares a pin with the
Configuration signal SLFTST#.

CsCyC

CcC

82496 Cache Controller Split Cycle Indication is a latched version of the
Pentium processor SCYC attribute to give the memory bus controller direct
access. CSCYC is active only for locked cycles with SCYC active, and inac-
tive for all others. CSCYC is valid with CADS# and SNPADS#.

CWI/R#

CcC

Cache Write/Read is driven by the 82496 Cache Controller to indicate a
requested memory bus cycle requires a read or a write.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol

Type

Part

Name and Function

CWAY

O

CcC

Cache Way is driven by the 82496 Cache Controller to indicate to the
memory bus controller in which cache "way" the line will be loaded during
line fills or driven from during writebacks. CWAY is valid with CADS# and is
used to facilitate external tracking tags.

D/C#

The Data/Code signal is one of the primary bus cycle definition pins. It is
driven valid in the same clock as the ADS# signal is asserted. D/C#
distinguishes between data and code or special cycles.

D[63:0]

110

These are the 64 Data Lines for the processor. Lines D[7:0] define the least
significant byte of the data bus; lines D[63:56] define the most significant
byte of the data bus. During reads, the CPU samples the data bus when
BRDY# is returned. The Pentium processor Data Bus pins are distributed to
each 82491 Cache SRAM.

DP[7:0]

110

These are the Data Parity pins for the processor. There is one for each byte
of the data bus. They are driven by the Pentium processor with even parity
information on writes in the same clock as write data. Even parity information
must be driven back to the Pentium processor on these pins in the same
clock as the data to ensure that the correct parity check status is indicated
by the Pentium processor. DP7 applies to D[63:56], DPO applies to D[7:0].
The Pentium processor Data Parity Bus pins are distributed to each 82491
Cache SRAM configured to be a parity device. The CPU data parity pins are
connected to the 82491 Cache SRAM CDATA[3:0] pins.

DRCTM#

CcC

Memory Bus Direct to [M] State allows the memory bus to inform the 82496
Cache Controller of a request to skip the [E] state and move a line directly to
the [M] state. DRCTM# allows the chip set to support read-for-ownership and
cache-to-cache transfers (without main memory update), and is sampled
when SWEND# is asserted.

EADS#

The External Address Strobe is driven by the 82496 Cache Controller
during back-invalidations or inquire cycles to maintain inclusion and indicates
that a valid external address has been driven onto the Pentium processor
address pins to be used for an inquire cycle.

EWBE#

The Pentium processor External Writeback Buffer Empty  input is driven by
the 82496 Cache Controller for use in Strong Write Ordering mode. EWBE#,
when inactive (HIGH), indicates that a writethrough cycle is posted in the
82496 Cache Controller /82491 Cache SRAM cache. When the Pentium
processor generates a write, and EWBE# is sampled inactive, the Pentium
processor will hold off all subsequent writes to all E or M-state lines in the
data cache until all write cycles have completed, as indicated by EWBE#
going active when the posted write receives BGT# from the MBC. When the
82496 Cache Controller is configured in weak write ordering mode, EWBE#
will always be driven active (low).

FERR#

The Floating-Point Error  pin is driven active when an unmasked floating-
point error occurs. FERR# is similar to the ERROR# pin on the Intel387™
math coprocessor. FERR# is included for compatibility with systems using
DOS type floating-point error reporting.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol Type | Part Name and Function

FLUSH# | CC | When asserted to the Pentium processor, the Cache Flush signal forces the
| P | CPU to writeback all modified lines in the data cache and invalidate its in-
ternal caches. A flush acknowledge special cycle will be generated by the
Pentium processor indicating completion of the invalidation and writeback.

When asserted to the 82496 Cache Controller, FLUSH# causes the 82496
Cache Controller to execute a writeback to main memory of any modified
cache lines and then invalidate all 82496 Cache Controller tag locations.
FLUSH# also causes the 82496 Cache Controller to inquire the CPU and
writeback all Pentium processor modified lines in the data cache and
invalidate all cache lines.

Note: For proper Pentium processor /82496 Cache Controller operation,
FLUSH# must be HIGH at the falling edge of RESET.

FRCMC# | P | The Functional Redundancy Checking Master/Checker  mode input is
used to determine whether the Pentium processor is configured in master
mode or checker mode.

When using the 82496 Cache Controller /82491 Cache SRAM secondary
cache, the Pentium processor must be configured as a Master Device (i.e.,
FRCMC#=1).

FSIOUT# (0] CC | Flush/Sync/Initialization Output  indicates the start and end of Flush, Sync
and Initialization operations.

HIGHZ# | CC | If active along with SLFTST#, the High Impedance Output Configuration
signal causes the 82496 Cache Controller to float all output pins.

HIGHZ# shares a pin with the 82496 Cache Controller input signal MBALE.

HIT# O P | The Hit indication is driven to reflect the outcome of an inquire cycle. If an
inquire cycle hits a valid line in either the Pentium processor data or
instruction cache, this pin is asserted two clocks after EADS# is sampled
asserted by the processor. If the inquire cycle misses Pentium processor
cache, this pin is negated two clocks after EADS#. This pin changes its
value only as a result of an inquire cycle and retains its value between the
cycles. This signal is not used by the 82496 Cache Controller cache
controller, but may be accessed by the MBC.

HITM# | CC | The Hit to a Modified Line signal is driven by the Pentium processor to
| CS | reflect the outcome of an inquire cycle. It is asserted after inquire cycles
o P | which resulted in a hit to a modified line in the data cache. It is used to inhibit

another bus master from accessing the data until the line is completely
written back.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol

Type

Part

Name and Function

HLDA

(0]

p

The Bus Hold Acknowledge pin goes active in response to a hold request
driven to the processor on the HOLD pin. It indicates that the Pentium
processor has floated most of the output pins and relinquished the bus to
another local bus master. When leaving bus hold, HLDA will be driven
inactive and the Pentium processor will resume driving the bus. If the
Pentium processor has a bus cycle pending, it will be driven in the same
clock that HLDA is deasserted.

HOLD

In response to the Bus Hold Request , the Pentium processor will float most
of its output and input/output pins and assert HLDA after completing all
outstanding bus cycles. The Pentium processor will maintain its bus in this
state until HOLD is deasserted. HOLD is not recognized during LOCK
cycles. The Pentium processor will recognize HOLD during reset.

IBT

The Instruction Branch Taken pin is driven active (high) for one clock to
indicate that a branch was taken. This output is always driven by the
Pentium processor.

IERR#

The Pentium processor Internal Error pin is used to indicate two types of
errors, internal parity errors and functional redundancy errors. If a parity error
occurs on a read from an internal array, the Pentium processor will assert
the IERR# pin for one clock and then shutdown.

IGNNE#

This is the Ignore Numeric Error input. This pin has no effect when the NE
bit in CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE# pin is
asserted, the Pentium processor will ignore any pending unmasked numeric
exception and continue executing floating-point instructions for the entire
duration that this pin is asserted. When the CRO.NE bit is 0, IGNNE# is not
asserted, a pending unmasked numeric exception exists (SW.ES = 1), and
the floating-point instruction is one of FINIT, FCLEX, FSTENV, FSAVE,
FSTSW, or FSTCW, the Pentium processor will execute the instruction in
spite of the pending exception. When the CRO.NE bit is zero, IGNNE# is not
asserted, a pending unmasked numeric exception exists (SW.ES = 1) and
the floating-point instruction is one other than FINIT, FCLEX, FSTENV,
FSAVE, FSTSW, or FSTCW, the Pentium processor will stop execution and
wait for an external interrupt.

INIT

The Pentium processor Initialization input pin forces the Pentium processor
to begin execution in a known state. The processor state after INIT is the
same as the state after RESET except that the internal caches, model
specific registers, and floating-point registers retain the values they had prior
to INIT. INIT may NOT be used in lieu of RESET after power-up.

If INIT is sampled high when RESET transitions from high to low the Pentium
processor will perform built-in self test prior to the start of program execution.

INTR

An active Maskable Interrupt input indicates that an external interrupt has
been generated. If the IF bit in the EFLAGS register is set, the Pentium
processor will generate two locked interrupt acknowledge bus cycles and
vector to an interrupt handler after the current instruction execution is
completed. INTR must remain active until the first interrupt acknowledge
cycle is generated to assure that the interrupt is recognized.
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INV

(6]
|

CcC
o)

The Pentium processor Invalidation input determines the final cache line
state (S or 1) in case of an inquire cycle hit. It is sampled together with the
address for the inquire cycle in the clock EADS# is sampled active.

IPERR#

CcC

Internal Parity Error is driven active for TAGRAM parity errors and for
internal address path parity errors.

U

The U-Pipe Instruction Complete signal is driven active (high) for 1 clock
to indicate that an instruction in the u-pipeline has completed execution. This
pin is always driven by the Pentium processor.

The V-Pipe Instruction Complete signal is driven active (high) for one clock
to indicate that an instruction in the v-pipeline has completed execution. This
pin is always driven by the Pentium processor.

KEN#

The Cache Enable pin is used to determine whether the current cycle is
cacheable by the CPU or not and is, consequently, used to determine cycle
length. When the Pentium processor generates a cycle that can be cached
(CACHE# asserted) and KEN# is returned active by the 82496 Cache
Controller, the cycle will be transformed into a burst line fill cycle.

KLOCK#

CcC

82496 Cache Controller Cache LOCK# is driven by the 82496 Cache
Controller and indicates to the memory bus controller that a request to
execute atomic read-modify-write sequences is present. KLOCK# tracks the
LOCK# signal of the Pentium processor.

KWEND#

CcC

Cacheability Window End is generated by the MBC to indicate to the
82496 Cache Controller that the Cacheability Window (the period during
which cacheability is determined) has expired. When KWEND# is asserted,
the 82496 Cache Controller latches the memory cacheability signal (MKEN#)
and the Memory Read-Only Signal (MRO#), and makes determinations
based on the cacheability attributes (e.g., whether a line is cacheable, is
read-only, requires a replacement, or requires an allocation).

KWEND# shares a pin with the Configuration signal CFG2.

LOCK#

The Bus Lock pin indicates that the current bus cycle is locked. The
Pentium processor will not allow a bus hold when LOCK# is asserted (but
AHOLD and BOFF# are allowed). LOCK# goes active in the first clock of the
first locked bus cycle and goes inactive after the BRDY# is returned for the
last locked bus cycle. LOCK# is guaranteed to be deasserted for at least one
clock between back to back locked cycles. The LOCK# pin is driven to the
82496 Cache Controller which, in turn, drives the memory bus KLOCK#
output.

LR[1:0]

CcC
(O]

The Line Ratio 1 and 0 Optimized Interface Configuration signals are
driven by the 82496 Cache Controller to the 82491 Cache SRAM at RESET
to pass along line ratio information.

LR1 shares pins with the 82496 Cache Controller and 82491 Cache SRAM
WBWE# signals.

LRO shares pins with the 82496 Cache Controller and 82491 Cache SRAM
WBTYP signals.
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M/10#

|
(0]

CcC
P

The Memory/Input-Output  signal is one of the primary bus cycle definition
pins. It is driven valid in the same clock as the ADS# signal is asserted.
M/10# distinguishes between memory and I/O cycles.

MALDRV

CcC

During the falling edge of RESET, the 82496 Cache Controller Memory
Address Bus Low Drive Configuration  input is sampled to determine the
82496 Cache Controller's memory address bus driving strength.

MALDRYV shares a pin with the 82496 Cache Controller input signal SYNC#.

MALE

CcC

Memory Bus, Address Latch Enable is generated by the memory bus
controller to control transparent address latches (resembling 373-series TTL
logic) within the 82496 Cache Controller. CADS# generates a new address
at the input of the internal address latch. If MALE and MAOE# are both
active, the address flows to the memory bus. When MALE becomes inactive
(low), the address is latched.

MALE shares a pin with the Configuration signal WWOR#.

MAOE#

CcC

Memory Bus Address Output Enable is generated by the memory bus
controller to control the output buffers of the 82496 Cache Controller's
memory bus address latches. If MAOE# is active (low), the 82496 Cache
Controller drives the memory bus address lines. If MAOE# is inactive (high),
the 82496 Cache Controller's address inputs are driven to the hi-z state.
Snoops are enabled only while MAOE# is inactive.

MAP

/10

CcC

Memory Address Parity is an input when MAOE#=1 (Snoop cycle), and
indicates the address parity of the line address bits. MAP is an Output when
MAOE#=0 (82496 Cache Controller initiated cycle), and indicates the
address parity of the line address bits.

MAPERR#

CcC

Memory Address Parity Error is driven active during 82496 Cache
Controller snoop cycles whenever there is a memory address bus parity
error.

MAWEA#

CcC
(O

The 82496 Cache Controller asserts Memory Bus Array Write Enable or
Allocation signal to the 82491 Cache SRAM to indicate that the data in the
memory buffers should be written to the array, or that an allocation should
occur.

MBALE

CcC

82496 Cache Controller Memory Bus Sub-Line Address Latch Enable
functions as MALE but controls only the 82496 Cache Controller sub-line
addresses. MBALE is generated by the memory bus controller to control
transparent address latches (resembling 373-series TTL logic) within the
82496 Cache Controller. CADS# generates a new address at the internal
address latch input. If MBALE and MBAOE# are both active, the sub-line
address flows to the memory bus. If MBALE becomes inactive (LOW), the
sub-line address is latched. A separate subline control input is provided
because the 82496 Cache Controller only provides the starting sub-line ad-
dress.

MBALE shares a pin with the 82496 Cache Controller Configuration signal
HIGHZ#.
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MBAOE#

CcC

82496 Cache Controller Memory Bus Sub-Line Address Output Enable
functions like MAOE# but only controls the 82496 Cache Controller sub-line
addresses. If MBAOE# is active (low), the 82496 Cache Controller drives the
sub-line portion of the address onto the memory bus. Otherwise, the 82496
Cache Controller's sub-line address is driven to the hi-z state. MBAOE# is
also sampled during snoop cycles. If MBAOE# is sampled inactive in
conjunction with SNPSTB#, snoop writeback cycles begin at the sub-line
address provided. If MBAOE# is sampled active with SNPSTB#, snoop
writeback cycles begin at sub-line address 0. A separate sub-line control
input is provided because the 82496 Cache Controller only provides the
starting sub-line address.

MBE#

CS

The 82491 Cache SRAM Memory Byte Enable output is a latched version
of the Pentium processor byte enable outputs, BE[7:0]#. The memory cycle
byte enables (MBE#) are always valid either with or one CLK after CADS#.

MBE# shares a pin with the 82491 Cache SRAM Configuration pin PAR#.

MBRDY#

CSs

In clocked memory bus mode, Memory Bus Ready is used to clock data
into and out of the 82491 Cache SRAM. When active (LOW), MBRDY# indi-
cates that the 82491 Cache SRAM will increment the burst counter and
output or accept the next data upon the rising edge of MCLK (or MOCLK for
writes, if applicable). MBRDY# is qualified by MSEL#.

MBRDY?# shares a pin with the 82491 Cache SRAM input signal MISTB.

MBT([3:0]

CcC

The Memory Branch Trace Address signals echo the Pentium processor
BT[3:0] bits which provide bits 2:0 of the branch target linear address
(MBT[2:0]) and the default operand size (MBT3) during a branch trace
message special cycle. MBT[3:0] must be pulled low with an external
resistor for proper cache operation.

MCACHE#

CcC

82496 Cache Controller Internal Cacheability is driven during read cycles
to indicate whether the current cycle is potentially cacheable in the 82496
Cache Controller /82491 Cache SRAM. During write operations, MCACHE#
is only active for writeback cycles. MCACHE# is inactive during 1/O, special
and locked cycles.

MCFA[6:0]
MSET[10:0]
MTAG[11:0]

110
110
110

CcC

CcC

Memory Bus Configurable address lines
Memory bus SET number
Memory bus TAG bits

The Memory Address lines are used along with the 8 MBE#s to define the
areas of memory or I/O to be accessed. They are driven during normal
memory bus cycles and are inputs during snoop operations.

MCLK

CS

Memory Bus Clock is the memory bus clock input to the 82491 Cache
SRAM while in clocked memory bus mode. Here, memory bus signals and
data are sampled on the rising edge of MCLK. During clocked memory bus
writes, data is driven with respect to MCLK or MOCLK, depending on the
configuration. MCLK inputs to each 82491 Cache SRAM must be within
proper skew specifications.

MCLK shares a pin with the Configuration signal MSTBM.
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MCYC#

(0]
|

CcC
(O

The 82496 Cache Controller asserts Memory Bus Cycle to the 82491
Cache SRAM to indicate that the current cycle will use the memory buffers.

MDATA[7:0]

110

CS

The Memory Data Pins are each 82491 Cache SRAM's data I/O pins.
Together with other 82491 Cache SRAM components, they form a 64- or
128-bit wide memory bus. In clocked memory bus mode, data is sampled or
driven on MDATA[7:0] with the rising edge of MCLK when MBRDY# is
active. MOCLK is used as a latch enable to hold write data on the
MDATA[7:0] pins. In strobed memory bus mode, data is sampled or driven
on MDATA[7:0] with MISTB, MOSTB, or MEOC# edges. For cache
configurations which only require 4 MDATA pins, bits 3-0 are used.

MDLDRV

CS

During the falling edge of RESET, the Memory Data Bus Low Drive
Configuration signal is sampled to indicate the memory data bus driver
strength of the 82491 Cache SRAM, which offers normal (MDLDRV=HIGH)
and high drive (MDLDRV=LOW) capability buffers.

MDLDRY shares a pin with the 82491 Cache SRAM input signal MFRZ#.

MDOE#

CS

Memory Data Output Enable controls when the 82491 Cache SRAM drives
the data onto the memory bus. When MDOE# is inactive (high), the MDATA
pins are tri-stated. When MDOE# is active (low), the MDATA pins drive data.
Because it is unrelated to CLK and MCLK, MDOE# functions the same
during strobed and clocked memory bus operations.

MEOC#

CS

Memory End of Cycle ends the current cycle. Because it is synchronous to
the memory bus clock and asynchronous to the CPU CLK, MEOC# can end
a memory bus cycle and begin a new cycle without waiting for Pentium
processor CLK synchronization. MEOC# also causes data to be latched or
driven and resets the memory burst counter. In clocked memory bus mode,
MEOCH# is sampled on the rising edge of MCLK. In strobed mode, actions
occur on MEOCH# falling edge.

MFRZ#

CS

Memory Freeze is used during write cycles that could cause allocation
cycles. When MFRZ# is sampled active (low) with MEOC#, write data is
latched within the 82491 Cache SRAM. The subsequent allocation will not
overwrite latched data, thereby avoiding the memory write on the memory
bus. Because memory is not updated, the allocated line must be cached in
the [M] state.

MFRZ# shares a pin with the Configuration signal MDLDRV.

MHITM#

CcC

Memory Bus Hit to Modified Line s driven during snoop cycles to indicate
whether snooping addresses hit a modified cache line within the 82496
Cache Controller /82491 Cache SRAM. When snoop hits to [M] occur, the
82496 Cache Controller automatically schedules the writeback of modified
lines. MHITM# is valid in the CLK following SNPCYCH#. If active, MHITM#
remains active until the CLK of CRDY# of the snoop writeback.
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MISTB

CS

In strobed memory bus mode, Memory Input Strobe is the 82491 Cache
SRAM's input data strobe. On each edge of MISTB, the chip set latches data
and increments the burst counter. MISTB is qualified by MSEL#.

MISTB shares a pin with the 82491 Cache SRAM input signal MBRDY#.

MKEN#

CcC

Memory Bus Cacheability is driven by the memory bus controller to
indicate to the 82496 Cache Controller whether the current memory bus
cycle is cacheable to the 82496 Cache Controller /82491 Cache SRAM
cache. MKEN# is sampled when KWEND# is asserted.

MOCLK

CSs

In clocked memory bus mode, Memory Output Clock controls a transparent
latch at the 82491 Cache SRAM's data outputs. MDATA hold time may be
increased through a clock input skewed from MCLK.

MOCLK shares a pin with the 82491 Cache SRAM input signal MOSTB.

MOSTB

CS

In strobed memory bus mode, each edge of the Memory Output Strobe
signal outputs new data onto the memory bus. MOSTB is qualified by
MSEL#.

MOSTB shares a pin with the 82491 Cache SRAM input signal MOCLK.

MRO#

CcC

Memory Bus Read-Only indicates to the 82496 Cache Controller that an
accessed line is READ-ONLY. For the Pentium processor, READ-ONLY
code lines are cacheable in the first level cache; Read-Only data lines are
not cacheable in the first level cache. READ-ONLY lines are cached in the
82496 Cache Controller in the [S] state if both MKEN# and MRO# are
sampled active during KWEND#. MRO# is sampled with KWEND#
assertion. Subsequent writes to Read-Only lines are not updated but instead
posted to the memory system.

MSEL#

CS

Memory Select is a chip select input which provides three functions. (1) In
clocked mode, MSEL# qualifies the MBRDY# 82491 Cache SRAM input. In
strobed mode, MSEL# qualifies the MISTB and MOSTB inputs. (2) If MSEL#
is active with MEOC#, MZBT# is sampled for the next cycle. (3) MSEL#
going inactive causes the 82491 Cache SRAM 's memory burst counter to
reset. Note that in clocked mode, MZBT# is sampled on every MCLK rising
edge with MSEL# inactive.

MSEL# shares a pin with the Configuration signal MTR4/8#.

MSET[10:0]

110

CcC

See MCFA[6:0].

MSTBM

CS

The Memory Bus Strobed Mode Configuration  signal determines whether
the 82491 Cache SRAM will operate in the strobed memory bus mode or in
clocked memory bus mode. If a clock is detected on this pin any time after
reset, the 82491 Cache SRAM will operate in clocked mode. If this input
remains stable at Vgg or V¢, the 82491 Cache SRAM will operate in
strobed mode.

MSTBM shares a pin with the 82491 Cache SRAM input signal MCLK.

MTAG[11:0]

110

CcC

See MCFA[6:0].
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MTHIT#

O

CcC

Memory Bus Tag Hit is driven by the 82496 Cache Controller during snoop
cycles to indicate whether a snooping address hits an exclusive, shared, or
modified cache line. MTHIT# is valid in the CLK following SNPCYC# and
remains valid until the CLK of the next SNPCYC#.

MTRA4/8#

CS

The Memory Transfer Configuration  signal is sampled at the falling edge
of RESET and determines the number of transfers needed on the memory
bus for each cache line. If MTRA4/8# is high, there are four transfers for each
cache line; If MTRA4/8# is low, there are eight transfers.

MTRA4/8# shares a pin with the 82491 Cache SRAM input signal MSEL#.

MWB/WT#

CcC

Memory Bus Write Policy allows the memory bus to dynamically indicate to
the 82496 Cache Controller whether the write policy is writethrough or
writeback. MWB/WT# is sampled when SWEND# becomes active. If
MWB/WT# is sampled low, the tag state changes to shared (used, for
example, when the line is detected in another cache). If MWB/WT# is
sampled high, the tag state can change to an exclusive state.

MX4/8#

Cs

On the falling edge of RESET, the Memory 1/O Bits Configuration  signal is
sampled to determine the number of I/O pins to be used for the memory bus.
If MX4/8# is HIGH, four 1/O pins are used. If MX4/8# is LOW, eight I/O pins
are used.

MX4/8# shares a pin with the 82491 Cache SRAM input signal MZBT#.

MZBT#

CS

When sampled active with MSEL# inactive or MEOC# active, Memory Zero
Based Transfer indicates that burst location zero of the memory bus cycle
should be the starting sub-line address independent of the sub-line address
requested by the Pentium processor.

MZBT# shares a pin with the Configuration signal MX4/8#.

NA#

An active Next Address signal indicates that the 82496 Cache Controller is
ready to accept a new bus cycle although all data transfers for the current
cycle have not yet completed. The Pentium processor will drive out a
pending cycle two clocks after NA# is asserted. The Pentium processor
supports up to 2 outstanding bus cycles.

NENE#

CcC

Next Near allows the memory bus controller (MBC) to take advantage of
paged or static column DRAMSs by indicating whether a requested memory
address is "near" the previously generated address (i.e., within the same 2K-
Byte DRAM page). NENE# is valid with CADS# and undefined during
SNPADSH#.

NMI

The Non-Maskable Interrupt request signal indicates that an external non-
maskable interrupt has been generated.

PALLC#

CcC

Potential Allocate indicates to the memory bus controller that the current
write cycle could potentially allocate a cache line. PALLC# is active for write
miss cycles in which LOCK#, PCD and PWT are inactive.
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PAR#

CS

The Parity Configuration signal, when sampled active during RESET,
causes the 82491 Cache SRAM to be configured solely as a parity device.
For 82491 Cache SRAM s configured as parity devices, PAR# remains tri-
stated following Reset.

PAR# shares a pin with the 82491 Cache SRAM output signal MBE#.

PCD

The Page Cache Disable pin reflects the state of the PCD bit in CR3, the
Page Directory Entry, or the Page Table Entry. The purpose of PCD is to
provide an external cacheability indication on a page by page basis.

PCHK#

The Parity Check signal indicates the result of a parity check on a data
read. It is driven by the Pentium processor with parity status two clocks after
BRDY# is returned. PCHK# remains low one clock for each clock in which a
parity error was detected. Parity is checked only for the bytes on which valid
data is returned.

PEN#

The Parity Enable input (along with CR4.MCE) determines whether a
machine check exception will be taken as a result of a data parity error on a
read cycle. If this pin is sampled active in the clock a data parity error is
detected, the Pentium processor will latch the address and control signals of
the cycle with the parity error in the machine check registers. If, in addition,
the machine check enable bit in CR4 is set to "1", the Pentium processor will
vector to the machine check exception before the beginning of the next
instruction.

PRDY

The PRDY output pin indicates that the processor has stopped normal
execution in response to the R/S# pin going inactive or Probe Mode being
entered (see Appendix A for more information regarding Probe Mode). This
pin is provided for use with the Intel debug port described in the Pentium®
Processor Data Book.

PWT

The Page Writethrough pin reflects the state of the PWT bit in CR3, the
Page Directory Entry, or the Page Table Entry. The PWT pin is used to
provide an external writeback indication on a page by page basis. PWT
active causes the 82496 Cache Controller to put the line in 'S' state in cases
of linefill regardless of the value of MWB/WT#. PWT is ignored by the 82496
Cache Controller if the line is in the cache in 'E' or 'M' state.

R/S#

The R/S# input is an asynchronous, edge sensitive input used to stop the
normal execution of the processor and place it into an idle state. A high to
low transition on the R/S# pin will interrupt the processor and cause it to stop
execution at the next instruction boundary. This pin is provided for use with
the Intel debug port described in the Pentium® Processor Data Book.

RDYSRC

CcC

Ready Source indicates whether the MBC or the 82496 Cache Controller
provides BRDY# to the Pentium processor . If RDYSRC is high, the memory
bus controller must generate BRDY#. If RDYSRC is low, the 82496 Cache
Controller generates BRDY#.
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RESET | CC | Reset forces the Pentium processor to begin execution at a known state. All
| CS | the Pentium processor internal caches will be invalidated upon the reset.
| P | Modified lines in the data cache are not written back. When asserted to the

82496 Cache Controller and 82491 Cache SRAM, the reset signal initiates
cache execution at a known state. RESET going inactive causes the state of
the configuration input pins to be sampled.

The following 82496 Cache Controller pins are sampled during the

falling edge of RESET:

CNA#[CFGO]: CFGO line of 82496 Cache Controller configuration inputs.
SWEND#[CFG1]: CFGL1 line of 82496 Cache Controller configuration inputs.
KWEND#[CFG2]: CFG2 line of 82496 Cache Controller configuration inputs.

BGT#[CLDRV]: Indicates the driving strength of the 82496 Cache Controller
/82491 Cache SRAM interface.

SYNC#[MALDRV]: Indicates the 82496 Cache Controller's memory address
bus driving strength.

SNPCLK[SNPMD]: Indicates whether the snoop mode is synchronous,
clocked, or strobed.

MALE[WWOR#]: Enforces strong or weak write-ordering consistency.
CRDY#[SLFTST#]: Invokes 82496 Cache Controller self-test if HIGHZ#
high.

MBALE[HIGHZ#]: Tristates 82496 Cache Controller outputs if active with
SLFTST#.

Note: For proper Pentium processor/82496 Cache Controller operation,
82496 Cache Controller FLUSH# must be HIGH at the falling edge of
RESET.

The following 82491 Cache SRAM pins are sampled during the falling
edge of RESET:

MZBT#[MX4/8#): Determines whether each 82491 Cache SRAM uses four
or eight I/O pins on the memory bus.

MSEL#[MTRA4/8#]: Determines the number of memory bus transfers needed
to fill each cache line — four transfers if HIGH, eight if LOW.

MCLK[MSTBM]: Indicates the memory bus configuration — strobed if stable
(high or low), clocked if toggling.

MFRZ#[MDLDRV]: Indicates the 82491 Cache SRAM 's memory data bus
driving strength.

MBE# [PAR#]: Configures the 82491 Cache SRAM as a parity storage
device.

WBA[SEC2#]: Configures the 82491 Cache SRAM to be 2 Lines per Sector.
WBTYP[LRO]: Line Ratio information, bit 0.
WBWE#[LR1]: Line Ration information, bit 1.
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The following Pentium processor pins are sampled during the falling
edge of RESET:

BUSCHK#, BRDYC#, CLRDRV: used to configure 1/O buffers. FLUSH#,
FRCMC# and INIT: sampled when RESET transitions from high to low to
determine if tristate test mode or checker mode will be entered, or if BIST will
be run.

SCYC

The Split Cycle signal is asserted during misaligned LOCK transfers to
indicate that more than two cycles will be locked together. This signal is
defined for locked cycles only. It is undefined for cycles which are not
locked.

SEC2#

The 82496 Cache Controller drives the 2 lines per sector Optimized
Interface Configuration signal during RESET to the 82491 Cache SRAM to
pass along lines/sector information. If active, SEC2# indicates 2 lines per
sector.

SEC2# shares pins with the 82496 Cache Controller and 82491 Cache
SRAM WBA signals.

SET[10:0]

I}

CcC

See CFA[6:0].

SLFTST#

CcC

If the 82496 Cache Controller Self Test Configuration  signal is sampled
LOW (active) during the falling edge of RESET while MBALE is HIGH
(active), 82496 Cache Controller self-test is invoked.

SLFTST# shares a pin with the 82496 Cache Controller input signal CRDY#.

SMI#

The System Management Interrupt causes a system management
interrupt request to be latched internally. When the latched SMi# is
recognized on an instruction boundary, the processor enters System
Management Mode.

SMIACT#

An active System Management Interrupt Active  signal indicates that the
processor is operating in System Management Mode (SMM).

SMLN#

CcC

Same Cache Line indicates to the memory bus controller that the current
cycle accesses the same 82496 Cache Controller line as the previous
memory (not I/O) cycle. SMLN# is valid together with CADS# and can be
used to selectively activate SNPSTB# for other caches. For example,
SMLN# can prevent consecutive snoops to the same line.

SNPADS#

CcC

Cache Snoop Address Strobe functions exactly like CADS# but is
generated only on snoop writeback cycles. Because snoop writeback cycles
must be immediately serviced on the memory bus, the separate address
strobe eases memory bus controller (MBC) implementation. When
SNPADSH# is active, the MBC aborts all pending cycles (ie. those for which
BGT# has not been issued; after BGT#, snoop lookups are delayed). The
82496 Cache Controller may re-issue cycles following snoop completion.
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SNPBSY#

O

CcC

When active (LOW), Snoop Busy indicates that the 82496 Cache Controller
will latch the snoop address and attributes, but will delay the snoop lookup.
SNPBSY# is activated when a snoop hits a modified line or when back-
invalidation is needed for a snoop in progress. The 82496 Cache Controller
does not perform snoop lookups until SNPBSY# is deactivated.

SNPCLK

CcC

Snoop Clock provides the 82496 Cache Controller with a snoop clock so
the MBC can snoop at its own rate. During clocked mode, SNPSTB#,
SNPINV, SNPNCA, MBAOE#, MAOE#, MAP, and all Address lines are
sampled by SNPCLK.

SNPCLK shares a pin with the Configuration signal SNPMD.

SNPCYC#

CcC

Snoop Cycle indicates when a snoop lookup is occurring within the 82496
Cache Controller TAGRAM. MHITM# and MTHIT# are valid from the clock
following SNPCYC#.

SNPINV

CcC

Snoop Invalidation is sampled with SNPSTB# and indicates the state of a
cache line following snoop hit cycle. If active, SNPINV forces the line to
become invalid.

SNPMD

CcC

When HIGH during RESET, the Snoop Mode Configuration  signal
indicates strobed snooping mode. If LOW during reset, SNPMD indicates
synchronous snooping mode. In clocked snooping mode, SNPMD is
connected to the snoop clock source.

SNPMD shares a pin with the 82496 Cache Controller input signal SNPCLK.

SNPNCA

CcC

Snoop Non Caching Device Access is sampled with SNPSTB# and
indicates to the 82496 Cache Controller whether a bus master is a non
caching device (e.g., a DMA controller). SNPNCA helps prevent the 82496
Cache Controller from unnecessarily changing cache line states from
exclusive or modified to shared.

SNPSTB#

CcC

Snoop Strobe causes snoop address and parameters to be latched and
initiates a snoop. The 82496 Cache Controller supports three latching
modes: Clocked, Strobed, and Synchronous latching modes. In clocked
mode, address and attribute signals are latched when SNPSTB# becomes
active with the rising edge of SNPCLK. In strobed mode, addresses and
attributes are latched at the falling edge of SNPSTB#. In synchronous mode,
address and attribute signals are latched when SNPSTB# becomes active
with the rising edge of CLK.

SWEND#

CcC

Snoop Window End is generated by the memory bus controller to indicate
that the Snoop Window has expired. When SWEND# is asserted, the 82496
Cache Controller latches the Write Policy (MWB/WT#) and Direct to Memory
Transfer (DRCTM#) attributes. By the end of the window, all devices have
snooped the bus master address and generated the snoop results. Once a
cycle has received BGT#, the 82496 Cache Controller prevents snooping
until it receives SWEND#. The 82496 Cache Controller can then update its
tag RAM.

SWEND# shares a pin with the Configuration signal CFG1.
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Symbol Type | Part Name and Function
SYNC# | CC | The Synchronize Pentium processor CPU Cache Chip Set  signal
synchronizes the 82496 Cache Controller /82491 Cache SRAM tag array
with main memory. All modified cache lines in the 82496 Cache Controller
/82491 Cache SRAM are written back to main memory. SYNC# differs from
FLUSH# in that it doesn't invalidate the 82496 Cache Controller or Pentium
processor tag array. All E,l, and S state lines remain in the E,I, and S states.
All modified cache lines (M state) cause the 82496 Cache Controller to
inquire the CPU (the Pentium processor will writeback 'M' state data to the
82496 Cache Controller /82491 Cache SRAM ) and become non-modified (E
state) by writing modified data to the memory bus.
SYNC# shares a pin with the Configuration signal MALDRV.
TAG[11:0] 110 CC | See CFA[6:0].
TCK | CC | The Testability Clock input provides the clocking function for the Pentium
| CS | processor, 82496 Cache Controller, and 82491 Cache SRAM boundary scan
| P | in accordance with the JTAG/Boundary Scan interface (IEEE Std 1149.1). It
is used to clock state information and data into and out of the Pentium
processor, 82496 Cache Controller, or 82491 Cache SRAM during boundary
scan.
TDI | CC | The Test Data Input is a serial input pin for the test logic. TAP instructions
| CS | and data are shifted into the Pentium processor, 82496 Cache Controller, or
| P | 82491 Cache SRAM components on the TDI input pin on the rising edge of
TCK when the TAP controller is in an appropriate state.
TDO O CC | The Test Data Output is a serial output of the test logic. TAP instructions
(0] CS | and data are shifted out of the Pentium processor, 82496 Cache Controller,
(0] P | or 82491 Cache SRAM on the TDO pin on the falling edge of TCK when the
TAP controller is in the appropriate state.
T™MS | CC | The value of the Test Mode Select input signal sampled at the rising edge of
| CS | TCK controls the sequence of TAP controller state changes for the Pentium
| P | processor, 82496 Cache Controller, and 82491 Cache SRAM components.
TRST# | CC | The Test Reset pin. When asserted, it allows the TAP controller to be
| P | asynchronously initialized.
WIR# | CC | Write/Read is one of the primary bus cycle definition pins. It is driven valid in
| CS | the same clock as the ADS# signal is asserted. W/R# distinguishes between
o P | write and read cycles.
WAY O CC | The 82496 Cache Controller Way indication is used by the 82491 Cache
| CS | SRAM to properly load and store buffers as well as update the MRU bit.
WB/WT# (0] CC | The WriteBack/WriteThrough  signal allows a Pentium processor data
| P | cache line to be defined as writeback or writethrough on a line by line basis.

As a result, it determines whether a cache line is initially in the S or E state in
the CPU data cache. This signal provides the L1/L2 cache consistency
protocol. NOTE: the 82496 Cache Controller forces the Pentium processor
into a write-once mode in order to maintain Modified data inclusion and
assure cache consistency.
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Table 1-10. Pentium ® Processor Cache Chip Set Brief Pin Descriptions (Contd.)

Symbol Type | Part Name and Function
WBA (0] CC | The Writeback Buffer Address pin is driven by the 82496 Cache Controller
| CS | to indicate which line is loaded into the writeback buffer by the 82491 Cache
SRAM for replacement writebacks. For snoop writebacks, WBA indicates a
snoop hit to the writeback buffer.
WBA shares a pin with the Optimized Interface Configuration signal SEC2#
WBTYP (0] CC | The 82496 Cache Controller Writeback Cycle Type pin is driven to the
| CS | 82491 Cache SRAM to indicate a replacement writeback or snoop writeback
cycle.
WBTYP shares a pin with the Optimized Interface Configuration signal LRO.

WBWE# 0 CC | The 82496 Cache Controller Writeback Buffer Write Enable  pin is used in

| CS | conjunction with the WBA and WBTYP pins to load the writeback buffers of
the 82491 Cache SRAM.
WBWE# shares a pin with the Optimized Interface Configuration signal LR1.

WRARR# (0] CC | The 82496 Cache Controller Write to 82491 Cache SRAM Array signal

| CS | controls the writing of data into the 82491 Cache SRAM array and updating
of the MRU bit.

WWOR# | CC | The Weak Write Ordering Configuration  signal configures the 82496
Cache Controller into strong or weak write ordering modes. In strong
ordering mode, the chip set writes data to memory in the order in which it
was received from the Pentium processor. WWOR# shares a pin with the
82496 Cache Controller input signal MALE.
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Table 1-11. Pentium ® Processor Cache Chip Set Internal Pull-Up Resistors

Pentium ® Processor

82496 Cache Controller

82491 Cache SRAM

BUSCHK#
R/S#

SMI#

TCK

TDI

T™MS
TRST#

ADS#
BGT#
CNA#
DRCTM#
FLUSH#
KWEND#
MRO#
NA#
SNPCLK
SNPSTB#
SWEND#
SYNC#
TCK

TD

T™MS
TRST#

ADS#
BOFF#
HITM#
MBE#
MCLK
MFRZ#
MOCLK
MZBT#
TCK
TDI
T™MS

NOTE: Internal pull-up resistor values are approximately 25K to 100K ohms.

Table 1-12. Pentium ® Processor Cache Chip Set Internal Pull-Down Resistors

Pentium ® Processor

82496 Cache Controller

82491 Cache SRAM

None

None

BLEC#

Table 1-13. Pentium ® Processor Cache Chip Set Glitch Free Pins

Pentium ® Processor

82496 Cache Controller

82491 Cache SRAM

APCHK#
FERR#
HLDA
IERR#
LOCK#
PCHK#

APERR#
CADS#
CDTS#
IPERR#
KLOCK#
MAPERR#
SNPADS#
SNPCYC#

MISTB#2
MOSTB#2
MEOC#?2
MSEL#2
MZBT#2

NOTES:

1. Glitch Free pins are always at a valid logic level following RESET.

2. These signals must be glitch free when the C8C is configured in strobed memory bus mode.
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Table 1-14. Signal Interconnects on Optimized Interface
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Pentium ® Processor

82496 Cache Controller

82491 Cache SRAM

(1/0) 256KB: (10) | 512KB: 256KB: (1/0) 512KB:
VSS — — A0 —
VSS CFA5 CFA4 Al A0
A[4:3] CFA[1:0] CFA[L:0] | A[3:2] A2:1]
A5 CFA6 CFA5 Ad A3
A6 SETO CFA6 A5 Ad
A[16:7] SET[10:1] SET[9:0] | A[15:6] A[14:5]
Al7 TAGO SET10 Al5
A[28:18] TAG[11:1] TAG[10:0]
A29 CFA2 TAG 11
A30 CFA3 CFA2
A31 CFA4 CFA3
ADS# (0) ADSH# (I)
ADSC# (O) ADSH# (1)
AHOLD (I) AHOLD (O)
AP (1/0) AP (1/0)
BE[7:0J# (O) BE# (I), CDATA[7:4] (I) *
BLAST# (O) BLAST# (1)
BLEC# (O) BLECH# (1)
BOFF# (1) BOFF# (O) BOFF# (1)
BRDYCH# (1) BRDYC1# (O)
BRDYC2# (O) BRDYCH# (1)
BT[3:0] (1/0) BT[3:0] (1/O)
BUS# (O) BUSH (1)
CACHE# (0) CACHE# ()
D[63:0] (I/0) CDATA[7:0] (1/0)
D/C# (O) D/C# (1)
DP[7:0] (1/0) CDATA[3:0] (I/0) *
EADS# () EADS# (O)
EWBE# (1) EWBE# (O)




PINOUTS

Table 1-14. Signal Interconnects on Optimized Interface (Contd.)

Pentium ® Processor

82496 Cache Controller

82491 Cache SRAM

HITM# (O) HITM# (1) HITM# (1)

INV (1) INV (O)

KEN# (1) KEN# (O)

LOCK# (O) LOCK# (I)

M/IO# (O) M/IO# (1)
MAWEA¥ (O) MAWEA# (1)
MCYC# (O) MCYC# (1)

NA# (1) NA# (O)

PCD (0) PCD (1)

PWT (O) PWT (1)

SCYC (0) SCYC (I)

W/R# (O) WIR# (1) W/R# (1)
WAY (O) WAY (1)

WB/WT# (1) WB/WT# (O)

WBA [SEC2#] (O)

WBA [SEC2#] (1)

WBTYP [LRO] (O)

WBTYP [LRO] (1)

WBWE# [LR1] (O)

WBWE# [LR1] (1)
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Table 1-15. Pin States during RESET
State State
During During
Pin Name Part RESET Pin Name Part RESET
APCHK# Pentiumt Processor High U Pentium Processor Low
APERR# 82496 Cache Controller High \ Pentium Processor Low
APIC# 82496 Cache Controller | Undefined KLOCK# 82496 Cache Controller High
BLE# 82496 Cache Controller Low MAP 82496 Cache Controller | Undefined
BP[3:2], Pentium Processor Low MAPERR# | 82496 Cache Controller High
BP/PM[1:0] MBTI[3:0] 82496 Cache Controller Low
BREQ Pentium Processor Low MCACHE# | 82496 Cache Controller | Undefined
BT[3:0] Pentium Processor Low MCFA[6:0] 82496 Cache Controller | Undefined
CADS# 82496 Cache Controller High MDATA[7:0] 82491 Cache SRAM High-Z
CAHOLD 82496 Cache Controller Note 1 MHITM# 82496 Cache Controller High
CCACHE# | 82496 Cache Controller | Undefined MSET[10:0] | 82496 Cache Controller | Undefined
CD/C# 82496 Cache Controller | Undefined MTAG[11:0] | 82496 Cache Controller | Undefined
CDTS# 82496 Cache Controller High MTHIT# 82496 Cache Controller High
CM/I0# 82496 Cache Controller | Undefined NENE# 82496 Cache Controller | Undefined
CPCD 82496 Cache Controller | Undefined PALLC# 82496 Cache Controller | Undefined
CPWT 82496 Cache Controller | Undefined PCHK# Pentium Processor High
CSCYC 82496 Cache Controller | Undefined PRDY Pentium Processor Low
CWI/R# 82496 Cache Controller | Undefined RDYSRC 82496 Cache Controller | Undefined
CWAY 82496 Cache Controller | Undefined SMIACT# Pentium Processor High
FERR# Pentium Processor High SMLN# 82496 Cache Controller | Undefined
FSIOUT# 82496 Cache Controller Low SNPADS# 82496 Cache Controller High
HIT# Pentium Processor High SNPBSY# 82496 Cache Controller Low
HLDA Pentium Processor Low SNPCYC# | 82496 Cache Controller High
IBT Pentium Processor Low TDO Pentium Processor Note 2
IERR# Pentium Processor High 82496 Cache Controller
IPERR# 82496 Cache Controller High 82491 Cache SRAM
NOTES:

1. The state of CAHOLD depends upon whether self-test is selected.
2. The state of TDO is determined by boundary scan which is independent of all other signals including

RESET.

Note that "Undefined" does not mean that the signal is floating. It means that the value being driven during
RESET will vary.
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Table 1-16. Pentium U Processor Cache Chip Set Output Pins

Active Synchronous /

Pin Name Component Level Asynchronous When Floated
ADS# Pentiumt Processor Low Synchronous to CLK Bus Hold, BOFF#
ADSC# Pentium Processor Low Synchronous to CLK Bus Hold, BOFF#
AHOLD 82496 Cache Controller High Synchronous to CLK —
APCHK# Pentium Processor Low Synchronous to CLK —
APERR# 82496 Cache Controller Low Synchronous to CLK —

APIC# 82496 Cache Controller Low Synchronous to CLK —
BE[7:0]# Pentium Processor Low Synchronous to CLK Bus Hold, BOFF#
BLAST# 82496 Cache Controller Low Synchronous to CLK —
BLE# 82496 Cache Controller — Synchronous to CLK —
BLEC# 82496 Cache Controller — Synchronous to CLK —
BOFF# 82496 Cache Controller Low Synchronous to CLK —
BP[3:2], Pentium Processor Synchronous to CLK —
PM/BP[1:0]
BRDYC1# 82496 Cache Controller Low Synchronous to CLK —
BRDYC2# 82496 Cache Controller Low Synchronous to CLK —
BREQ Pentium Processor High | Synchronous to CLK —
BT[3:0] Pentium Processor — Synchronous to CLK | Address Hold, Bus Hold,
BOFF#
BUS# 82496 Cache Controller Low Synchronous to CLK —
CACHE# Pentium Processor Low Synchronous to CLK Bus Hold, BOFF#
CADS# 82496 Cache Controller Low Synchronous to CLK —
CAHOLD 82496 Cache Controller High | Synchronous to CLK —
CCACHE# 82496 Cache Controller Low Synchronous to CLK —
CD/C# 82496 Cache Controller — Synchronous to CLK —
CDTS# 82496 Cache Controller Low Synchronous to CLK —
CM/IO# 82496 Cache Controller — Synchronous to CLK —
CPCD 82496 Cache Controller High | Synchronous to CLK —
CPWT 82496 Cache Controller High Synchronous to CLK —
CscCycC 82496 Cache Controller High | Synchronous to CLK —
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Table 1-16. Pentium U Processor Cache Chip Set Output Pins (Contd.)

Active Synchronous /

Pin Name Component Level Asynchronous When Floated
CWIR# 82496 Cache Controller — Synchronous to CLK —
CWAY 82496 Cache Controller — Synchronous to CLK —
D/C# Pentium Processor — Synchronous to CLK Bus Hold, BOFF#
EADS# 82496 Cache Controller Low Synchronous to CLK —
EWBE# 82496 Cache Controller Low Synchronous to CLK —
FERR# Pentium Processor Low Synchronous to CLK —
FSIOUT# 82496 Cache Controller Low Synchronous to CLK —
HIT# Pentium Processor Low Synchronous to CLK —
HITM# Pentium Processor Low Synchronous to CLK —
HLDA Pentium Processor High Synchronous to CLK —
IBT Pentium Processor High Asynchronous —
IERR# Pentium Processor Low Synchronous to CLK —
INV 82496 Cache Controller High Synchronous to CLK —
IPR# 82496 Cache Controller Low Synchronous to CLK —
U Pentium Processor High Synchronous to CLK —
\ Pentium Processor High Synchronous to CLK —
KEN# 82496 Cache Controller Low Synchronous to CLK —
KLOCK# 82496 Cache Controller Low Synchronous to CLK —
LOCK# Pentium Processor Low Synchronous to CLK Bus Hold, BOFF#
M/1O# Pentium Processor — Synchronous to CLK Bus Hold, BOFF#
MAPERR# 82496 Cache Controller Low Synchronous to CLK —
MAWEA# 82496 Cache Controller Low Synchronous to CLK —
MBE# 82491 Cache SRAM Low Synchronous to CLK Reset to first CADS#
MBTI[3:0] 82496 Cache Controller — Synchronous to CLK MAOE# inactive
MCACHE# 82496 Cache Controller Low Synchronous to CLK —
MCYC# 82496 Cache Controller Low Synchronous to CLK —
MHITM# 82496 Cache Controller Low Synchronous to CLK —
MTHIT# 82496 Cache Controller Low Synchronous to CLK —
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Table 1-16. Pentium U Processor Cache Chip Set Output Pins (Contd.)

Active Synchronous /

Pin Name Component Level Asynchronous When Floated
NA# 82496 Cache Controller Low Synchronous to CLK —
NENE# 82496 Cache Controller Low Synchronous to CLK —
PALLC# 82496 Cache Controller Low Synchronous to CLK —

PCD Pentium Processor High Synchronous to CLK Bus Hold, BOFF#

PCHK# Pentium Processor Low Synchronous to CLK —

PRDY Pentium Processor High | Synchronous to CLK —

PWT Pentium Processor High Synchronous to CLK Bus Hold, BOFF#

RDYSRC 82496 Cache Controller — Synchronous to CLK

SCYC Pentium Processor High | Synchronous to CLK Bus Hold, BOFF#

SMIACT# Pentium Processor Low Asynchronous —

SMLN# 82496 Cache Controller Low Synchronous to CLK —

SNPADS# 82496 Cache Controller Low Synchronous to CLK —

SNPBSY# 82496 Cache Controller Low Synchronous to CLK —

SNPCYC# 82496 Cache Controller Low Synchronous to CLK —

TDO Pentium Processor, 82496 — Synchronous to TCK | All states except Shift-DR
Cache Controller, 82491 and Shift IR

Cache SRAM

W/R# Pentium Processor — Synchronous to CLK Bus Hold, BOFF#

WAY 82496 Cache Controller — Synchronous to CLK —

WB/WT# 82496 Cache Controller — Synchronous to CLK —

WBA [SEC2#] 82496 Cache Controller — Synchronous to CLK —

WBTYP [LRO] 82496 Cache Controller — Synchronous to CLK —

WBWE# [LR1] 82496 Cache Controller Low Synchronous to CLK —

WRARR# 82496 Cache Controller Low Synchronous to CLK —
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Table 1-17. Pentium ® Processor Cache Chip Set Input Pins
Pin Name Component Active Level Synchronous / Asynchronous

A[15:0] 82491 Cache SRAM — Synchronous to CLK
A20M# Pentium® Processor Low Asynchronous
ADS# 82491 Cache SRAM Low Synchronous to CLK
ADSC# 82496 Cache Controller | Low Synchronous to CLK
AHOLD Pentium Processor High Synchronous to CLK
BE# 82491 Cache SRAM Low Synchronous to CLK
BGT# [CLDRV] 82496 Cache Controller | Low [—] Synchronous to CLK
BLAST# 82491 Cache SRAM Low Synchronous to CLK
BLEC# 82491 Cache SRAM Low Synchronous to CLK
BOFF# Pentium Processor, Low Synchronous to CLK

82491 Cache SRAM
BRDY# Pentium Processor, Low Synchronous to CLK

82496 Cache Controller,

82491 Cache SRAM
BRDYC# Pentium Processor, Low Synchronous to CLK

82491 Cache SRAM
BT[3:0] 82496 Cache Controller | — Synchronous to CLK
BUS# 82491 Cache SRAM Low Synchronous to CLK
BUSCHK# Pentium Processor Low Synchronous to CLK
CACHE# 82496 Cache Controller | Low Synchronous to CLK
CLK Pentium Processor, — n/a

82496 Cache Controller,

82491 Cache SRAM
CNA# [CFGO] 82496 Cache Controller | Low [—] Synchronous to CLK
CRDY# [SLFTST#] 82496 Cache Controller, | Low [Low] Synchronous to CLK

82491 Cache SRAM [CC]
D/C# 82496 Cache Controller | — Synchronous to CLK
DRCTM# 82496 Cache Controller | Low Synchronous to CLK (Note 1)
EADS# Pentium Processor Low Synchronous to CLK
EWBE# Pentium Processor Low Synchronous to CLK
FLUSH# Pentium Processor, Low Asynchronous
82496 Cache Controller

FRCMC# Pentium Processor Low Asynchronous
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Table 1-17. Pentium ® Processor Cache Chip Set Input Pins (Contd.)

Pin Name Component Active Level Synchronous / Asynchronous
HITM# 82496 Cache Controller, | Low Synchronous to CLK
82491 Cache SRAM

HOLD Pentium Processor High Synchronous to CLK

IGNNE# Pentium Processor Low Asynchronous

INIT Pentium Processor High Asynchronous

INTR Pentium Processor High Asynchronous

INV Pentium Processor High Synchronous to CLK

KEN# Pentium Processor Low Synchronous to CLK

KWEND# [CFG2] 82496 Cache Controller | Low [—] Synchronous to CLK

LOCK# 82496 Cache Controller | Low Synchronous to CLK

M/1O# 82496 Cache Controller | — Synchronous to CLK

MALE [WWOR#] 82496 Cache Controller | High [Low] Asynchronous [Synchronous to CLK]

MAOE# 82496 Cache Controller | Low Asynchronous (Note 2)

MAWEA# 82491 Cache SRAM Low Synchronous to CLK

MBALE [HIGHZ#] 82496 Cache Controller | High [Low] Asynchronous [Synchronous to CLK]

MBAOE# 82496 Cache Controller | Low Asynchronous (Note 2)

MBRDY# 82491 Cache SRAM Low Synchronous to MCLK

MCLK [MSTBM] 82491 Cache SRAM —[—] n/a [Synchronous to CLK]

MCYC# 82491 Cache SRAM Low Synchronous to CLK

MDOE# 82491 Cache SRAM Low Asynchronous

MEOC# 82491 Cache SRAM Low Synchronous to MCLK or
Asynchronous

MFRZ# [MDLDRV] 82491 Cache SRAM Low [—] Synchronous to MCLK or
Asynchronous [Synchronous to CLK]

MISTB 82491 Cache SRAM Transition Asynchronous

MKEN# 82496 Cache Controller | Low Synchronous to CLK (Note 1)

MOCLK 82491 Cache SRAM — n/a

MOSTB 82491 Cache SRAM Transition Asynchronous

MRO# 82496 Cache Controller | Low Synchronous to CLK (Note 1)

MSEL# [MTR4/8#] 82491 Cache SRAM Low [—] Synchronous to MCLK or

Asynchronous [Synchronous to CLK]
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Table 1-17. Pentium ® Processor Cache Chip Set Input Pins (Contd.)

Pin Name Component Active Level Synchronous / Asynchronous
MWB/WT# 82496 Cache Controller | — Synchronous to CLK (Note 1)
MZBT# [MX4/8#] 82491 Cache SRAM Low [—] Synchronous to MCLK or

Asynchronous [Synchronous to CLK]
NA# Pentium Processor Low Synchronous to CLK
NMI Pentium Processor High Asynchronous
PAR# (Note 3) 82491 Cache SRAM Low Synchronous to CLK
PCD 82496 Cache Controller | High Synchronous to CLK
PWT 82496 Cache Controller | High Synchronous to CLK
PEN# Pentium Processor Low Synchronous to CLK
R/S# Pentium Processor — Asynchronous
RESET Pentium Processor, High Asynchronous
82496 Cache Controller,
82491 Cache SRAM
SCYC 82496 Cache Controller | High Synchronous to CLK
SMI# Pentium Processor Low Asynchronous
SNPCLK [SNPMD] 82496 Cache Controller | —[—] n/a [Synchronous to CLK]
SNPINV 82496 Cache Controller | High Note 2
SNPNCA 82496 Cache Controller | High Note 2
SNPSTB# 82496 Cache Controller | Low Note 2
SWEND# [CFG1] 82496 Cache Controller | Low [—] Synchronous to CLK
SYNC# [MALDRV] 82496 Cache Controller | Low [—] Asynchronous [Synchronous to CLK]
TCK Pentium Processor, — n/a
82496 Cache Controller
82491 Cache SRAM
TDI Pentium Processor, — Synchronous to TCK
82496 Cache Controller,
82491 Cache SRAM
T™S Pentium Processor, — Synchronous to TCK

82496 Cache Controller
82491 Cache SRAM
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Table 1-17. Pentium ® Processor Cache Chip Set Input Pins (Contd.)

Pin Name Component Active Level Synchronous / Asynchronous
TRST# Pentium Processor, Low Asynchronous
82496 Cache Controller
W/R# 82496 Cache Controller, | — Synchronous to CLK
82491 Cache SRAM

WAY 82491 Cache SRAM — Synchronous to CLK
WB/WT# Pentium Processor — Synchronous to CLK
WBA [SEC2#] 82491 Cache SRAM ——] Synchronous to CLK
WBTYP [LRO] 82491 Cache SRAM —[—] Synchronous to CLK
WBWE# [LR1] 82491 Cache SRAM Low [—] Synchronous to CLK
WRARR# 82491 Cache SRAM Low Synchronous to CLK
NOTES:

1. DRCTM# and MWB/WT# must be synchronous to CLK while SWEND# is active. MKEN# and MRO#
must be synchronous to CLK when KWEND# is active.

2. SNPSTB# is Synchronous to CLK in Synchronous snoop mode, Synchronous to SNPCLK in Clocked
snoop mode, and Asynchronous in Strobed snoop mode. MAOE#, MBAOE#, SNPINV, and SNPNCA are
sampled with SNPSTB#.

3. PAR# is a configuration input which shares a pin with the MBE# output signal.
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Table 1-18. Pentium ® Processor Cache Chip Set Input/Output Pins
Synchronous /
Pin Name Component Asynchronous When Floated
A[31:3] Pentium® Processor | Synchronous to CLK | Address Hold, Bus Hold,
BOFF#, Note 3

AP Pentium Processor, | Synchronous to CLK | Address Hold, Bus Hold,

82496 Cache BOFF#, Note 3

Controller

CDATA[7:0] 82491 Cache SRAM | Synchronous to CLK | RESET, BOFF#, see conditions

1,2 below (Note #5)

CFA[6:0], SET[10:0],

82496 Cache

Synchronous to CLK

TAG[11:0] Controller
D[63:0] Pentium Processor | Synchronous to CLK | Bus Hold, BOFF#
DP[7:0] Pentium Processor | Synchronous to CLK | Bus Hold, BOFF#
MAP 82496 Cache Note 1 MAOE# inactive
Controller
MCFA[6:0], MSET[10:0], 82496 Cache Note 1 MAOE# or MBAOE# inactive,
MTAG[11:0] Controller Note 4
MDATA[7:0] 82491 Cache SRAM | Note 2 RESET, BOFF#, MDOE#
inactive
NOTES:

1. When inputs: Synchronous to CLK, SNPCLK or SNPSTB#. When outputs: Synchronous to CLK, MAOE#

active and MALE high.

2. Synchronous to CLK, MCLK, MOCLK or Asynchronous (MISTB/MOSTB).

The 82496 Cache Controller always asserts AHOLD to the Pentium processor (to float the CPU address
signals) prior to BOFF# assertion (to float the 82491 Cache SRAM data signals). Technically, therefore,
the BOFF# signal does not cause the Address lines to float since they have already been floated with

AHOLD.

4. The specific 82496 Cache Controller address signals floated with MAOE# or MBAOE# are configuration
dependent (refer to section 4.2.7).

5. The following conditions also cause the Cache SRAM CDATA[7:0] outputs to be tristated:
(@ A write cycle on the memory bus
(b)  After the last BLAST#/BRDY# of a read cycle

Note that the appropriate signals on the CPU&basfloated in the CLK after eithBOFF#
or AHOLD is asserted.
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CHAPTER 2
CACHE ARCHITECTURE OVERVIEW

The Pentium processor cache chip set is Intel's next generation high-performance CPU/Cacl
Core solution for servers and high-end desktop systems.

The 82496 Cache Controller/82491 Cache SRAM second level cache solution is an enhance
version of the 82495DX/82490DX cache which was designed for use with the 50-MHz
Intel4861 DX microprocessor. The 82496 Cache Controller provide the enhancements
needed to support the Pentium processor's features.

The Pentium processor cache chip set is comprised of a Pentium processor, an 82496 cac
controller and a variable number of 82491 Cache SRAMs for a 256K or 512K byte seconc
level cache size. The chip set provides zero-wait-state operation on the CPU lbas ded
interfaced to a memory bus of 32, 64 or 128 bits in size using a variety of memory bus
protocols. (A 32-bit memory bus is an implementation alternative, 64 and 128 bits are
selectable configurations.)

The 82496 Cache Controller is a high-performance writeback/writethrough cache controller
providing integrated tags and comparators and implementing the popular high performanc
MESI cache consistency protocol.

The 82491 Cach&8RAM is a high-performance dual-ported custom SRAM supporting 32-,
64-, and 128-byte line sizes and optional sectoring. The tightly coupled 82496/82491 Cach
SRAM interface is optimized for speed and concurrefbg 82496 Cache Controller/82491
Cache SRAM separatése Intel Pentium processor bus from the memory bus. The 82496
Cache controller and memory bus can handshake synchronously, asynchronously, or with
strobed protocol. The Pentium processor cache chip set interface allows for concurrent CP!
bus and memory bus operation.

The Pentium processor cache chip set operates at either 60 MHz or 66 MHz. The Pentiur
processor is implemented in a 273-pin ceraR®A packageThe 82496 Cache Controller is
implemented in a 280-pin ceraniGA packageThe 82491 Cach8RAM is implemented

in an 84-lead PQFP package.

2-1
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2.1. MAIN FEATURES
The 82496 Cache Controller/82491 Cache SRAM have the following main features:

® Tracking of Pentium processor speed

® Large Cache Size support:

4K or 8K tags

1 or 2 lines per sector

4 or 8 transactions per line

64 or 128-bit wide configurable memory bus

Elementary 32-bit memory bus implementation

256K or 512K byte cache

®* Writeback cache design with full multiprocessing consistency support:
Supports the MESI protocol

Monitors memory bus to ensure cache consistency

Maintains inclusion with CPU cache

May be used as a writethrough cache

Allows write-allocations

®* Two-way set-associative with MRU hit prediction and replacement algorithm

® Zero wait-state read hit cycles on MRU hit; One wait-state read hit on MRU misses
® Zero wait-state write hit cycles

® Concurrent CPU and Memory Bus transactions

® Support of synchronous, asynchronous, and strobed memory bus architectures
® Support of write posting

® Support of weak or strong memory write ordering

® Address parity checking and error notification on CPU and memory bus

* Internal tagRAM and address path parity checking and error notification

® Data parity storage and transfer to CPU bus via 82491 Cache SRAM parity devices

Ooo0Oo0ooodg

O 0Oogooo

2.2. CPU/CACHE CORE DESCRIPTION

2.2.1. 82496 Cache Controller

The 82496 Cache Controller is the main control unit for the 82496 Cache Controller/82491
Cache SRAM second-levebche subsystem (see Figure 2-1). The 82496 Cache Controller
contains tags, line states, and read-only information, and determines cache hits and misses.
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The controller handles all CPU request traffic including requests for memory bus access. Th
82496 Cache Controller controls the data paths for cache hits and misses to provide the CP
with the proper requested data. The controller dynamically adds one wait state on read hit
according to the most recently used (MRU) prediction mechanism. The 82496 Cache
Controller is also responsible for performing CPU and memory bus snoop operations while
other devices are using the memory bus. The 82496 Cache Controller drives the cycl
address and other attributes during memory bus accesses.

CONTROL/ADDRESS TO/FROM CPU

v

PROCESSOR

BUS CONTROL )

INTERFACE
CACHE
DIRECTORY 82401 CONTROL
A ARRAY > | nrereace )821815
; (TagRAM)
v Y ADDRES
MEMORY
CONTROL BUS
TorrRoM <€ [conTrROLLER
MBC INTERFACE
IADDR LATCH I SNOOP LATCH I

—

ADDRESS TO/FROM MEMORY BUS

CDB6

Figure 2-1. 82496 Cache Controller Block Diagram

2.2.2. 82491 Cache SRAMs

82491 Cache SRAMare used to implement cacBRAM storage andata path. The 82491
Cache SRAM contains latches, multiplexers and glue ltgit enable the cache to work in
lock step with the 82496 cache controller (see Figure 2-2). The 82491 G&hd
efficiently serves Pentium processor requests, whether or not needed data resides in tl
82491 Cache SRAM itselhe 82491 Cach8RAM takes full advantage of optized and
integrated internal silicon flexibility to provide a degree of performance that cannot be
attained with discrete implementations. The 82491 C&RAM supports zero wait state
cache hit accesses, as well as concurrent CPU and memory bus accesses. The 82491 Ca
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SRAM replicategshe MRU bits to provide autonomous way prediction. During memory bus
cycles, the 82491 Cache SRAM acts as a gateway between CPU and memory buses.

CONTROL/ADDRESS FROM CPU
DATA TO/FROM CPU

¢

CONTROL
CPUBUS N
FROM > | controL > CPU BUS MUX/BUFFER
82496
ADDRESS LATCH
c
0
>| N SRAM < >
T ARRAY
R 256K BIT
0
L
SNOOP
WRITE MEMORY  |MEMORY
CONTROL | MEMORY BUS > | Back | YRTE  |'srrer | BUFFER
FROM MBC CONTROL BACK

BUFFER BUFFER 0 1

MEMORY BUS MUX/BUFFER

{

DATA TO/FROM MEMORY BUS

CDB7

Figure 2-2. 82491 Cache SRAM Block Diagram

2.2.3. Memory Bus Controller

The memory bus controller (MBC) is the server for memory bus cycles. It adapts the Pentium
processor/82496 Cache Controller/82491 Cache SRAdhe core to a specific memory bus
protocol (see Figure 2-3). The MBC works with the 82496 Cache Controller to perform all
operations which reach the memory bus, including line fills (including allocations) and
writebacks. System designers can optimize their MBC designs to suit specific architectures.
The memory bus controller handles all cycle control, data transfer and snooping operations as
well as any needed synchronization between the memory bus and the Pentium
processor/82496 Cache Controller/82491 Cache SRAM. Chapter 5 includes details about
memory bus controller design as well as a descripticall082496 Cache Controller/82491
Cache SRAM cycles.

Intel does not currently supply a standard MBC for the Pentium processor/82496 Cache
Controller/82491 Cache SRANachesubsytem. The specific implementation is left up to
the system designer.
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CPU-CACHE CHIP SET

(MCLK OR STROBED)
CLK, SNPCLK, ADDRESS (CLK) DATA
OR STROBED ADDRESS CONTROL CONTROL CONTROL  DATA
BUFFERS . CLK . BUFFERS .
' (OPTIONAL) ., ' (OPTIONAL)
. .( ...... )_ o CYCLE . .( ...... )_ .
)\ CONTROL )\
SNOOP
LOGIC | SYNCHRONIZERS |
MEMORY
BUS
CYCLE
CONTROL
TO/IFROM TO/FROM TO/FROM TO/FROM
SNOOP BUS ADDRESS BUS CONTROL BUS DATA BUS

CDB8

Figure 2-3. MBC Block Diagram

CONFIGURATION

The 82496 Cache Controller/82491 Ca8#AM can be configured in many different ways.
A system designer can choose how to configure the 82496 Cache Controller/82491 Cach
SRAM physically (line size, sectoringtc.), what snooping mode to use, and which memory

bus mode is optimal.
Configurations are selected by altering the 82496 Cache Controller/82491 SRéih

inputs during RESET. Cache configurations are not dynamically changeable. To conservi

pins some configuration inputs become 82496 Cache Controller or 82491 GRetid
inputs/outputs after RESET.
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2.3.1. Physical Cache

Physically, the 82496 Cache Controller/82491 Cas8R&M can be configured to support
many different cache configurations. By selecting one cache configuration, other
configurations are excluded. The 82496 Cache Controller/82491 CaRA&M can be
configured to support:

® 256-Kbyte or 512-Kbyte cache

® 64- or 128-bit wide memory bus

® One ortwo lines per sector

® 1:1,1:2, or 1:4 CPU to 82496 Cache Controller line size ratio
® 4 or 8 memory bus transactions

® 4K or 8K tag size

® Strong/weak write ordering

2.3.2.  Snoop Modes

When another master snoops the 82496 Cache Controller, the MBC must initiate the snoop
request and pass on the 82496 Cache Controller response. The 82496 Cache Controller
allows the MBC to initiate this snoop request in one of three modes: synchronous, clocked
(asynchronous), and strobed. The snoop response of the 82496 Cache Controller is always
synchronous.

2.3.2.1. SYNCHRONOUS SNOOP MODE

When the MBC initiates the snoop in synchronous snoop mode, the 82496 Cache Controller
latches alknoop information synchronous to the CPU CLK. The snoop is then performed on
the next CLK edge (if resources are available). The snoop response is given on the CLK edge
after the snoop is performed. This is the fastest possible method of snooping.

2.3.2.2. CLOCKED (ASYNCHRONOUS) SNOOP MODE

In clocked (asynchronous) snooping mode, the 82496 Cache Controller latches snoop
information with respect to an external snoop clock (SNPCLK). SNPCLK frequency is
slower than CLK frequency. The 82496 Cache Controller must internally synchronize this
information to CLK and provide a response.

2.3.2.3. STROBED SNOOP MODE

In strobed snooping mode, the 82496 Cache Controller latches snoop information with
respect to the falling edge of SNPSTB#. Thus, snoop initiation is clock independent. The
82496 Cache Controller again synchronizes this snoop information with CLK.
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2.3.3.  Memory Bus Modes

The 82491 Cach&RAM may be configured in one of two memory bus modes: clocked
mode and strobed mode. The memory bus mode determines how data will be passed on to/c
of the data bus. The memory bus mode is not related to the snoop mode.

2.3.3.1. CLOCKED MEMORY BUS MODE

In clocked memory bus mode, the 82496 Cache Controller/82491 &AM drives or
reads data with respect to MCLK (an external memory clock source). MCLK is completely
independent of the CPU CLK source. Thare inherent performance advantages, however,
in making this clock source synchronous or half-clock (divided) synchronous to the CPU
CLK.

2.3.3.2. STROBED MEMORY BUS MODE

In strobed memory bus mode, the 82491 C&RAM drivesdata with respect to the rising

or falling edge of one signal. The 82491 CaBRAM readsdata with respect to the rising

or falling edge of another signal. Like strobed snooping mode, strobed memory bus mode
causes no clock skew problems or memory bus speed limitations.

2.4. PENTIUM® PROCESSOR BUS INTERFACE

The CPU bus interface is the connection between the 82496 Cache Controller/82491 Cact
SRAM andthe Pentium processor. This interface is optimized for maximum performance.
The signals contained within this interface are not specified with setup, hold, and valid delay
times. Intel provides layouts and 'flight-time' specifications for these signals. These flight
times must be strictly adhered to in order to guarantee proper operation of the Pentiun
processor/82496 Cache Controller/82491 Cache SRAM chip s&he flight time
specifications are described in the Electrical Specifications chapter.

Some CPU signals are accessible by the MBC. These are shown in Table 2-1.
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Table 2-1. Pentium ® Processor Signals Accessible by the MBC

Functional B Scan Diagnostic
A20M# IGNNE# TCK v
APCHK# INIT TDI U
BRDY# INTR TDO IBT
BREQ NMI T™MS BP[3:2]
FERR# PCHK# TRST# PM/BP[1:0]
FLUSH# PEN# PRDY
HIT# RESET R/S#
HLDA SMI BUSCHK#
HOLD SMIACT# Special FRCMC#*
IERR# CLK

* FRCMC# must be tied to VCC when using the Pentium® processor with the 82496 Cache Controller/82491
Cache SRAM secondary cache.

The 82496 Cache Controller and 82491 Ca8ifi®AM latch several Pentium processor
outputs. Table 2-2 below lists the Pentium processor outputs latched by the 82496 Cache
Controller/82491 Cache SRAM. Refer to Chapter 5 for detailed functional pin descriptions.

Table 2-2. Pentium ® Processor Signals Latched in the 82496 Cache Controller and

82491 Cache SRAM

Pentium ® Processor Outputs 82491 Cache SRAM Outputs 82496 Cache Controller Outputs
BE[7:0J# MBE#
CACHE CCACHE#
PCD CPCD
PWT CPWT
SCYC CSCYC

2.5.

OPTIMIZED INTERFACE

82496 CACHE CONTROLLER/82491 CACHE SRAM

The 82496 Cache Controller/82491 Ca8iRAM interface ighe connection between 82496
Cache Controller and 82491 Cache SRAM. Like the CPU bus interface, this optimized
interface is designed to provide the highest speed goal between the devices; therefore,
reference layouts and 'flight-time' specifications should be strictly adhered to.
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2.6. MEMORY BUS INTERFACE

The Memory Bus Controller (MBC) is the interface logic required to control the Pentium
processor/82496 Cache Controller/82491 Cache SRAM and connecthié tmemory bus

and rest of the system. The MBC may be simple enough to support a single-CPU
writethrough cache, or complex enough to support a multiprocessing cache with externa
tags. The 82496 Cache Controller/82491 Cache SRAM is a very flexible chiprsetMBC
determines exactly how the 82496 Cache Controller/82491 CaB#eM will work in a
system.

An MBC consists of a few basic blocks: a snoop logic block, a memory bus cycle control
block (with synchronizers if necessary), and a clock cycle control block. The snoop block
must be able to communicate with the other caches when snooping is necessary. At the sar
time, the cycle control blocks must interface to some arbitration logic external address and/o
data buffers.

2.6.1. Snooping Logic

The MBC snooping logic is responsible for initiating a snoop in the 82496 Cache Controller
and providing the snoop response to the rest of the system. Snoop logic must also dele
snoop initiation if the 82496 Cache Controller is not capable of responding to a snoop.

When the master 82496 Cache Controller begins a cycle on the bus, all otherscacipes
Once all the snoop results are returned to the master 82496 Cache Controller MB@ypts
logic must recognize the result and alter the cycle appropriatelyMB@ may abort the
current cycle in memory, delay the cycle until a writeback is performed, or change the
master 82496 Cache Controller's tag state according to the snoop information.

2.6.2. Cycle Control Logic

Cycle control logic is responsible for initiating a memory bus cycle, providing proper 82496
Cache Controller cycle attributes during the cycle, and terminating the cycle. Cycle control
logic determines all aspects of theogress of a cycle. For example, cycle control logic
determines whether a given cycle is cacheable or allocatable.

Cycle control logic interfaces memory bus signals to the 82496 Cache Controller. Since the
memory bus may be asynchronous to the 82496 Cache Controller CLK, cycle control logic
must also provide proper synchronization. Careful design of this synchronization logic can
minimize or eliminate synchronization penalties.

Address path control logic controls when and how the address is driven onto the memory bu:
It also performs address parity calculation and checking if desired.

Data path control logic controls how data is written from or read into the 82491 Cache
SRAM and CPU. It handlethe actual transfer of data to/from the memory data bus. Data
path control logic also handles the CPU burst order and the holding of data during cache t
cache transfers.
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If 82491 Cache SRAMs are used as data parity devices, the MBC must drive valid data parity
values into the parity 82491 Cache SRAM devices during snoop cycles.

2.7. TEST

The 82496 Cache Controller/82491 Cache SRAM provides two means of cache testing: built-
in self-test and boundary scan test. The 82496 Cache Controller and Pentium processor built-
in self-test (BIST) can be initiated during RESET. Boundary scan test uses separate and
dedicated pins on the Pentium processor, 82496 Cache Controller, and 8249 5RAbhe
Boundary scan functionality is described in the Testability chapter.
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CHAPTER 3
COMPONENT OPERATION

This section presents the cache consistency protocol of the 82496 Cache Controller an
explains the architectural decisions underlying the design of the component.

Cache consistency protocols are designed to ensure that, in a shared memory system, cac
data and main memory data are consistent. A number of cache architectures can be employ
to maintain consistency, including writethrough, posted write, writeback (also called copy-
back), and two-level mixed (primary writethrough with secondary writeback). Writethrough
and writeback designs are the most popular.

3.1. WRITETHROUGH CACHE DESIGNS

In writethrough cache designs, cache memory remains consistent with main memory. In ;
writethrough cache design, every CPU write operation accesses both cache memory and ma
memory. A writethrough cache must monitor bus masters other than the CPU that could alte
main memory locations. The cache must then render some of its contents invalid based c
these alterations. To maintain consistency, a writethrough cache employs a valid/invalid
protocol. 'Valid' indicates that a cache tag contains a memory location which is unalterec
from main memory. ‘Invalid' indicates that the tag is empty. The 82496 Cache
Controller/82491 Cache SRAMan be implemented as a writethrough cache by using

available control signals (i.e., MWB/WT#, MKEN#). These control signals cause the tag
state to use only the shared and invalid MESI cache coherency protocol states.

3.2. WRITEBACK CACHE DESIGNS

In writeback cache architectures, writes may be made to the cache exclusively. Modified
cache lines are subsequently written back into main memory. The "modified bit" associatec
with each cache line is used by the cache controller to determine whether a specific mai
memory locations needs to be updated.

The 82496 Cache Controller/82491 Ca&iRAM employs such a writeback architecture. In
addition, the 82496 Cache Controller/82491 Ca8RAM tracksdata that can be shared by
multiple bus masters within a shared memory system. This additional tracking is
accomplished using the MESI protocol, wherein each cache line is classified as modifiec
[M], exclusive [E], shared [S], or invalid [l].
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3.3. 82496 CACHE CONTROLLER CACHE CONSISTENCY
PROTOCOL

The 82496 Cache Controller/82491 Ca@RAM is designed to supplemetite Pentium
processor with the cache and cache management resources needed to implement high-
performance uniprocessor or multiprocessor systems. The 82496 Cache Controller/82491
Cache SRAM secondarmyache provides 8 or 16 82491 Cac®RAM components and an

82496 Cache Controller that offers full multiprocessor cache consistency support. Because
the 82496 Cache Controller implements a writeback cache architecture, the 82496 Cache
Controller/82491 Cache SRAM will at times contdiata that has not yet been written back

into main memory. The 82496 Cache Controller is designed to ensure that all of the bus
masters in a shared memory system are prevented from reading invalid data.

Multiprocessor systems must not only provide cache consistency, but minimize memory bus
access as well. Otherwise, bus masters combine to create a resource bottleneck that can
degrade the performance potential of multiple execution units.

The cache consistency protocol used by the 82496 Cache Controller is designed both to
ensure cache consistency and to keep memory bus utilization to a minimum. The protocol is
based on several common protocols.

The 82496 Cache Controller protocol is implemented by assigning state bits for each cached
line. These states are affected bothOBU initiated operations and by snoop operations per-
formed in response to requests from other bus masters.

3.4. MESI CACHE CONSISTENCY PROTOCOL MODEL

The description that follows applies to memory read and write cycles only. I/O and special
cycles bypass the cache altogether.

The 82496 Cache Controller/82491 Ca8RAM follows the MESI protocol which is used
to indicate whether a given cache line has been modified [M], not modified but valid
(exclusive [E] or shared [S]), or is invalid [1].

The MESI states are explained in more detail as follows:

[M] - MODIFIED The [M] state indicates that a line is exclusive to the 82496 Cache
Controller/82491 Cache SRANEache (exclusive with the exception
that the line may also be contained in the Pentium processor cache)
and has been modified. Therefore, the corresponding line in main
memory is invalid. This cache line can be modified further without
memory bus access, thereby reducing bus traffic. Because the data is
exclusive to the Pentium processor/82496 Cache Controller/82491
Cache SRAM'scache, the 82496 Cache Controller/82491 Cache
SRAM must at some point write this information back to main
memory.

[E] - EXCLUSIVE The [E] state indicates that a particular line is available in the 82496
Cache Controller/82491 Cache SRAM cache exclusively and that the
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line has not been modified. Therefore, the corresponding main
memory line is valid. A write changes this line to the [M] state
without accessing the memory bus.

[S]- SHARED The [S] state indicates that a particular line may also exist in other
system caches. A shared line may be read from the cache without
requiring main memory access. Writing to a shared line updates the
cache, but also requires that the 82496 Cache Controller/82491
Cache SRAM generate a writethrough to updatn memory and
invalidate the line where it exists in other caches.

[11- INVALID The [I] state indicates that a particular line is not available in the
cache. A read to this line results in a miss, which, in some cases,
causes the 82496 Cache Controller to execute a line fill. A write to
this line causes the 82496 Cache Controller/82491 CaB#eM to
execute a writethrough to main memory or, in some circumstances,
to initiate an allocation.

3.5. BASIC MESI STATE TRANSITIONS

The MESI state of a cache line depends on several factors, including CPU cycle type an
memory bus controller operation. Following a snoop, the MESI state of a line may change, o
the line may be written back.

This section covers the most common memory accesses. Non-cacheable cycles, locke
cycles, read-only cycles, and direct-to-modified cycles are covered in Section 3.6.

One category of memory accesses deals with MESI state changes to the CPU-cache cc
resulting from internal operations. Another category deals with MESI state changes resulting
from actions by external devices. Figure 3-1 diagrams a portion of the MESI coherency
protocol. The diagram shows state transitions caused by both categories of memory access

Table 3-1 shows the basic MESI state transitions implemented by the 82496 Cache
Controller/82491 Cache SRAM. The URRENTSTATE" refers to the state of the 82496 Cache
Controller/82491 Cache SRANnNe being accessed either by its Pentium processor or a
snoop from another cache on the memory bus. TheErOA" refers either to a CPU read,
CPU write, or a snoop initiated by another bus master attached to the same shared memo
bus. The "Nw STaTE" refers to the state of the current cache line after the action is
performed. The new state is dependent upon the valugsRINV and SNPNCA for snoop
operations, and DRCTM#, MWB/WT#, LOCK#, MKEN#, and MRO# for read and write
operations. "MMORY Bus AcTIvITY" refers to the action which takes place on the memory
bus (if any) as a result of the action being performed on the cache line.
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Table 3-1. Basic MESI State Transitions

intgl.

Current State Action New State Memory Bus Activity

Read M None

M Write M None
Snoop E,S,|I Writeback
Read E None

E Write M None
Snoop E,S,| None
Read S None

S Write M,E,S Writethrough
Snoop S, | None
Read M,E,S,| Linefill

| Write M,E,S,I| Writethrough
Snoop | None

34
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WRITE HIT.WT:
WRITE THRU
+ READ HIT
READ MISS: NON-CACHEABLE
WRITE MISS: WRITE THRU
k— SNOOP.INV: BACK INVALIDATE 5

(CACHEABLE READ MISS + ALLOCATE WT: ,_,)

LINE FILL, WRITE BACK IF REPLACING SNOOP.IINV
MODIFIED LINE
SNOOP.[INV.INCA’
SNOOP.INV: INQUIRE
BACK INVALIDATE WO ek WRITE HITWT-
WRITE THRU

SNOOP.INV:
INQUIRE

SNOOP ITE BACK,
BACK INVALIDATE

SNOOP.
HINV.INCA

CACHEABLE READ MISS +
LLOCATE) IWT: LINEFILL
WRITE BACK IF REPLACING
MODIFIED LINE

& WRITEHIT
SNOOP.!INV.NCA: __ > READ
INOUIRE
SNOOP WRITE BACK U

WRITE HIT
MR SNOOP.IINV.NCA
NOTES:
WT=WRITE THRU (OR SHARED)
INV=INVALIDATE
NCA=NON-CACHEING ACCESS
ALLOCATE=WRITE MISS WHICH CAUSES LINE FILL
INQUIRE=SNOOP CPU IF [M] STATE
LOCK, DRCTM, MRO, SYNC, FLUSH NOT SHOWN
I BEFORE THE TERM MEANS INACTIVE o8BS

Figure 3-1. State Changes

3.5.1. MESI State Changes Resulting from CPU Bus Operations

The MESI state of a valid 82496 Cache Controller/82491 Cache SRAM's line may change a

the controller services Pentium processor read and write requests.

3.5.1.1. READ HIT

A read hit occurs when the CPU requests a read cycledimabe serviced locally by the
82496 Cache Controller/82491 Cache SRAM usitga present in the 82496 Cache
Controller/82491 Cache SRAM. The MESI state of the cached line ([M], [E] or [S]) remains

unchanged by this operation.
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3.5.1.2. READ MISS

A read miss occurs when the CPU generates a read cycle that cannot be serviced locally
because the needed data is missing from the cache. The tag lookup either cannot produce a
match or else produces a match to an [lI] line. Here, the 82496 Cache Controller/82491 Cache
SRAM generates aain memory access to fetch the data needed, sometimes along with
enough surrounding data to fill the cache line. When a linefill is executed, the new data is
written into the 82496 Cache Controller/82491 Cache SRAM, overwriting an invalid line, or
replacing the least recently used line if both ways have valid lines. If it has been modified,
the least recently used line is also copied into main memory.

Following a linefill into the 82496 Cache Controller/82491 Cache SRAM, the new tag state
is determined as follows:

® [S]if the line is Read-Only.

* [S]if the CPU writethrough attribute is active (PWT High).

® [S]if the memory shared attribute is active (MWB/WT# Low).

® [S]if the line is present in another cache.

® [E] if the line is not present in another cache.

* [M] if modified data comes directly from another cache, without main memory update.

3.5.1.3. WRITE HIT

A write hit occurs when the CPU generates a write cycle while the needed data is already
present in the local cache. Here, the cache line is updated and may undergo an MESI state
change.

If the line is in the [E] state prior to the write, it changes to the [M] state. If the line is in the
[M] state prior to the write, it maintains that state.

If the line is in the [S] state prior to the write, the cache controller writes the data to memory
in addition to updating the cache. The write to main memory also invalidates any copy of the
data that might reside in another cache. If the line is Read-Only, the cycle will go to the
memory bus without updating the 82491 Ca@®RAM array andthe tag will remain
unchanged.

The cache line state changes with activity on the PWT and MWB/WT# pins. If neither of
these pins is asserted, the line written to transitions to the [E] state. If either pin is asserted,
the line must remain writethrough, and the state remains [S].

3.5.1.4. WRITE MISS

A write miss occurs when the CPU generates a write cycle and the data is not present in the
local cache. In a simple write miss, the cache operates along wiflPthen writing data to

main memory, but it does not cache the data. No cache lines are affected, and no state
changes take place.
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3.5.1.5. WRITE MISS WITH ALLOCATION

In this special case, the CPU writes to a memory location that is not in the cachéraethe

of the write, but is later brought into cache and updated. As in a normal write miss, the cach
operates along with the CPU in writing data to main memory assists the CPU in writing the
data to main memory. When this write completes, the 82496 Cache Controller performs at
allocation (linefill).

The allocation can be performed pending the following circumstances:

® The write is cacheable (active MKEN#)
® PCD and PWT are not asserted

® The write is not LOCKed

® The write is to memory, not to 1/O

® The write is a miss, not a hit

3.5.2. MESI State Changes Resulting from Memory Bus Masters

MESI state transitions within the 82496 Cache Controller/82491 C&Bf#éM may result
from the activities of other processing units within the shared memory system.

The device in control of the bus at any time is called the bus master. When the 82496 Cact
Controller/82491 Cache SRAM is not in control toB bus during snoop operations, it is
referred to as the "slave."

3.5.2.1. SNOOPING

In snoop operations, the bus master requests the slaves to examine their cache lines for t
data that the bus master is requesting from main memory. A "snoop hit" occurs when one ¢
the slaves contains this memory information, whether it be modified or not.

There are three primary purposes of snooping:

1. Requesting modified data from other caches.
2. Invalidating data in other caches in the case of write cycles.
3. Sharing data between caches.

How the slave enacts MESI state changes following a snoop hit dependsSiiPtiN/ and
SNPNCA input attributes driven by the bus master.

The SNPINV input directs a slave fovalidate a snooped line since the bus master contains
the most recent version of the data. The snooped line is placed in the [I] state. A back
invalidation procedure is initiated to instruct the slave CPU to invalidate any copy of the data
that it might also contain. For example, if a bus master performs a write cycle to memory, the
slave memory bus controller must snoop and aSRINV since its copwvill no longer be
consistent with memory.
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When asserted, th&NPNCA input indicates to a slawbat the requesting master is
performing a non-cacheable read. A snoop hit to an [M] or [E] line can be placed in the [E]
state because the bus master will not cache the liIfBNFNCA isnot asserted, the bus
master will cache the line. The cache line must be placed in the [S] state to ensure that a
future write hit invalidates the line in other caches. Regardless of SNPNCA, an [S] line
remains in the [S] state following a snoop hit. In addition, wB&PINV is asserted, it
always overrides SNPNCA.

3.5.2.2. CACHE SYNCHRONIZATION

Cache synchronization is performed to make main memory consistent with the 82496 Cache
Controller/82491 Cache SRAM. FLUSH and SYN&e wused to maintain cache
synchronization.

A cache flush is initiated by asserting the FLUSH# pin. Once this operation éadijtithe
82496 Cache Controller/82491 Cache SRAM wraéls|M] lines out to main memory and
performs processor inquires and back-invalidation cycles. Subsequealitly,Pentium
processor cache and 82496 Cache Controller/82491 Cache SRAM entries are in the [I] state.

Cache synchronization is initiated by asserting the SYNC# pin. Once the operation is
initiated, the 82496 Cache Controller/82491 CaSRAM writesall [M] lines out to main
memory and performs processor inquires. SubsequeaitlyPentiumprocessor cache and
82496 Cache Controller/82491 Cache SRAM entries are in a non-modified state (E, S, or I).

3.6. MESI STATE CHANGES FOLLOWING CYCLES WITH
SPECIAL ATTRIBUTES

3.6.1. Cacheability Attributes: PCD, MKEN#

The 82496 Cache Controller/82491 Ca&RAM allows cacheability to be determined on a
page basis as well as on a line basis. Page cacheability is implemented in the CPU by
initialization of the page table so that it drives the PCD output appropriately. The memory
bus controller implements line by line cacheability by asserting the MKEN# signal.

The Page Caching Disabled attribute is driven by the processor's PCD output and corresponds
to a cacheability bit in the page table entry of a memory location's virtual address. If the PCD
bit is asserted when the CPU presents a memory address, the memory location will not be
cached in the 82496 Cache Controller/82491 Cache SRAM or the CPU.

MKEN# is an 82496 Cache Controller input which connects to the memory bus controller or
to the bus itself. When MKEN# is inactive, it prevents a memory location from being cached
in the 82496 Cache Controller/82491 Ca&8RAM andthe CPU. MKEN# affects only the
current access.

If the PCD output or MKEN# input render a read miss non-cacheable, the line will not be
cached in the 82496 Cache Controller/82491 C&RAM orthe CPUcache, leaving cache
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state information unaltered. On a write miss, a non-cacheable indication from either input
initiates a write miss without allocation. PCD has no effect on read hit cycles if the 82496
Cache Controller/82491 Cache SRAM already has a valid copy of a given line.

3.6.2.  Writethrough Protocol: PWT, MWB/WT#

The 82496 Cache Controller/82491 CacBRAM allows writethrough protocol to be
implemented on a page basis as well as on a line basis. Writethrough policy is selected for
particular line by either using the PWT attribute in the CPU page table or driving the
MWB/WT# pin LOW whenever the address corresponding to the line is referenced. Note
that using the PWT attribute in the CPU page table causes an entire page to be writethroug
a line in a writethrough page is also writethrough. The PWT attribute does not allow the
system designer to implement line-by-line writethrough protocol. Writethrough cache
consistency protocol only uses S and | cache line states.

The Page Writethrough attribute is driven by the processor's PWT output and corresponds t
a writethrough bit in the page table entry of a memory location's virtual address. If the PWT
bit is asserted when the CPU presents a memory address, the memory location will not b
cached in the exclusive or modified states in either the 82496 Cache Controller/82491 Cach
SRAM or the Pentium processor caches.

MWB/WT# is a 82496 Cache Controller input which connects to the memory bus controller
or to the bus itself. When MWB/WT# is low, it also prevents lines from being cached in
exclusive or modified states in either the 82496 Cache Controller/82491 SRéiM or the

CPU caches. MWB/WT# only affects the current access.

If the Pentium processor PWT output is active or the 82496 Cache Controller MWB/WT#
input is low, the current line will never be placed into the exclusive or modified states. On a
linefill, the state of the line will always be shared. Note that if the 82496 Cache

Controller/82491 Cache SRAM already has an exclusive or modified coyme dine, PWT

has no effect on the cycle.

3.6.3. Read Only Accesses: MRO#

The Memory Read Only input (MRO#) is driven by the memory bus to indicate that a
memory location is read-only.

When asserted during a read miss line fill, MRO# causes the current line to be placed in th
82496 Cache Controller/82491 Cache SRAMha [S] state. MRO# also sets a read-only
bit in the cache tag.

On subsequent write hits to a read-only line, data is written to main memory without
updating the 82496 Cache Controller/82491 C&8RA&M line. The cached line remains in

the [S] state with the read-only bit set. Subsequent read hits to read-only data will not be
cacheable in the CPU cache.

The 82496 Cache Controller supports caching of Read-Only code lines in the CPU cache b
using the KEN# signal to the CPU. Read-only code (CD/C# low) is cached in the Pentium

3-9
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processor by asserting KEN# to the CPU during a line fill. The Pentium processor
automatically invalidates cache lines in its code cache if they are written to. If KEN# is
deasserted to the CPU, read only data will not be cached in the Pentium processor cache.

3.6.4. Locked Accesses: LOCK#

The LOCK# signal is driven by the CPU to indicate that the requested cycle should lock the
memory location for an atomic memory access. Because locked cycles are used for inter-
processor and inter-task synchronization, all locked cycles must appear on the memory bus.

During locked write cycles, the 82496 Cache Controller/82491 CaRAeM treats accesses

as writethrough cycles. The 82496 Cache Controller/82491 C3RAd sendgata to the
memory bus, updates memory, and invalidates other cached copies. Data that is also present
in the 82496 Cache Controller/82491 Ca8iAM is updated, but its MESI state remains
unchanged.

During locked read cycles, the 82496 Cache Controller/82491 CaRiéM follows the

cache miss procedure: it initiates a memory read cycle. If the line resides in the 82496 Cache
Controller/82491 Cache SRAM, the MESI state of the line remains unchanged. If the data
resides in the 82496 Cache Controller/82491 C&8RAM in the [M] state when the
memory bus returns data, the 82496 Cache Controller/82491 GivAM usesthe data

from the 82491 Cache SRAM and ignores the data on the memory bus.

Locked read and write cycles that miss the 82496 Cache Controller/82491 ERahe
cache are non-cacheable in the 82496 Cache Controller/82491 ER&i& cache and the
CPU.

3.6.5. Direct-To-Modified Attribute: DRCTM#

The direct-to-modified input pin (DRCTM#) indicates to the 82496 Cache Controller/82491
Cache SRAMthat it should circumvent the [E] and [S] state designations and place a data
line directly into the [M] state. If MWB/WT# is sampled low, DRCTM# has no effect on the
final line state. DRCTM# can be asserted during main memory reads for special 82496
Cache Controller/82491 Cache SRAMata accesses including allocation, read-for-
ownership, and cache-to-cache-transfer (without main memory update).

3.7. STATE TRANSITIONS

Lines cached by the 82496 Cache Controller can change states as a result of either the CPU
bus activity (that sometimes require the 82496 Cache Controller to become a Memory Bus
Master) or as a result of Memory Bus activity generated by other System Masters (e.g.,
Snooping).

The following section details: CPU and memory bus signals that affect state changes, tag
state changes, and cycles generated on the CPU/memory bus due to state transitions.

3-10
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3.7.1. CPU Bus Signals

The following CPU bus signals affect 82496 Cache Controller/82491 CaRAdM state
transitions:

* PWT(Page Writethrough, 82496 Cache ContrdR&vT input pin): Indicates a CPU bus
writethrough request. If PWT is active during a linefill, the current line is put in the [S]
state. The 82496 Cache Controller will NOT execute allocations (linefills triggered by a
write) for writethrough linesPWT overrides a writeback indication on tNeéB/WT#

pin.
® PCD (Page Cacheability Disable, 82496 Cache ContrBi&D input pin): Indicates that

the accessed line is non-cacheabl®dD is asserted, it overrides a cacheable indication
from an asserteMKEN# .

®  WT (Pentium processor Writethrough indication, 82496 Cache ContrdlBANT#
output pin): When active, forces the Pentium processor to keep the accessed line in th
shared state.

Writeback mode (WB=1) is indicated by th&/T notation. In writeback mode, the
Pentium processor is allowed to go into exclusive states [E],\iM]is normally active
unless explicitly stated.

® KEN (CPU Caching Enable, 82496 Cache Contrdl&N# output pin): When active
indicates that the requested line can be cached b first levelcache.KEN is
normally active unless explicitly stated.

® DAT (CPU Data Control, 82496 Cache ControlBfC# input pin): When active
indicates that the requested line is data. When inactive indicates that the requested line
code.

3.7.2. Memory Bus Signals

The following memory bus signals affect 82496 Cache Controller/82491 Gavthil state
transitions:

*  MWT (Memory Bus Writethrough indication, 82496 Cache ContrdllgvB/WT# input
pin): When active, forces the 82496 Cache Controller to keep the accessed line into th
shared state. Writeback mode (MWB=1) is indicated byNh&T notation. In writeback
mode, the 82496 Cache Controller is allowed to go into exclusive states [E], [M].

® DRCTM (Memory Bus Direct To [M] indication, DRCTM# input pin): When active,
forces the line state to bypass [E] and go to [M] (provided IMWT).

* MKEN (Memory Bus Cacheability Enable, 82496 Cache ContrMIEEN# input pin):
When active, indicates that the memory bus cycle is cacheable.

3-11
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* MRO (Memory Bus Read-Only indication, 82496 Cache ContrdM&O# input pin):
When active, forces line to be READ-ONLY ([S] state).

® MTHIT (Memory Bus Tag Hit, 82496 Cache ControMTHIT# output pin): Activated
by the 82496 Cache Controller during snoop cycles and indicates that the current
snooped address hits the 82496 Cache Controller cache.

® MHITM (Memory Bus Hit to [M] state, 82496 Cache ControN8dITM# output pin):
Activated by the 82496 Cache Controller during snoop cycles and indicates that the
current snooped address hits a modified line in the 82496 Cache Controller cache.

® SNPNCA(Non Caching Access, 82496 Cache ControB&IPNCA input pin): When
active indicates to the 82496 Cache Controller that the current bus master does not
intend to cache the snooped line.

® SNPINV (Invalidation, 82496 Cache Controll&@NPINV input pin): When active
indicates to the 82496 Cache Controller that the current snoop cycle will invalidate that
address.

3.7.3. Tag State and Cycles Resulting from State Transitions

3.7.3.1. TAG STATE

The following is an 82496 Cache Controller tag state change that may occur with 82496
Cache Controller/82491 Cache SRAM state transitions. Meteother tag state changes are
not documented here, as they are not used in the tables that follow.

® TRO(Tag Read Only, 82496 Cache Controller Tag bit): When set indicates that the 1 or
2 (if 2 lines per sector) lines associated with the current tag are Read-Only lines.

3.7.3.2. CYCLES RESULTING FROM STATE TRANSITIONS

As a function of State Changes, the 82496 Cache Controller may execute the following
cycles:

®* BINV: CPU Back Invalidation Cycle (Snoop to Pentium processorliNkhactive)

®* INQR Pentium processor Inquire Cycle to search for a CPU modified line.

NOTE

An inquire cycle may be executed with INV active, performing a back-
invalidation simultaneously.
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®* WBCK 82496 Cache Controller Writeback Cycle. The 82496 Cache Controller
generates a writeback cycle when MODIFIED data cached in the 82496 Cache
Controller needs to be copied back into main memory. A writeback cycle affects a
complete 82496 Cache Controller line.

® WTHR 82496 Cache Controller Writethrough Cycle. This is a memory bus write cycle
in response to a processor write. It may or may not affect the &&A®l (update). In a
writethrough cycle, the 82496 Cache Controller drives the Memory Bus with the same
Address, Data and Control signals as the CPU does on the CPU Bus. Main memory wil
be updated, and other caches will invalidate their copies.

® RTHR 82496 Cache Controller Read Through cycle. This is a special read cycle to
support locked reads to lines that hit the 82496 Cache Controller cache. The 8249¢
Cache Controller will request a Memory Bus cycle for lock synchronization reasons.
Data will be supplied from the memory BUS except if the current line is in the [M] state.
If so, data will be supplied to the Pentium processor from the 82496 Cache
Controller/82491 Cache SRAM .

® LFIL: 82496 Cache Controller Cache line fill. The 82496 Cache Controller will generate
Memory Bus cycles to fetch a new line and deposit it into the cache.

* RNRM 82496 Cache Controller Read Normal Cycle: This is a normal read cycle which
will be executed by the 82496 Cache Controller for non-cacheable accesses.

® SRUP 82491 Cache SRAM SRAM update. Thigcle occurs any time new information
is placed in the 82491 Cacl8RAM cache. AnNSRAM update is implied ithe LFIL
cycle.

® ALLOC 82496 Cache Controller allocation. This cycle is a linefill that results from a
cacheable write miss cycle.
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3.7.4.

intgl.

MESI State Tables (82496 Cache Controller State

Changes)

Table 3-2. Master 82496 Cache Controller Read Cycle

IMWT. DRCTM: M

Pres. Mem Bus | CPU Bus
State Condition: Next State Activity Activity Comments
M ILOCK: M — WT Normal Read Hit [M].
LOCK: M RTHR IKEN Read Through Cycle, Data From
Array.
E ILOCK: E — — Normal Read Hit [E].
LOCK: E RTHR IKEN Read Through Cycle, Data From
Memory.
S ILOCK.ITRO: S — — Normal Read Hit [S].
ILOCK.TRO.DAT: S IKEN Normal Read to Read-Only data
sector. Stays in [S] state, deactivates
KEN# to disable caching in L1 data
cache.
ILOCK.TRO.!IDAT: S — — Normal Read to Read-Only code
sector. Stays in [S] state, activates
KEN# to enable caching in L1 code
cache.
LOCK: S RTHR IKEN Read Through Cycle, Data from
Memory.
| PCD+!MKEN+LOCK: | RNRM IKEN Non-Cacheable Read, Locked cy-
cles.
IPCD.MKEN.!ILOCK.MRO.DAT: S LFIL IKEN Cacheable data read, Read-Only. Fill
line to 82496 Cache Controller
cache, but not to Pentium® processor
cache. Set the 82496 Cache
Controller TRO bit.
IPCD.MKEN.!ILOCK.MRO.!DAT: S LFIL Cacheable code read, Read-Only.
Fill line to 82496 Cache Controller
and Pentium processor caches. Set
the TRO bit in the 82496 Cache
Controller cache.
IPCD.MKEN.!LOCK.IMRO.(PWT+ LFIL — Cacheable Reads, forced
MWT):S Writethrough.
IPCD.MKEN.!LOCK.IMRO.!PWT. LFIL — Line not shared, thus enabling the
IMWT. IDRCTM: E 82496 Cache Controller to move into
an exclusive state.
IPCD.MKEN.!LOCK.IMRO.!PWT. LFIL — As before with direct [M] state trans-

fer. Keep Pentium processor in
Writethrough mode.
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Table 3-3. Master 82496 Cache Controller Write Cycle

Pres.
State

Condition: Next State

Mem Bus
Activity

CPU Bus
Activity

Comments

ILOCK: M

SRUP,
WT

Write hit. Write to cache. Allow
Pentium® processor to perform
internal write cycles (Enter into [E],
[M] states).

LOCK: M

WTHR

SRUP,
WT

Locked Cycle. Writethrough updating
cache SRAM. Most updated copy of
the line is still owned by 82496
Cache Controller. All Locked write
cycles are posted.

ILOCK: M

SRUP,
WT

Write hit. Update SRAM. Let Pentium
processor execute internal write
cycles.

LOCK: E

WTHR

SRUP

Lock forces cycle to memory bus.
Main memory remains updated.

TRO: S

WTHR

Read-Only. Data is not updated in
cache. Writethrough cycle to memory
bus is performed.

ITRO.(PWT+MWT+LOCK): S

WTHR

SRUP

Not Read-Only. Write cycle with
writethrough attribute from CPU or
memory bus. Locked cycles.

ITRO.IPWT.ILOCK.IMWT.!DRCTM:

E

WTHR

SRUP

Not Read-Only. No writethrough
cycle, no lock request. Allow going
into exclusive state.

ITRO.IPWT.ILOCK.IMWT.DRCTM:
M

WTHR

SRUP

Not Read-Only. No writethrough
cycle, no lock request allow going
into exclusive state. DRCTM# forces
final state to M.

PCD+!IMKEN+PWT+LOCK: |

WTHR

Write Miss Non-Cacheable,
Writethrough, locked cycle.

IPCD.MKEN.!IPWT.ILOCK.IMRO: |
Allocation Final State

MWT: S

IMWT.IDRCTM: E

IMWT.DRCTM: M
IPCD.MKEN.!PWT.ILOCK.MRO:I

Allocation Final State: S

WTHR
ALLOC

WTHR
ALLOC

Write Miss with allocation. After the
write cycle, a line fill (allocation ) is
scheduled. Normal allocation final
state is a function of the line fill
attributes. If MRO# is asserted, an
allocation to the [S] state will occur,
TRO bit is set, and attributes are
ignored.

NOTE: The WB/WT# pin will be Writeback (HIGH) for reads or writes to [M] state lines and for writes to [E]
state lines. On all other states, the Pentium® processor will be forced to perform Writethrough cycles. This
mechanism will make sure that any Pentium processor write cycle is seen at least once on the CPU bus

(Write Once protocol).
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Table 3-4. Snooping 82496 Cache Controller without Invalidation Request

Pres. Memory Bus | CPU Bus
State Condition: Next State Activity Activity Comments
M ISNPNCA: S MTHIT INQR Snoop hit to modified line. 82496 Cache
) Controller indicates tag hit and modified
SNPNCA: E MHITM hit. 82496 Cache Controller schedules a
WBCK writeback of the modified line to memory.
If non-cacheable access, stay in [E] sate.
E ISNPNCA: S MTHIT — If snooping by a cacheable access, indi-
) cate MTHIT and go to shared state. If a
SNPNCA: E non-cacheable access, only indicate
MTHIT, stay exclusive.
S |S MTHIT —
| | — —
Table 3-5. Snooping 82496 Cache Controller with Invalidation Request
Pres. Memory Bus | CPU Bus
State Next State Activity Activity Comments
M | MTHIT INQR, Snoop hit to modified line. 82496 Cache
BINV Controller indicates tag hit and modified
MHITM hit. 82496 Cache Controller schedules a
WBCK writeback of the modified line to memory.
Invalidate CPU.
E | MTHIT BINV Indicate tag hit, invalidate 82496 Cache
Controller, CPU lines.
S | MTHIT BINV Same as before
| | — —
Table 3-6. SYNC Cycles
Pres. Memory Bus | CPU Bus
State Next State Activity Activity Comments
M E WBCK INQR Get modified data from Pentium®
processor flush to memory.
E E — — Memory already synchronized
S S — — Memory already synchronized
| | — —
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Table 3-7. FLUSH Cycles

Pres. Mem Bus CPU Bus
State Next State Activity Activity Comments
M | WBCK INQR, Flush and invalidate Pentium® processor
BINV
E | — BINV Invalidate Pentium processor
S | — BINV Invalidate Pentium processor
| | — —

3.8. PRIMARY TO SECONDARY CACHE COHERENCY

3.8.1. Inclusion

The Pentium processor primary caches always maintain the property of inclusion with
respect to the 82496 Cache Controller/82491 CaSRAM (secondary cache). See
Figure 3-2. This means that the Pentium processor caches are guaranteed to be a subset of
82496 Cache Controller/82491 Cache SRAM. Inclusion is the property which explains why
the Pentium processor and 82496 Cache Controller/82491 CRAM line states are
updated as described in this chapter.

The 82496 cache controller utilizes three mechanisms to maintain the inclusion property of
the Pentium processor cache: inquires, back invalidations, and the write once policy. The
next two sections describe these mechanisms in more detail.

82496/82491
CACHE

ENTIUM®

p
PROCESSOR
CACHE

CDB22

Figure 3-2. Pentium ® Processor Cache Chip Set Cache Inclusion
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3.8.2. Inquire and Back-Invalidation Cycles

Inquire and Back-Invalidation cycles are snoop cycles from the 82496 Cache
Controller/82491 Cache SRAM to the Pentium processor.

® Back-Invalidation Cycle: The 82496 Cache Controller/82491 C&teM invalidates
a line in the Pentium processor if the address snooped hits the Pentium processor internal
cache. If the snooped line in the Pentium processor cache is in the Modified state, it is
written back and then invalidated.

® Inquire Cycle: The 82496 Cache Controller/82491 C&RAM determines if éine is
modified in the Pentium processor cache. If the line has been modified, the Pentium
processor cache issues a writeback cycle to the 82496 Cache Controller/82491 Cache
SRAM.

Snoop cycles are generated from the 82496 Cache Controller to the Pentium processor in the
following cases:

® Snoop hit to a Modified line in the 82496 Cache Controller.

® 82496 Cache Controller/82491 Cache SRAlthe flush when a Modified line is hit
(flush is initiated by the 82496 Cache Controller FLUSH# input).

® 82496 Cache Controller/82491 Cache SRARthe sync operation when a Modified
Line is hit (sync is initiated by the 82496 Cache Controller SYNC# input).

®* Replacement of a modified line in the L2 cache.

During snoop cycles, the 82496 Cache Controller uses the AHOLD signal to float the CPU's
address lines and to enable the 82496 Cache Controller to drive the snooping address. It then
drives EADS# to indicate that the address is valid and should be strobed for the snoop. The
Pentium processor will respond to the snoop with the HIT# and HITM# signals. HIT# active
indicates that the line is a hit in the Pentium processor cache, and HITM# active indicates a
hit to a modified line in the CPtache. HIT# is not used by the 82496 Cache Controller, but
can be accessed by the MBC if desired.

During back-invalidation cycles, the 82496 Cache Controller drives an additional line to the
CPU, INV, which indicates that the snooped line should be invalidated at the end of the
cycle. If INV is not asserted during Pentium processor snoop cycles (inquires), a snoop hit to
the Pentium processor will leave the line in the [S] state in the Pentium processor cache. The
82496 Cache Controller drives INV active to the CPU during flush cycles, replacement
writeback cycles, and snoop cycles with invalidation (SNPINV active).

For snoop cycles which hit a modified line in the CPathe, the Pentium processor will
automatically schedule a writeback of the modified line to the 82496 Cache Controller/82491
Cache SRAM. The 82491 CaclsRAM will automatically mergehe modified CPU data

with the data in its writeback buffer or snoop buffer before completing the writeback on the
memory bus.

The BOFF# signal is used to allothe aborting of CPU cycles during deadlock situations.
Deadlocks may develop if the 82496 Cache Controller needs the CPU bus to perform an
inquire writeback cycle, and the CPU needs the bus to complete a transaction. In those cases
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the 82496 Cache Controller will abort the CPU cycle by asseBiigF# and will complete
the snoop or replacement first.

When FLUSH# is asserted to the 82496 Cache Controller, the 82496 Cache Controller back
invalidates the CPWdache. If, during back-invalidation of tiPU cache, a modified line is

hit, the Pentium processor issues a writeback cycle. VBN&NC# is asserted to the 82496
Cache Controller, the 82496 Cache Controller inquires the Pentium processor cache on eve
82496 Cache Controller cache hit to a modified line. Both flush and sync cycles can caus
the writeback of a modified line from the Pentium processor cache and the 82496 Cach
Controller/82491 Cache SRAM.

3.8.3.  Write Once Policy

The 82496 Cache Controller uses the WB/WT# signal to force the Pentium processor into :
write-once mode. This signal is used to ensure that the 82496 Cache Controller will always
be aware of Pentium processor potentially modified lines. The 82496 Cache Controller will
only allow the Pentium processor to go into exclusive states if the 82496 Cache Controllel
itself is making a transition from Exclusive to Modified states or is already in M (e.g., from a
previous cycle with DRCTM# asserted). This insures that for any Pentium processor
exclusive line, the 82496 Cache Controller will be in a modified state. Whenever the 82496
Cache Controller is required to writeback a modified line to memory, it will first check the
Pentium processor by executing an inquire cycle.

Read only lines are treated as valid and invalid only. Neither the 82496 Cache Controller no
the Pentium processor will cache read only lines in an exclusive or modified state. Therefore
a 82496 Cache Controller/82491 Cache SR in an M or E state cannot have its read
only bit set.

3.8.4. MESI State Tables (Pentium ® Processor Cache Chip Set
State Changes)

Table 3-1 shows the basic MESI state transitions which apply to both the Pentium processc
and the 82496 Cache Controller/82491 Cache SRAM. The following tables (3-8, 3-9, 3-10)
show the state changes of the Pentium processor and 82496 Cache Controller/82491 Cac
SRAM during Read, Write, and Snoop cycles (respectively). The tables show the current an
final cache line states of both the Pentium processor and 82496 Cache Controller/8249
Cache SRAM. They show the values of specific signals between the CPU and secondar
cache which can affect the line state. CPU and Memory bus activities are also shown.

A signal marked as a don't care ('x') in the following tables indicates that the value of the
signal is not used in determining the cache line state. The column labeled 'READ ONLY in
82496 Cache Controller/82491 Cache SRAM' represents either a valid line in the [S] state
with the read only bit set or a memory bus access with MRO# returned active by the MBC.

3-19



]
COMPONENT OPERATION Intel®

The purpose of this section is to highlight Pentium processor state changes; therefore, all
possible 82496 Cache Controller state changes are not covered. For a detailed description of
82496 Cache Controller/82491 Cache SRAM line state changes, refer to Tables 3-2 to 3-7.

Table 3-8. MESI State Changes for READ Cycles: CPU to 82496 Cache Controller/
82491 Cache SRAM Caches

To To
Cache CPU
C w
A B/ N
Cc Initial W (K | Final o
Initial [P | D/ |H Final CPU State Read |T |E | State | Memory t
Cycle State |W| C |E | State Bus of Only: | #|N of Bus e
Type |of CPU | T | # | # | of CPU | Activity | Cache | Cache # | Cache | Activity S
Locked X' x| x|1 | Read X' X X | x| Same Read 1
Not MES | x| x | x| Same None M NO X | X M None 5
Locked | x| x|1 | Read M NO X | x M None 5
| 1| x|0 S LFIL M NO 1(0 M None 3,5
| of1(0 E LFIL M NO 1(0 M None 3
| o(0f|O0 S LFIL M NO x| 0 M None 4,5
S X | X |x S None E NO X | X E None
| x| x|1 | Read E NO X | x E None
| x| x| 0 S LFIL E NO 0|0 E None 3
S X | X |x S None S X X | X S None
| x| x|1 | Read S X X | x S None
| x| 1]0 | Read S YES x| 1 S None
| x| 1|0 S LFIL S NO 0|0 S None
| x| 0|0 S LFIL S X x| 0 S None
| 1| x |1 | Read | X X | X S LFIL
| 0O x |1 | Read | X x| x| MES LFIL
| 1| x|0 S LFIL | NO 0|0 S LFIL
| O x |0 S LFIL | NO 0| 0| MES LFIL
| x| 0|0 S LFIL | YES [ x| O S LFIL
| x| 1|0 | Read | YES | x| 1 S LFIL
NOTES:

CPU refers to Pentium® processor.

Cache refers to 82496 Cache Controller/82491 Cache SRAM.

LFIL = Line Fill

Refer to Table 3-2 for 82496 Cache Controller state transition decisions.
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1. Alocked hit to a line in the Pentium processor cache will cause that line to transition to [I] independent of
its original state. If the line was [M], it will be written back.

2. The 82496 Cache Controller does not return KEN# for data hits to Read-Only lines.

3. The 82496 Cache Controller only returns WB/WT# high on unlocked hits to [M] for which it also returns
KEN# active.

4. The Pentium processor instruction cache never contains [M] state lines and does not distinguish between

[S] and [E]. Refer to the Pentium™ Processor Data Book for more details.

. WB/WT# is not used for the state transition decision.
6. MKEN# and MRO# sampled active.

Table 3-9. MESI State Changes for WRITE Cycles: CPU to 82496 Cache Controller/
82491 Cache SRAM Caches

COMPONENT OPERATION

To To
Cache CPU
C w
A B/ N
Cc Initial W | K | Final (o]
Initial [P | D/ |H Final CPU State Read |T |E | State | Memory t
Cycle State |W| C |E | State Bus of Only: | #|N of Bus e
Type |of CPU | T | # | # | of CPU | Activity | Cache | Cache # | Cache | Activity 5
Locked | x| x| 1 | WT X' X X | X | Same WT 1
Not M X | x| x M None M X X | x M None
Locked E X | x| x M None M X X | X M None
S 0| x| X E WT M X 1| x M None
S 1] x| x S WT M X 1| x M None
| X | x| x | WT M X X | X M None
S 0| x| X E WT E X 1| x M None
S 1] x| x S WT E X 1| x M None
| X | X |x | WT E X X | X M None 3
S 1] x| x S WT S X 0] x S WT
S 0| x| X S WT S X 0| x| MES WT
| 1] x| x | WT S X X | X S WT
| 0| x| X | WT S X x| x| MES WT 3,4
| 1] x| x | WT | X X | X | WT
| 0| x| x | WT | X X | x| MES,|I WT
NOTES:

CPU refers to Pentium® processor.

Cache refers to 82496 Cache Controller/82491 Cache SRAM.
WT = Writethrough
Refer to Table 3-3 for 82496 Cache Controller state transition decisions.
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1. The locked write cycle always begins and ends with the Pentium processor cache line in state [I]. See
Note 1 in the previous table.

2. The 82496 Cache Controller only returns WB/WT# high on unlocked write hits to [M] and [E].
The Pentium processor will not perform allocations on write cycles.

4. The Pentium processor cache state will not change. The 82496 Cache Controller cache line state will go
to [E] if MWB/WT#=1 and DRCTM#=1. The 82496 Cache Controller cache line state will go to [M] if

MWB/WT#=1 and DRCTM#=0. The 82496 Cache Controller cache line state will remain in [S] if
MWB/WT#=0.

Table 3-10. MESI State Changes for SNOOP Cycles: 82496 Cache Controller/82491
Cache SRAM to CPU Caches

To From Mem
CPU Bus

S S

N N

P P

Initial | Final State Initial N | Final State | Memory

State of N of CPU | CPU Bus Activity State of C N of Cache Bus
CPU \% Cache A \% Activity
M 0 S INQR,WB M 0 0 S SWB
M 1 | INQR,BINV,WB M X 1 | SWB
M 0 S INQR,WB M 1 0 E SWB
E 0 S INQR M 0 0 S SWB
E 1 | INQR,BINV M X 1 | SWB
E 0 S INQR M 1 0 E SWB
S 0 S INQR M 0 0 S SWB
S 1 | INQR,BINV M X 1 | SWB
S 0 S INQR M 1 0 E SWB
| 1 | INQR,BINV M X 1 | SWB
| 0 | INQR M 0 0 S SWB
| 0 | INQR M 1 0 E SWB
S 0 S None E 0 0 S None
S 1 | BINV E X 1 | None
S 0 S None E 1 0 E None
| 1 | BINV E X 1 | None
| 0 | None E 0 0 None
| 0 | None E 0 None
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Table 3-3-10. MESI State Changes for SNOOP Cycles: 82496 Cache Controller/82491
Cache SRAM to CPU Caches (Contd.)

To From Mem
CPU Bus
S S
N N
P P
Initial | Final State Initial N | Final State Memory
State of N of CPU | CPU Bus Activity State of C N of Cache Bus
CPU \% Cache A \% Activity
S 0 S None X 0 S None
S 1 | BINV S X 1 | None
| 1 | BINV S X 1 | None
| 0 | None S X 0 S None
| X | None | X X | None
NOTES:

CPU refers to Pentium® processor.

Cache refers to 82496 Cache Controller/82491 Cache SRAM.
SWB = Snoop Writeback
INQR = Inquire (82496 Cache Controller snoops the Pentium processor)

BINV = Back Invalidate

Refer to Table 3-4 and Table 3-5 for 82496 Cache Controller state transition decisions.
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CHAPTER 4
CACHE INITIALIZATION AND CONFIGURATION

This section describes the physical and mode configurations available when using the 8249
Cache Controller and 82491 Cache SRAM. Physical configuration determines the
organization of the 512-Kbyte or 256-Kbyte cache. Mode configuration determines how the
cache core operates and communicates with the memory bus.

The 82496 Cache Controller supports a wide variety of physical configurations and a variety
of mode configurations. Physical and mode configuration decisions are based on arriving at
desired balance between performance and memory bus controller design complexity an
cost.

Figure 4-1 summarizes the basic configurations available when using the 82496 Cach
Controller/82491 Cache SRAM with the Pentium processor.

| MEMORY BUS = 64 BITS | MEMORY BUS = 128 BITS |
| 4 TRANS. 8 TRANS. | 4 TRANS. 8 TRANS. |
#1 #2
256 KBYTE
CACHE 8
SIZE
LR=1 LR=2
TAGS = 8K TAGS = 4K
Ls=1 Ls=1
#3 #4 #4 #5
512 KBYTE
CACHE 16
SIZE
LR=1 LR=2 LR=2 LR=4
TAGS = 8K TAGS = 8K TAGS = 8K TAGS = 4K
Ls=2 L/'s=1 L/s=1 Ls=1

#1 - #5 = CACHE CONFIGURATION NUMBERS

4/8 TRANS. = NUMBER OF BURST CYCLES FOR LINEFILL/WRITE BACK
LR = 82496/PENTIUM® PROCESSOR LINE RATIO

L/S = 82496 LINES PER SECTOR

NUMBER OF 82491 DEVICES.

[0 =n~ot supPORTED

CDB9

Figure 4-1. 82491 Cache Controller/82491 Cache SRAM Configurations with the
Pentium ® Processor
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4.1. CONFIGURATION SIGNAL SAMPLING DURING RESET
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Figure 4-2. Configuration Input Sampling

82496 Cache Controller/82491 Cache SRAM core configuration irgretssampled with
respect to the falling edge of RESET (refer to Figure 4-2). The configuration inputs must
meet the following timing requirements with respect to RESET:

1. The configuration inputs must meet setup and hold times with respect to each clock edge
during reset (in ns). The configuration input value sampled on the rising edge of CLK
prior to RESET going inactive is used for configuration purposes.

2. The configuration inputs must meet setup and hold times with respect to the falling edge
of RESET (in CLKs).

3. Configuration signals must be valid for 10 CLKs before the falling edge of RESET.
Signals that are used to configure the cache core may share pins with other signals.
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BUSCHK# 1
CFG[2:0], PENTIUM®
CLDRYV, FLUSH#, PROCESSOR
HIGHZ#, MALDRY,
SLFTST#, SNPMD, BRDYC# 1
MEMORY WWOR# 19 82496
—r > CACHE
CONTROLLER CONTROLLER | LR[1.0],
SEC2# _ 3
82491
MDLDRYV, MSTBM, St
MTR4/8#, MX4,8#, SRAMS
PAR 5

CDB51

Figure 4-3. CPU-Cache Chip Set Configuration Inputs

Figure 4-3 showsll required configuration signals for each component inCiRg-Cache
Chip Set as well as the device that provides each configuration signal.

4.1.1. Initialization Required for Chip Set Mode

The following reset sequence must be followed to configure the 1/0O buffers of the Pentium
processor for use with the 82496 Cache Controller/82491 Cache SRAM:

1. BUSCHK# must be driven tthe Pentium processor by the MBC for at least 4 clocks
prior to the falling edge of RESET. BUSCHK# configures pathefPentium processor
address and control bus for one of two buffer sizes.

2. BRDYC# is driven low to the Pentium processor by the 82496 Cache Controller during
reset to complete CPU-Cache Chip Set configuration requirements.

The 82496 Cache Controller to 82491 Ca8iRAM control signalsan also be configured

for one of two buffers. The buffer selection is made by using the CLDRV configuration
input. CLDRV must be driven by the MBC to the desired value for at least 10 CPU clocks
prior to the falling edge of RESET.

Table 4-1 describes Intel's recommendation on how to ®lVECHK# and CLDRV to
configure the Pentium processor and 82496 Cache Controller output buffers for different
cache configurations. System designers may use either buffer selection provided all fligh
time and signal quality specifications are met.
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Table 4-1. Pentium ® Processor Chip Set Initialization Recommendations

Cache BUSCHK# CLDRV
Cache Size Configurations @RESET @RESET
256K 12 High High
512K 3,4,5 Low Low

To simplify the configuration process, the Pentium proceB&BCHK# input path should

be designed such that a 0 ohm resistor connecBUWBHK# pin tothe inverse of RESET.

The resistor allows the system designer to change the polaBW8CHK# with minimal
impact to the system design. If the resistor is removed, this input is high due to the internal
pullup resistor. If the resistor is in the circuit, the input is low (inverse of the active RESET).
Note that theBUSCHK# input mustneet all timings with respect to RESET as indicated in
Figure 4-2 and in the text above.

The 82496 Cache Controller CLDRYV signal shares a pin with the 82496 Cache Controller
BGT# signal. During reset, the CLDRV pin should be driven low or high as shown in
Table 4-7. During normal operation, this pin acts as the BGT# signal, and should be driven

accordingly.

4.2.

PHYSICAL CACHE

The 82496 Cache Controller/82491 Cache SRAM's physical configurations consist of basic
architectural parameters determining line ratio, cache tagRAM size, lines per sector and bus
width. These parameters are sampled in the CLK prior to RESET sampled inactive and
cannot be dynamically changed. Table 4-2 shows the appropriate values of the configuration
inputs, CFGJ[2:0], for each possible cache configuration.

Table 4-2. 82496 Cache Controller/82491 Cache SRAM Configuration Inputs

Config No. |Cache Size |Line Ratio |Lines/sec No. of Tags CFG2 CFG1 CFGO
1 256KB 1 1 8K 0 0 1
2 256KB 2 1 4K 1 1 1
3 512KB 1 2 8K 0 0 0
4 512KB 2 1 8K 0 1 1
5 512KB 4 1 4K 1 1 0

4-4



]
Intel ® CACHE INITIALIZATION AND CONFIGURATION

4.2.1. Memory Bus Width

The CPU-Cache Chip Set core supports 64- and 128-bit memory bus widths. Note that th
system designer can choose to implement a 32-bit memory bus (this is NOT a configuratiol
option).

4.2.2. Line Ratio

Line Ratio (LR) is the ratio between the 82496 Cache Controller/832491 G&thAM line

size and that of the Pentium processor. If LR=2, for example, the 82496 Cache
Controller/82491 Cache SRAM second-leeathe line size is 64 bytes. Along with the bus
width, the LR determines the number of transfers needed to fill a 82496 Cache
Controller/82491 Cache SRAMache line. Only one line is filled on each line fill cycle,
regardless of sectoring. The LR is used to determine the number of inquires and bac
invalidations to the CPU.

4.2.3. TagRAM Size

The 82496 Cache Controller/82491 Cache SRAM tagRAM size can be configured with 4K or
8K tag entries. By reducing tagRAM size, the LR can be doubled without a change in cache
size. TagRAM size is actually determined when selecting cache line size and bus width.

4.2.4. TagRAM Structure

Because there are many more lines in main memory than line locations in the cache, th
82496 Cache Controller uses address mapping. Given a physical address in main memor
mapping finds the cache location that contains the corresponding data. The 82496 Cact
Controller uses a two-way set associative tagRAM address mapping mechanism (se
Figure 4-4).

45
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ADDRESS
| TAG SET DW BYTE
TAG TAG DATA DATA
WAY 0 \( \( WAY 1 \( \( WAY 0 WAY 1
CACHE CACHE ﬁ
DIRECTORY ; = ; DIRECTORY _ \ /
; MUX
; 3 E DATA OUT
HIT/MISS DBS3

Figure 4-4. Two-Way Set Associative TagRAM Structure

The 82496 Cache Controller tagRAM memory can be configured in either 2K or 4K sets. A
set is selected by direct mapping of 11 or 12 bits of the physical address, called the set-
address bits (SET[10:0]). Each set contains two ways. Tags are composed of the additional
physical address bits needed to identify the line(s) in the sector.

Figure 4-4 shows how the tag b#tee stored in the tag array of the 82496 Cache Controller.
The sectors corresponding to the tag bits are stored in the 82491 Cache SRAMs. Each sector
has a tag. For 4K sets, there are 8K tags with 15 bits per tag. For 2K sets, there are 4K tags
with 14 bits per tag.

A read-only bit and two state bits are stored with each tag in the tag array of the 82496 Cache
Controller. The read-only bit provides compatibility with certain shadow ROM techniques.
The two state bits identify which lines contain valid data, help to implement deferred
memory updating, and maintain consistency among multiple caches.

The explanation above assumes one line per sector. For configurations which use two lines
per sector, the most significant DW bit is used to select which line in the sector is being
accessed.
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4.2.5. Lines per Sector (L/S)

The 82496 Cache Controller/82491 Cache SR&gvl be configured as non-sectored (L/S=1)

or with two lines per sector (L/S=2). If L/IS=2, the 82496 Cache Controller contains one tag
and Read-Only bit for each pair of consecutive cache lines. Each line has its own set o
MESI state bits. This configuration enables a single line to be filled during line fills or
written back during snoop hits. Both lines are invalidated and written back during
replacements if both lines are modified.

4.2.6. Cache Size

The 82496 Cache Controller/82491 Ca8iRAM may be configured as 256K or 512K bytes

in size. Cache size is directly proportional to the number of 82491 (GRAM devices
used. Eight components comprise a 256K cache, while 16 can be combined to construct
512K cache. Two 82491 Cacl®RAM devicescan be added to each cache size and
configured to be data parity devices.

4.2.7. Configurable Address Connections

Table 4-3 lists which address lines should be connected to each of the CFA[6:0] lines fol
each cache configuration. CFA[6:0] provide the 82496 Cache Controller with proper
multiplexed addresses for each of the possible cache configurations. They may be used as :
addresses (S), tag addresses (T), line in sector address (L), 82496 Cache Controller subli
address (CL), or CPU subline address (CS), and are passed along to the memory bus.

Table 4-3. Pentium ® Processor CFA Address Connections

Config TAG SET
Number CFA6 CFA5 CFA4 CFA3 CFA2 CFA[1:0] [11:0] [10:0]
1 A5(S) VSS A3L(T) |A30(T) |A29(T) | A[4:3](CS) | A[28:17] | A[16:6]
2 A5(CL) |Vvss A3L(T) | A30(T) |A29(T) | A[4:3](CS) | A[28:17] | A[16:6]
3 AB(S) A5(L) VSS A3L(T) |A30(T) |A[4:3](CS) |A[29:18] |A[17:7]
4 AB(S) A5(CL) | Vss A3L(T) | A30(T) |A[4:3])(CS) | A[29:18] | A[17:7]
5 AB(CL) |As5(CL) |vss A3L(T) |A30(T) |A[4:3](CS) |A[29:18] |A[17:7]

The memory address bus signals, MCFA[6:0], correspond directly to the sequence in whict
the CPU address bus signals, CFA[6diE connected. In the cases whereGR& address
signals are connected directly to VSS, the memory address signals must be left as nc
connects (NC). Therefore, in configurations 1 and 2, MCFAS5 is an NC and in configurations
3,4, and 5, MCFA4 is an NC.
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The 82496 Cache Controller memory address bus is controlled by four inputs: MALE and
MBALE address latch enables, and MAOE# and MBAOE# address output enables. MALE
and MAOE# control the 82496 Cache Controller line address signals (S,T,L), and MBALE
and MBAOE# control the subline address signal (CL,CS). Table 4-4 describes which
memory bus address signals are controlled by each of the above address control signals.
Figure 4-5 shows the line and subline address latches.

Table 4-4. Memory Bus Address Control

(Line Address) (Subline Address) (NC)

Config | Cache (S,T,L) (CL,CS) Unused
# Size MALE and MAOE# MBALE and MBAOE# pins
1 256KB | MCFA4-MCFA2, MTAG11-MTAGO, MSET10- MCFA1, MCFAOQ MCFA5

MSETO, MCFA6

2 256KB | MCFA4-MCFA2, MTAG11-MTAGO, MSET10- MCFA6, MCFA1, MCFAO | MCFA5
MSETO

3 512KB | MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA1, MCFAO MCFA4
MSETO, MCFAG6, MCFA5

4 512KB | MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA5, MCFA1, MCFAO | MCFA4
MSETO, MCFA6

5 512KB | MCFA3, MCFA2, MTAG11-MTAGO, MSET10- MCFA6, MCFA5, MCFAL, | MCFA4

MSETO MCFAO
TAG SET LINE SUBLINE
M, TAGILLO] | (9), SET[O0] | U ((CRI ({5
MALE ——> SUBLINE «<—— wmBALE
LINE ADDRESS LATCH ADDRESS
LATCH
MAOE# ———> «<—— MBAOEH#
140R15 110R12 0OR1 or2 2
MCFAMTAG MCFAMSET MCFA MCFA  MCFA

NOTE: ADDRESS SIGNAL CONNECTIONS ARE CONFIGURATION DEPENDENT

CDB13

Figure 4-5. Address Latching
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4.2.8. 82491 Cache SRAM Bus Configuration

The 82491 Cach8RAM needs to be configured to drive either 4 or 8 MDATA lines. The
82491 Cache SRAM configuration also determines whether the &AM performs 4 or 8
memory transfers per linefill. The 82491 CacBRAM is configured through the
MX4/MX8# and the MTR4/MTR8# configuration inputs. For a given line ratio (memory bus
line size / CPU line size), these configuration inputs should be sampled as shown in Tabl
4-5.

Table 4-5. MX/MTR Configurations

MX4 / MTR4 / Memory Mem/CPU # Memory # Cache
Config | Cache | Line MX8# MTRS8# Bus Bus I/O Bus SRAM
# Size Ratio | @RESET @RESET Width Pins Transactions Devices
1 256KB 1 0 1 64 8/8 4 8
2 256KB 2 0 0 64 8/8 8 8
3 512KB 1 1 1 64 4/4 4 16
4 512KB 2 1 0 64 4/4 8 16
4 512KB 0 1 128 8/4 4 16
5 512KB 4 0 0 128 8/4 8 16

NOTE: When only 4 CPU or Memory Data bus pins are needed, the lower order 4 pins are used (i.e.,
CDATA[3:0] or MDATA[3:0]).

4.2.9. 82491 Cache SRAM Parity Configuration

A 82491 Cache SRANNhay be designated as a parity device by driving the MBPBR#]

pin low during reset. In parity configuration, CDATA[3:0] are used to store 4 parity bits, and
CDATA[7:4] are used as 4 bit enables. The four bit enables allow the writing of individual
parity bits.

Every mode and configuration of a non-parity 82491 Cache SR¥ay be used and selected
on the parity 82491 Cacl®RAM device.The 82491 Cach8RAM parity configurations are
as shown in Table 4-6.

Table 4-6. Parity Configurations

82491 Cache
Configuration Memory Bus Width SRAM 1/O Bits
Number Cache Size # of Parity Devices (Mem/CPU)
1,2 256K 64 2 4/4
34 512K 64 2 4/4
45 512K 128 2 8/4

4-9
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4.2.10. CPU to 82491 Cache SRAM Address Configurations

The 82491 Cach8RAM Address inputs (Aare connected to tHéPU address lines (CA)
according to the cache size (see Table 4-7).

Table 4-7. 82491 Cache SRAM Address Connections

Config | Cache 82491 Cache SRAM Address Pins
# Size | a15|A14 | A13 |A12 [A11 |A10 A9 |[A8 |A7 | A6 | A5 | A4 | A3 | A2 | AL | AO
1,2 256K CA |CA |CA |[CA |[CA |[CA|CA|CA |CA |CA|CA|CA |CA |CA |Vss|Vss

16 |15 (14 |13 |12 |11 |10 |9 8 7 6 5 4 3

3,45 512K CA |CA |CA |CA|CA |CA|CA|CA|CA|CA|CA|CA|CA |CA|CA |Vss
17 |16 (15 |14 |13 |12 |11 (10 |9 8 7 6 5 4 3

4.2.11. Bus Driver Buffer Selection

The 82496 Cache Controller memory bus address signals, MCFA[6:0], MSET[10:0],
MTAGJ[11:0], and MAPcan be configured for one of two buffers. The buffer selection
depends upon the load on these signals and should be based on simulation results of these
signals driving that load. The 82496 Cache Controller configuration input, MALDRYV, is
used to select the buffer. Refer to Table 7-26 for the buffer selection specifications, and the
appropriate value of MALDRV.

Each 82491 Cach&RAM data signal, MDATA[7:0] can be configured for one of two
buffers. The buffer selection depends upon the load on these signals and should be based on
simulation results of these signals driving that load. The 82491 CzRRAM configuration

input, MDLDRYV, is used to select the buffer. Refer to Table 7-26 for the buffer selection
specifications, and the appropriate value of MDLDRV.

CLDRYV selects the driving strength of the 82496 Cache Controller buffers that interface to
the 82491 Cache SRAM.

4.3. CACHE MODES

Cache mode options are sampled at reset and cannot be dynamically changed. When cache
mode configuration settings share a pin with another signal (e.g., SYNC# and MDLDRYV),
the configuration option must meet a designated setup and hold time relative to the last CLK
edge in which RESET is sampled active. While the setup time differs (betwe82466

Cache Controller and 82491 Cache SRAM devices) dach configuration input, all
configuration options must be held until the CLK prior to RESET being sampled LOW.
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4.3.1. Memory Bus Modes

The Pentium processor and 82496 Cache Controller/82491 CaRAM operates at
maximum clock frequency. Because it is difficult to design a memory system at the same
high frequency, the 82496 Cache Controller/82491 C&wM provides two memory bus
communication modes. These modes allow the memory bus to run at the frequency th
designer chooses.

The two modes, Clocked Memory Bus Mode and Strobed Memory Bus Mode, affect
communication and handshaking of the CPU-Cache Chip Set data path and data contr
signals. The cycle control signals are synchronous with the CPU/cache core clock frequenc
(CLK). The CPU and memory address path sigaaés synchronous to CLK during normal
read, write, and replacement writeback cycles. Address control signals are asynchronou:
Snoop address control signals, depending upon the snoop mode, may be asynchronous
synchronous to SNPCLK during snoop operations.

4.3.1.1. CLOCKED MODE

In clocked memory bus mode, the Memory Bus Controller (MBC) provides the 82491 Cache
SRAM with a memory clock (MCLK) input which drives and provides sampling tioresl!
data path signals. The system designer can select from one of three MCLK frequencies:

MCLK = CLK This selection provides a synchronous memory bus. Becadusignals
are driven at venHIGH frequencies, memory bus logic is fast and
complex. However, this selection eliminates the need for a
synchronization interface between memory bus and cycle control
signals.

MCLK*N = CLK This selection provides a divided synchronous memory bus. The
memory bus operates at a reduced speed, thereby simplifying design,
while only minimal synchronization is needed to interface memory bus
and cycle control signals.

MCLK < CLK This selection provides an asynchronous memory bus. MCLK may be
any frequency that optimizes the memory bus. Synchronization is
required to interface memory bus and cycle control signals.

4.3.1.2. STROBED MODE

In strobed memory bus moda] signals are related to other signals. Clocks are not used to
control the data path. For example, data may be strobed into the 82491SRadieaccord-

ing to the rising and falling edges of MISTB. Because operation is based on handshaking
strobed mode eliminates the need for clocks and clock skews. Strobed mode does requil
synchronization in interfacing memory bus and cycle control signals.
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4.3.1.3. CONFIGURATION OF MEMORY BUS MODE

To put the 82491 Cach8RAM into the Clocked Memory Bus Mode, the memory bus
controller (MBC) supplies a clock input to the MCLK pin, which the 82491 C&®aM
detects at reset. If MCLK is driven HIGH or LOW (MSTBM) at resbg 82491 Cache
SRAM enters Strobed Memory Bus Mode.

4.3.2. Snoop Modes

The 82496 Cache Controller can be configured to one of three different snoop modes. The
snoop mode determines how the MBC initiates a snoop to the cache. Regardlessiobphe
initiation mode, the 82496 Cache Controller responds to snoops synchronous to CLK.

Snooping may be initiated in Synchronous, Clocked or Strobed Snoop Modes. The snoop
mode is not related to the memory bus mode selected for the 82491 SRAN (data
path).

MBC snooping begins when the snoop strobe (SNPSTB#) signal is asserted. Subsequently,
the 82496 Cache Controller samples other snoop information (e.g., the snoop address) and
begins a snoop cycle. The snooping mode determines how the 82496 Cache Controller
samples SNPSTB# and other snoop information.

In Synchronous Snoop Mode, SNPSTB# and other snoop indiG®rsampled with the
rising edge of CLK. As a result, the 82496 Cache Controller can begin a snoop without
synchronization and provide quick responses.

In Clocked (Asynchronous) Snoop Mode, SNPSTB# and other snoop indiaegcsampled

with the rising edge of snoop clock (SNPCLK), which the MBC can provide at any desired
frequency (less than or the same as CPU CLK). The 82496 Cache Controller synchronizes
snoop information internally before the snoop begins.

In Strobed Snoop Mode, all snoop information is sampled with the falling edge of SNPSTB#.
The 82496 Cache Controller synchronizes snoop information internally before the snoop
begins.

4.3.2.1. CONFIGURATION OF SNOOP MODE

The snoop mode is determined at reset using the SNFSNRMD] pin. If this pin is tied

LOW, Synchronous Snooping Mode is selected. If tied HIGH, Strobed Snooping Mode is
selected. To select Clocked Snooping Mode, the snoop clock source must be connected to the
SNPCLK pin. The 82496 Cache Controller will automatically detect the clock and enter
Clocked Snooping Mode.
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4.3.3. Strong/Weak Write Ordering

4.3.3.1. DESCRIPTION

A system which maintains strong write ordering preserves the sequential ordering of memon
write accesses as they are performed. In processors or systems which contain write buffe
and utilize caching, the order of memory accesses can sometimes fall out of program orde
When the 82496 Cache Controller is configured to be strongly write ordered, it prevents the
chip set from writing data to the bus in any order other than that in which it was received
from the CPU.

A weakly write ordered system can provide greater system design flexibility and slightly
higher performance. When the 82496 Cache Controller is configured to be weakly write
ordered, it will always drive the EWBE# signal active to the CPU. This allows the Pentium
processor to continue issuing writes to 'E' or 'M' in the CPU data cache.

Strongly ordered systems require that instruction execution order be limited to program
order. Increasing the system performance can, therefore, be difficult. A benefit in strongly
ordered systems is that software compatibility is guaranteed. Weakly ordered systems, on tt
other hand, completely remove the restrictions on the order of memory accesses; therefor
there may be software compatibility consequences. When choosing an 82496 Cach
Controller memory write ordering mode, system software compatibility must be maintained.

In systems with multiple CPU-Cache Chip Set subsystems, write ordering may be violatec
(i.e., theCPU can receive stale data) when the 82496 Cache Controller has been configure
as strongly write ordered. Refer to section 5.1.10 for a description and the memory bus
controller rules which will allow the 82496 Cache Controller to operate in strong write
ordered mode without coherency problems.

4.3.3.2. CONFIGURATION

If the 82496 Cache Controller WWOR# pin is sampled LOW during RESET, the 82496
Cache Controller operates with weak write-ordering. If the WWOR# pin is sarAjptd
during RESET, the 82496 Cache Controller operates with strong write-ordering.
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CHAPTER 5
HARDWARE INTERFACE

5.1. MEMORY BUS CONTROLLER CONSIDERATIONS

This section explains the functions of a memory bus controller (MBC) for the Pentium
processor cache chip set. The MBC provides the 82496 Cache Controller/82491 Cach
SRAM's interface to the system memory bus and to any other bus masters. The MBC serve
four primary functions: cycle control, snooping, data control and synchronization.

The 82496 Cache Controller begins each memory bus cycle by signaling the MBC, which
then arbitrates, acquires the bus, and begins the cycle. Once a cycle is in progress on the b
the MBC determines if any other cache in the system contains modified data of the line ir
progress by signaling these caches to snoop. If another cache signals that it contains modifie
data, the MBC permits that cache to write out the modified data before it completes the
cycle. Once transfers have been completed, the MBC ends the cycle.

When an 82496 Cache Controller/82491 Cache SRAM isth®t bus master, the MBC
handles snoops from other 82496 Cache Controller/82491 Cache SRAMs or bus masters.
such a snoop is hit to a modified line, the MBC writes the modified data to memory.

The MBC controls data transfers using the BRDY# signal to the CPU for I1/O and memory
read cycles. The MBC also decodas memorybus cycles, determines their length and
cacheability, and controls them appropriately. Because the CPU core may be running at
different speed than the memory bus, the MBC provides proper handshaking anc
synchronization. Figure 5-1 shows an MBC block diagram.
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Figure 5-1. MBC Block Diagram

5.1.1. Cycle Control

The 82496 Cache Controller/82491 Ca&i®AM can handle unlocked read and write hits to
the [E] and [M] states and unlocked read hits to [S] state independently of the MBC and the
system. All other cycles require access to memory bus, arbitrated by the MBC.

Cycles on the memory bus are requested by the 82496 Cache Controller to the MBC with
address and data strobe outputs. The memory bus controller responds to the request with
cycle progress signals and cycle attributes (sampled by the 82496 Cache Controller with
select progress signals). Figure 5-2 shows the signals used by the 82496 Cache Controller to
request memory bus cycles, and the signals expected from the MBC in order for a cycle to
complete normally.
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CADS#, SNPADS# BGT#
CDTS# KWEND#(ATTRIB: MKEN#, MRO#)
SWEND# (ATTRIB: MWB/WT#, DRCTM#)
CYCLE REQUEST CNA#
CRDY#

< CYCLE PROGRESS

CDB48

Figure 5-2. Memory Bus Cycle Progress and Attribute Signals
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CPU-CACHE SUBSYSTEM INPUT SIGNALS

CDB32

Figure 5-3. Cycle Progress Signals and Responses

Figure 5-3 shows the 82496 Cache Controller signals, and their order (left to right), which
affect the progress of a memory bus cycle. The 82496 Cache Controller begins memory bu
cycles by asserting the Cache Address Strobe (CADS#) signal, which is generated along wit
cycle and address control information. CADS# remains active for one CLK to indicate that
the 82496 Cache Controller/82491 Ca&iRAM is requesting a memonycle and that the
cycle and address control information is valid on the bus.

At this point, the bus may be controlled by another bus master which could activate a snoo
to the 82496 Cache Controller. If a snoop hits a modified location (before BGT# of that
cycle), the 82496 Cache Controller aborts the request and generates a snoop writeback cyc
which writes back the modified data. Following the snoop writeback, the 82496 Cache
Controller usually re-submits the previously aborted memory cycle request. An exception is
when a snoop hit occurs to the writeback buffer when the buffer is waiting for the bus.
Because the contents of the writeback buffer are written out in response to the snoop hit, tt
writeback cycle is not re-issued.

With, or some time afteCADS# is asserted, the 82496 Cache Controller asserts the Cache
Data Strobe signal (CDTS#), which indicates to the MBC that the 82491 Cache SRAM's date
path is ready. For read cycles, CDTS# indicates that the CPU bus is free and that the MB
may generate BRDY# in the next CLK to begin data transfer to the CPU. For write cycles,
CDTS# indicates that data is available on the memory bus and MBRDY# can be issued in th
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next CLK. CADS# and CDTS# provide independent address and data information, which are
especially useful in pipe-lining.

When MBC wins memory bus control, it asserts the Bus Guaranteed Transfer Signal (BGT#)
to the 82496 Cache Controller to indicate that the cycle will not be aborted. By quickly
returning BGT#, the MBC can begin pipe-lining using the Cache Next Address signal
(CNA#)

At this point, the MBC is driving the bus and provides the address and cycle information
needed to begin the cycle. Once the memory system has decoded the address to determine
cacheability and read-only status, it signals the MBC to assert the Cacheability Window End
signal (KWEND#). On the CLK during which KWEND# is asserted, the 82496 Cache
Controller samples the Memory Cache Enable (MKEN#) and Memory Read(MIRQ#)
parameters. Quick resolution of KWEND# determines whether the cycle is cacheable and
allows the 82496 Cache Controller to initiate replacements or allocations, when needed.

Because the MBC drives the bus with the address, other system caches must snoop to check
for modified copies of the data, invalidate their copies of the current data, or mark exclusive
(unmodified) data shared if another cache will be using it. If any of them contains a modified
line, it must flag the MBC that owns the bus to prevent stale data from being used. If all
other caches contain unmodified or invalid data, they flag the MBC to initiate appropriate
MESI state changes.

The period beginning with CADS# assertion and ending wdlerncaches have provided
snoop responses is called the snoop window. At the end of this period, the MBC asserts the
Snoop Window End signal (SWEND#). It indicates to the 82496 Cache Controller that
snooping is complete and that MWB/WT# and DRCTM# are valid. At this point, the 82496
Cache Controller can determine which tag state transitions will be caused by the cycle and
service snoop requests from other bus masters.

SWEND# indicates to the MBC that data transfers may begin. The MBC may begin transfers
early, anticipating that no other cache has modified data. If another cache does need to
writeback modified data, the MBC must re-start the transfers. Wdllentransfers are
completed, the MBC asserts CRDY# and MEOC# to end the cycle and allow the 82496
Cache Controller/82491 Cache SRAM to free their internal resources for the next cycle.

Once BGT# is asserted, the 82496 Cache Controller allows pipe-lining requests, which are
initiated using CNA#. If a memory cycle is pending, the 82496 Cache Controller generates a
new CADS#, along with new address and control information.

The 82496 Cache Controller allows full internal address latch control, which is especially
useful during pipe-lining. The MALE and MBALE signals are latch enable inputs, and
MAOE# and MBAOE# are output enable control signals. These signals are asynchronous and
are used to control the last stage of the 82496 Cache Controller memory bus address.

5.1.1.1. IDENTIFYING AND EXECUTING CYCLES

This section describes how the MBC identifies the various 82496 Cache Controller/82491
Cache SRAM cycles and discusses the number of transfers needed to service each cycle.
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The MBC identifies cycles by sampling the CADS#, CM/IO#, CW/R#, CDNDBACHE#

and SNPADS# outputsThe MBC determines the number of CPU bus and memory bus
transfers required to execute each cycle by decoding the above signals and by determinir
the values of the following 82496 Cache Controller signals: MKEN# (82496 Cache
Controller input), MRO# (82496 Cache Controller input), RDYSRC (82496 Cache Controller
output), CCACHE# (82496 Cache Controller output), CD/C# (82496 Cache Controller
output). If a cycle is CPU cacheable, the CPU requires four transfers (CPU is executing
linefill). If a cycle is 82496 Cache Controller/82491 Ca@RAM cacheablethe 82496
Cache Controller/82491 Cache SRAM requires four or eight transfaes. 82496 Cache
Controller/82491 Cache SRAM configuration determines whetther 82496 Cache
Controller/82491 Cache SRAM requires four or eight transfers.

The 82496 Cache Controller/82491 Ca8RAM services read and writat cycles to the

[E] or [M] states and reads to the [S] state without MBC control. The MBC must be
employed to identify and control all other 82496 Cache Controller cycles. Fdblests all
82496 Cache Controller cycles that require MBC control.
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Table 5-1. Cycle Identification and Length

intgl.

C|IC|C|R|{M|M|M
W |D/|C |D|C |K|R
/'|C|A|Y |A|E|O Number of
R|#|C|S |C|N | #| Numberof CPU
# HIR|H|# Memory Bus Bus
E|C|E
*
Cycle Type # # MBRDY#s BRDY#S
Pentium® processor Cache Chip Set Cacheable | 0| 1| 0| 1| 0| 0| 1 | 82496 Cache | 4 (processor
Read Controller Line)
Line
Pentium processor cache chip set Cacheable 0[0|0|1|0]|O0]| x|82496 Cache| 4 (processor
Read Controller Line)
Line
82496 Cache Controller/82491 Cache SRAM (not| O | x | 1 | 1| O | O | x | 82496 Cache 1
Pentium processor) Cacheable Read Controller
Line
82496 Cache Controller/82491 Cache SRAM (not| O | 1 | 0| 1| O | O | O | 82496 Cache 1
Pentium processor) Cacheable Read Controller
Line
Non-Cacheable Read (PCD=1 or Locked) Of x| x| 1|1|x]|x X 1
Non-Cacheable Read (PCD=0) O x| x| 1]x]|1]|x X 1
82496 Cache Controller/82491 Cache SRAM 0| x| x| 00| x| x |82496 Cache 0
Allocation (linefill) Controller
Line
Pentium Processor Memory Write or Locked 1| x[1]0|1]|x|Xx 1 0
Write
Replacement or Snoop Writeback 1 x| x| 0| 0| x| x| 82496 Cache 0
Controller
Line
1/0 (CM/10#=0) or Special Cycle X[ x| x| 1|1|x]|x X 1

NOTE: An 82496 Cache Controller line is either 4 or 8 memory bus burst transfers. The number of transfers is
related to the configuration and depends upon the MTR4/8# input.

*This column represents the number of data transfers which the 82491 Cache SRAM will be expecting. In
clocked memory bus mode, the 82491 Cache SRAM uses MBRDY# to transfer data to/from its buffers. In
strobed memory bus mode, any transition on MISTB/MOSTB will cause the 82491 Cache SRAM to
latch/output data. In either mode, MEOC# may replace the last MBRDY#, MISTB, or MOSTB. An "x"
represents either 0 or 1 transfers. The 82491 Cache SRAM will ignore an extra MBRDY#, MISTB, or MOSTB,

if asserted.

The text that follows describes 82496 Cache Controller cycles that both require and do not

require MBC identification and control.
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51.1.1.1. Read Hit

Read hit cycles are reads to the [M], [E] or [S] cache states. The 82496 Cache
Controller/82491 Cache SRAM returns informatiorttie CPU without wait-states or in one
wait-state, and transparently to the MBC.

During read hit cycles, the 82496 Cache Controller/82491 C8&t®M returns either a
complete line or a portion of a line to the CPU. If a line is marked read-only and data, the
82496 Cache Controller automatically de-asserts KEN# to the CPU so that the information i
not cached in the Pentium processor data cache. If a line is code (including read-only) or i
non-read-only data, the 82496 Cache Controller will hold KEN# asserted to the CPU to cacht
the information in the Pentium processor code or data cache.

5.1.1.1.2. Cacheable Read Miss

Read miss cycles cause the 82496 Cache Controller to assert CADS# and request the nee
code/data from the memory bus. If the information is cacheable in the 82496 Cache
Controller/82491 Cache SRAM, the 82496 Cache Controller asserts the MCACHE# pin to
the MBC. During the cycle, the MBC returns MKEN# active to render the line cacheable.

Because the needed information is cacheable to the CPU and the 82496 Cach
Controller/82491 Cache SRAM, both require a complete cache line of information. The CPU
receives four transfers while the 82496 Cache Controller/82491 Gkl cache receives

four or eight, depending on the configuration.

The exception to this rule is a data line-fill in which MRO# is asserted before the first
transfer or when CCACHE# and CPCD are inactive. When MRO# is asserted with
KWEND#, the 82496 Cache Controller/82491 Ca&iAM cacheghe entire line (four or
eight transfers, depending on the selected configuration). The Pentium processor will, in turn
cache read only information if D/C# is low (code), but not if D/C# is high (data). If
CCACHE# and CPCD are both inactive, then the line is cacheable by the 82496 Cach
Controller/82491 Cache SRAM and not the Pentium processor. In this case, the 82496
Cache Controller/82491 Cache SRAM receives four or eight transferghand”entium
processor only requires one.

Once the 82496 Cache Controller has snooped the other caches for a possible modified lin
the MBC asserts SWEND# to put the line in an appropriate MESI state. If the snoop result:
in a hit to a modified line and the line in the other cache is not invalidatedSHLEINV not
asserted), MWB/WT# is driven low to place the line in the shared state. If the line originated
from another cache without memory being updated, DRCTM# causes a transition to &
modified state.

If both cache WAYS are occupied, the 82496 Cache Controller must initiate a replacemen
cycle (described later in this section).

Because an 82496 Cache Controller line can be longer ti@RUa cachdine, there are
circumstances where a read miss will be to a line that is currently being filled. If this is the
case, the 82496 Cache Controller treats this like a read hit, but supplies data after CRDY# fc
the line fill. Data is supplied from the 82491 Cache SRAM array.
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5.1.1.1.3. Non-Cacheable Read Miss

A non-cacheable read miss is created in several circumstances. If MCACHE# is inactive with
CADSH#, the line is non-cacheable, regardless of MKEN#. Also the line will not be cacheable
if MKEN# is returned inactive, CPCD is active, or the cycle is Locked (KLOCK# active).

If the cycle is non-cacheable, the 82496 Cache Controller will not cache the information.
Still, the 82496 Cache Controller/82491 CachRAM must returndata to the Pentium
processor. The number of transfers expected by the CPU is always one for non-cacheable
cycles.

5.1.1.1.4. Write Hit [E], [M]

Write hits to the [E] and [M] states are executed within the 82496 Cache Controller/82491
Cache SRAM and transparently toee MBC. The 82491 Cache SRAM's data array is also
updated. If the line was in the [E] state, it is upgraded to the [M] state. [M] data remains in
the [M] state.

5.1.1.1.5. Write Hit [S]

Write hits to the [S] state are writethrough cycles. The 82491 CaRé updates its cache
information and posts the write on the memory bus. CADS# is asserted for the write cycle.
The data is written to memory, and all other caches are snooped to invalidate copies of the
altered line.

If the line is not marked read-only and PWT is not active, it may be upgraded to [E] or [M]
states (other caches would have to invalidate that line, if present).

5.1.1.1.6. Write Miss: No Allocation, Allocation

Write misses are writes to the [I] states and are executed similarly to write hits to the [S]
state. As long as the write is a miss and PCD, PWT and LOCK# are inactive, PALLC# is
asserted by the 82496 Cache Controller to indicate to the MBC that the line might be
allocated.

If PALLC# is asserted, the MBC may perform an allocation. The MBC indicates this
selection to the 82496 Cache Controller by asserting MKEN# during the write cycle. If
MKEN# is not asserted, the allocation is not carried out.

If allocation is selected, the 82496 Cache Controller drives a new CADS# for the allocation
cycle using the same address used for the write. This cycle progresses like a cacheable read
miss except that the CPU receives no data (KWEND# is also ignored). RDYSRC is inactive,
telling the MBC not to generate BRDY#s. The write cycle and allocation cycle need not be
contiguous (except during Read For Ownership), and snooping is permitted between the two.

The 82491 Cach&RAM offers a Read For Ownership option which fredhesdata from

the write cycle in the 82491 Cache SRAM's memory buffer to allow the allocation to fill

locations surrounding the just written portion. Carried out using MFRZ#, this operation
permits write allocation without actually executing a write to memory. Snoops are forbidden
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between the BGT# of the write cycle until the BGT# of the Allocation, or the snoop results
may provide stale data. Refer to Section 5.1.1.11 for more information.

5.1.1.1.7. Replacement

During an 82496 Cache Controller/82491 Cache SRAM line fill, a line is placed in the 82496
Cache Controller/82491 Cache SRAM's. If both cache ways are full, one way must be
discarded to make room for the new line. If the line to be discarded is in the modified state, it
must be written back to memory and this writeback is called a replacement writeback cycle.

The 82496 Cache Controller generates CADS# for the replacement writeback cycle
immediately after the line fill completes with CRDY# assertion or after CNA#. The line fill

and replacement cycle need not be contiguous, and snooping is allowed between thel
because the replacement information contained in the writeback buffer may still be snooped.

When MCACHE# is active during a memory write cycle, it is a replacement writeback. The
write will accept a cache line of four or eight transfers depending on the 82496 Cache
Controller/82491 Cache SRAM configuration.

Because a modified line is being expelled, the 82496 Cache Controller performs an inquire
and back-invalidation to the Pentium processor to maintain inclusion.

5.1.1.1.8. Snoop Writeback

A snoop writeback cycle is generated when a snoop hits a modified 82496 Cache
Controller/82491 Cache SRAMine. The 82496 Cache Controller responds with the
MHITM# signal asserted and then drives tBBIPADS# signal. SNPADS# is provided
because the MBC must receive indication that a snoop writeback must be servicec
immediately, because some other device is waiting for the data.

The 82496 Cache Controller places the snoop information in the snoop buffer and then drive
CDTS#. While the information is being placed in the buffer, the 82496 Cache Controller
performs inquires and back-invalidations to the Pentium processor cache to maintair
inclusion. The 82496 Cache Controller will not drive CDTS# active alitiinquire cycles

have completed on the CPU bus.

The MBC handles this cycle like a replacement writeback cycle, providing four or eight
transfers to the 82491 Cache SRAM and no transfers to the CPU.

Snoop writeback cycles are not pipe-lined into a preceding memory bus cycle, and nc
memory bus cycle is pipe-lined into a preceding snoop writeback cycle.

5.1.1.1.9. Locked

Locked cycles are composed of "read-modify-write" cycles. The 82496 Cache Controller
asserts the KLOCK# signal to echo the CPU LOCK# output. Cycles to the locked address(es
must run contiguously on the memory bus. Snoops to any address other than the locke
address(es) are allowed to interrupt the RMW sequence. The Pentium processo
automatically inserts one idle CLK between back to back Locked sequences. Therefore
KLOCK# is guaranteed to go inactive for at least one CLK.
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The 82496 Cache Controller/82491 Ca&#RAM will post Locked reads and writes to the
memory bus even when the read or write is a hit. If the Locked read is a hit to a modified
line, the 82496 Cache Controller/82491 Ca@RAM cache will ignore the data that it
receives from the memory bus and supply the data to the CPU from the 82491SRadte

array (in accordance with the BRDY#s supplied by the MBC). Locked vaitegosted like

any other write. Locked cycles, both reads and writes, never change the 82496 Cache
Controller tag state.

The 82496 Cache Controller/82491 Ca@&RAM will post locked reads and writes to the
memory bus even when the read or write is a hit. If the locked read is a hit to modified data,
the 82496 Cache Controller/82491 Cache SRAM cache returns data to the CPU, and memory
data is ignored.

Locked cycles are non-cacheable by U and by the 82496 Cache Controller/82491
Cache SRAM. For this reason they are treated just like non-cacheable read misses and write
misses.

The CSCYC output is only active during locked sequences in which the access is split over
two addresses (LOCK# and SCYC active).

5.1.1.1.10. Cache-To-Cache Transfer

A cache-to-cache transfer may be done when the 82496 Cache Controller/82491 Cache
SRAM must perform a line fill or allocation by transferring data directly from another cache.
The 82496 Cache Controller/82491 Ca&8iRAM assumethat this data is being updated in

main memory as well. Otherwise, the data must be marked as modified and the cache
supplying the data must invalidate its copy.

If the data is shared with main memory, the caches mark their copies of the data as shared.
For the supplying cache, this designation is done automatically when the cache is snooped by
another cache. For the receiving cache, the designation is accomplished by asserting
MWB/WT#.

5.1.1.1.11. Read For Ownership

Read For Ownership is when an 82496 Cache Controller/82491 Cache SRAM allocation
causes the cache line to go directly to [M] state. This occurs when a memory write miss cycle
is frozen in the memory cycle buffer and an allocation cycle is issued.

In some systems it is preferable to eliminate main memory accesses whenever possible to
circumvent slow memory. Here, the allocation is carried out from another cache using cache-

to-cache transfer. This transfer avoids writing and reading main memory, and puts the

allocated line into the [M] state using the DRCTM# input.

Data for the allocation can also come from main memory. This would be the case if the data
was not found in another cache, and the MBC wanted to skip the [E] state by asserting
DRCTM#.

Read for ownership uses MFRZ# faf write misses so that the write cycle does not access
main memory. The MBC must complete this 'dummy' write cycle on the memory bus by
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providing the cycle progress signals (i.e., KWEND#, SWEND#, @RO®Y#) to the 82496
Cache Controller. The subsequent allocation cycle is brought from memory, or from anothel
cache. Since write data is not updated in main memory, the line must be marked in the
modified state and all other caches must invalidate that line. If the line originates from
another cache, that cache must invalidate its copy. In this way the other cache transfer
ownership.

5.1.1.1.12. I/O Cycles

All 1/O cycles are transferred to the memory bus and are of length 1 (only 1
MBRDY#/BRDY# are required). The MBC must supply BRDY# to €U once the I/O
cycle is complete.

I/O cycles can be pipe-lined into and out of other I/O and memory bus cycles.

5.1.1.1.13. Special Cycles

Special cycles are treated exactly like 1/0 cycles. They are not posted, and the MBC mus
provide BRDY# to the CPU.

5.1.1.1.14. FLUSH and SYNC Cycles

To the MBC, cycles initiated by the FLUSH# and SYNC# signals resemble replacement
writeback cycles and should be handled as such. There is no need to prevent snooping
arbitration between these cycles.

82496 Cache Controller FLUSH# invalidates the entire 82496 Cache Controller and Pentiurr
processor tag arrays. Two clocks are required to lookup a tag entry if the result is a miss. Th
82496 Cache Controller also invalidates tags in the CPU cache by executing inquire an
back-invalidation cycles to the Pentium processor. There are two reasons for potentially
wanting to assert the CPU FLUSH# in addition to the 82496 Cache Controller FLUSH#. One,
if the MBC wants to see the Pentium processor flush acknowledge special cycle, and two, t
assure that no Pentium processor cache hits are occurringrlod&H# has been asserted to

the 82496 Cache Controller. This is because the 82496 Cache Controller flush operation doe
not inhibit Pentium processor cache hit operations. For optimum performance, issue FLUSHj
to only the 82496 Cache Controller.

SYNC# will cause both the 82496 Cache Controller/82491 C&RAM and Pentium
processor caches to writebaak modified lines. The 82496 Cache Controller causes the
CPU cache to writebackll modified data by initiating inquire cycles to the Pentium
processor when the 82496 Cache Controller/82491 C&RAM cache line state is
modified.

When the MBC decodes a Pentium processor Flush (due tdNWiB or WBINVD
instructions) or Writeback (due to the WBINVD instruction) special cycle, it must provide
FLUSH# to the 82496 Cache Controller. The 82496 Cache Controller/82491 SRéthé

treats Flush and Writeback special cycles like I/O cycles. They are not posted, and the MBC
must provide BRDY#. The WBINVD instruction causes the Pentium processor to issue the
Flush special cycle followed by the Writeback special cycle.
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To insure that the processor will not generate an additional bus cycle (code prefetch or page
table read) following théNVD or WBINVD instructions,the MBC must delay BRDY# to

the 82496 Cache Controller/82491 Ca&iAM for the Flush and Writeback special cycles

until it recognizes CAHOLD asserted. Having the MB@Git to complete th&€PU special

cycles until the flush operation has been internally recognized by the 82496 Cache Controller
insures that no additional CPU or 82496 Cache Controller cpckegenerated. The 82496
Cache Controller flush operation is complete when FSIOUT# becomes inactive. Note that the
Pentium processor will not pipeline any cycle into a Flush or Writeback special cycle.

5.1.2. Snooping

System caches must snoop on most memory bus cycles for modified lines (data) to prevent
stale data from being returned or updated to memory. Snooping also enables the cache bus
master to implement the MESI protocol properly. If the master cache is performing a line fill,
for example, and another cache has a copy of the unmodified line, then the line being filled
should be placed in the Shared [S] state. If the master cache is performing a write cycle, that
line, if present in any other cache, must be invalidated.

Snooping may be done in two ways. First, the MBC that is driving the cycle can cause all
other caches to snoop. Second, each MBC can generate an independent cache snoop for its
local cache as it detects memory cycle. In either case, the MBC must initiate a snoop request
to the 82496 Cache Controller and transfer the 82496 Cache Controllers response to the
system.

An MBC may initiate 82496 Cache Controller snoops using one of three snoop initiation
modes: strobed, clocked, and synchronous. Refer to the Initialization and Configuration
chapter for 82496 Cache Controller snoop mode configuration details. At the beginning of
each snoop, the 82496 Cache Controller samples for the snoop address, SBIPFNCA,
MBAOE#, MAOE#, and MAP.

If MAOE# is active, the 82496 Cache Controller is driving the bus, and cannot perform a
snoop. In this scenario, all other caches in the system perform snoops.

MBAOE# indicates whether the 82496 Cache Controller needs to perform a snoop writeback
starting at the provided sub-line address or at sub-line address 0. If MBAOE# is active during
snoop initiation, the writeback begins with sub-line address 0.

MAP is driven by the MBC during snoop cycles and indicates the address parity of the 82496
Cache Controller line address bitdAP must be driven tindicate even parity of the snoop
address.

5.1.2.1. CHOOSING A SNOOPING MODE

The CPU-Cache Core supports synchronous, clocked (asynchronous), and strobed snoops. All
shoops begin when the snoop strobe signal (SNPSTB#) is asserted and end when the 82496
Cache Controller responds, which is always synchronous to the CPU CLK.
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5.1.2.1.1. Synchronous Snooping Mode

Figure 5-4 shows the synchronous snooping mode. Synchronous snoop mode provides tt
fastest snooping possible. The snoop address, address parity, and snoop parameters
sampled during the rising edge of the CLK in which SNPSTB# is sampled active. If nothing
blocks the snoop, the 82496 Cache Controller can snoop on the next clock edge since there
no need to synchronize the snoop information.

CLK J‘\J‘\J‘\J‘\J‘\J‘\J‘\J‘\J‘L

SNPSTB# i i i | i i i i i

sneiy. I R A
SNPNCA NERS
MSET MTAG, \ \ \ ' \
MCFA,MAP X l A :
MBAOE# SEERNS

T e e

npeYC SNGOP

NPEYCE | | | i | | | |

MTHIT# ! ' ' ' N : :

| | | | | | | | |

MHITM# | | | | l\\ - -

SNPBSY# ; ; ; ; AN l | l l

| | | | | | | | |

CDB33
Figure 5-4. Synchronous Snoop Mode

5.1.2.1.2. Asynchronous Snooping Mode

Figure 5-5 shows the clocked asynchronous snooping mode. In clocked snooping mode, tf
snoop address, address parity, and snoop parameters are sampled with the rising edge
SNPCLK in which SNPSTB# is sampled active. (SNPCLK is an external clock supplied by
the MBC.) The 82496 Cache Controller must synchronize the snoop initiation event with its
internal CPU CLK, delaying snooping by two CPU CLK cycles.
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51.2.1.3.

In strobed snooping mode (Figure 5-6), no clocks are needed to initiate the snospodjne
address, address parity, and snoop parameters are sampled with the falling edge of
SNPSTB#, and the 82496 Cache Controller begins the snoop once it has synchronized this
information internally. Synchronization requires an additional two CPU CLK cycles.
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Strobed Snooping Mode
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Figure 5-6. Strobed Snoop Mode

Snoop modes are selected using3NPMD pin with respect to the falling edge of Reset. If
SNPMD is strapped low, synchronous mode is select&NFMD is HIGH, strobedhode is
selected. IfSNPMD isconnected to an external clock, clocked mode is selected, and the
external clock becomes the external snooping clock source.

51.2.2. SNOOP OPERATION

A snoop operation consists of two phases: 1) the initiation phase and 2) the response phas
See Figure 5-7. During the initiation phase, the MBC provides the 82496 Cache Controllel
with the snoop address information. During the response phase, the 82496 Cache Controlls
provides the snoop status information.
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INITIATION
RESPONSE
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Figure 5-7. 82496 Cache Controller Snooping Operations

To initiate a snoop, the MBC asserts SNPSTB#, which latches snoop information into the
82496 Cache Controller. The 82496 Cache Controller synchronizes this information, if
necessary, and generates the snoop cycle signal (SNPCYC#) to indicate that snooping is
taking place.SNPCYC# may be delayed by synchronization and/or snoop blocking.
SNPCYC# indicates tahe MBC that it may read the 82496 Cache Controller's snoop
responses on the next CLK.

If the 82496 Cache Controller/82491 Ca@iRAM needs to writeback a modifi¢ide or is
already performing a back-invalidation, the Snoop Busy sigB8AIPBSY#) is asserted.
SNPBSY# indicatethat the 82496 Cache Controller can accept another snoop request (once
SNPCYC# is asserted), but will not service that snoop until after SNPBSY# goes inactive.

Once SNPCYCH# is assertdthe 82496 Cache Controller's snoop latch can accept another
snoop request. As a result, snoops may be pipe-lined. Figures 5-8 and 5-9 show the fastest
synchronous and asynchronous snooping possible. Note that the MBC must not assert
SNPSTB# for a new snoop operation until it has sampled SNPCYC# active for the first snoop
operation (refer to section 5.1.2.4). Note that, during asynchronous snoopiSiNRIST B#

for the following snoop can only occuafter the falling edge of thesNPCYC# of the
previous snoop.

The 82496 Cache Controller responds after a snoop look up by driving the MHITM# and
MTHIT# signals after the clock in whicBNPCYC# is asserted. MHITM# is asserted for
snoop hits to an [M] state line. MTHIT# is asserted for snoop hits to [M],[E], and [S] state
lines. These signals indicate the state of the 82496 Cache Controller line just prior to the
snoop operation.

The MBC can predict the final state of the 82496 Cache Controller line by knowing the
initial state and the values of tIB&NPINV and SNPNCA signals durinthe snoop operation.
Figures 5-10 and 5-11 show the 82496 Cache Controller response to snoops without and with
invalidation, respectively.

MHITM#, MTHIT#, SNPCYC#, and SNPBSY# are all synchronous to CLK.
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Figure 5-8. Fastest Synchronous Snooping
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Figure 5-9. Fastest Asynchronous Snooping
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Figure 5-10. Snoops without Invalidation
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NOTE: For E.S. states SNPBSY# is activated because back-invalidation is needed and one is already in
progress.

Figure 5-11. Snoops with Invalidation

5.1.2.3. SNOOP BLOCKING

When the MBC asserts SNPSTB#, the 82496 Cache Controller synchronizes the information
as necessary, and snoops if the tagRAM is not blocked. Snoop cycles take priority in 82496
Cache Controller/82491 Cache SRAM, so if a snoop request is concurrent with a read request
from the CPU, the snoop request is serviced first. However, snoops may be blocked if the
82496 Cache Controller is in the middle of a cycle or servicing another snoop.

If the 82496 Cache Controller is in the middle of executing a cycle, the outcome of a snoop
request varies depending on when SNPSTB# is asserted.
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Figure 5-12. Snoop Response During Cycles

Figure 5-12 shows the regions into which a snoop cycle can be partitioned.

Region 1 is after one memory cycle ends (after CRDY#) and before a new cycle begins
(before CADS#). A snoop occurring in this region is looked up and serviced immediately.

Region 2 is after a memory cycle has started (CADS#) but before the cycle has beel
guaranteed to complete (the MBC asserts BGT#). A snoop in this region is looked up an
serviced immediately. If a memory cycle was aborted because the snoop hit a modified line
in some cases CADS# is re-issued after the snoop writeback completes.

Region 3 is after the memory cycle has been guaranteed to complete and before the sno
window (SWEND#) has completed. A snoop request occurring in this region is blocked until
SWEND# is asserted. After SWEND# is asserted, the look-up will occur 2 CLKs later, the
snoop response will be given 1 CLK later, but the writeback (if necessary) will not be
initiated until after CRDY#.

Region 4 is after SWEND# is asserted and before CRDY# is asserted. A snoop in this regio
is looked up immediately but the snoop writeback, if necessary, is delayed until CRDY# is
asserted. Here, a snoop writeback is treated as if it had occurred after GRD)Yshoop

hits to modified cache data schedule a writeback that will be executed in the next memon
bus cycle). Note that MTHIT# and MHITM# will be available 1 CLK after the look-up
(which is 2 CLKs after SWEND#).

The 82496 Cache Controller uses two interlock mechanisms to ensure that snoops are align
within the proper region. The first interlock ensures that once BGT# is asserted, snoops ar
blocked until after SWEND#. The second interlock ensures that once a snoop is initiated
BGT# cannot be asserted until after the snoop has been serviced.

Figure 5-13 shows that when the 82496 Cache Controller recognizes the BGT# signal, i
blocks all snoops until after SWEND#. If SNPCYC# has not been issued before BGT# is
asserted, the snoop is blocked.
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Figure 5-13. Snoop Response Blocking Using BGT#

Figure 5-14 shows a snoop occurring before BGT# is asserted. Once the 82496 Cache
Controller acknowledges a snoop, the 82496 Cache Controller may, depending on the result
of the snoop, ignore BGT# while the snoop is being serviced. The 82496 Cache Controller
always ignores BGT# when SNPCYC#aistive. If the snoop results in a hit to a modified
cache line (MHITM# active), the 82496 Cache Controller ignores BGT# as long as both
SNPBSY# and MHITM# remaiactive. If the snoop result is not a hit to a modified cache
line (MHITM# inactive), the 82496 Cache Controller may accept BGT# even while
SNPBSY# isactive. This contingency allows the memory bus controller to proceed with a
memory bus cycle by asserting BGT# while the 82496 Cache Controller is performing
inquires or back-invalidations.

SNPCYC# i i i i SNqOP i i i i i i
R I O N A Y 2 e
StPesYE ] I I I N I I I | |

| | | | X | BGT# IGjORED_ | [ X | |

CDB39

Figure 5-14. Snoop Executing before BGT# is Asserted

The two interlock mechanisms described above provide a flexible method of ensuring
overlapped snoop handling.
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NOTE

Even when snoops are delayed, address latching is performed through
activation of SNPSTB#. Note that the MBC must not assert SNPSTB# for a
new snoop operation until it has sampled SNPCYctive for the first
snoop operation (refer to section 5.1.2.4).

5.1.2.4. WHEN SNOOPING IS NOT ALLOWED

The previous section described the conditions under which snoops would be blocked by thi
82496 Cache Controller. There are some cases in which snoops are not blocked by the 824
Cache Controller, and yet the MBC must not allow snoops to occur. This section describe:
these cases.

The 82496 Cache Controller allows the memory bus controller to pipeline snoop operations
A second snoop request and snoop address can be supplied to the 82496 Cache Control
prior to the completion of the current snoop operation. Once SNPSTB# has been sample
active, a new SNPSTB# (for a pipe-lined snoop) will be ignored by the 82496 Cache
Controller until it has issued SNPCYC# fitve original snoop operation. Figure 5<tows

the window in which the MBC must not assert an additional SNPSTB# to the 82496 Cache
Controller. After SNPCYC# has been asserted, a new snoop address will be latched by th
82496 Cache Controller (with SNPSTB#).

NOTE

For each snoop mode, the MBC must not request a second snoop operation
between SNPSTB# and SNPCYC#. For strobed snoop mode, the second
faling edge of SNPSTB# must not be until after the falling edge of
SNPCYC#. For clocked snoop mode, the second SNPSTB# sampled by
SNPCLK must not be until after the falling edge of SNPCYC#. For
synchronous snoop mode, the second SNPSTB# sampled by CLK must not
be until the CLK following SNPCYC# active.

SNPSTB#

SNPCYC#

X NEW SNPSTB# NOT ALLOWED X

CDB4

Figure 5-15. New SNPSTB# Not Allowed

Locked cycles are used to guarantee an atomic Read-Modify-Write operation. The MBC
must not allow snoops between the BGT# of the first Read portion of the locked sequence
and the BGT# of the last Write portion. This is to ensure that the lock protocol is not
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violated. Section 5.1.2.5 describes the restriction which, if strictly met, will allow the system
to snoop during this portion of the locked sequence.

During read-for-ownership cycles, the MBC must not allow snoops between the BGT# of the
writethrough and the BGT# of the allocation. This is to ensure that the snoop data is not
stale. Between the BGT# of the writethrough and the BGT# of the allocation, the line is
invalid in the cache doing read-for-ownership (cache 1). Cache 2 (thefoawhehichdata

is being transferred) has onlypartially updated line. When the writeback is completed, the

64 bits of recently modified data in cache 1 is surrounded by the modified data from cache 2.
The resulting line is the most recently modified line. Note that the line in cache 2 is
invalidated before the cache-to-cache transfer. Also, once the transfer is complete, the line
exists in cache 1 in the modified state.

5.1.2.5. SNOOPING DURING LOCKED CYCLES

Locked cycles are used to guarantee atomic Read-Modify-Write operation. The system
assumes that a data item will not be accessed by another device until the read and write have
been completed. There is a situation using the 82496 Cache Controller/82491SRadV\ e

where this lock protocol may be violated unless certain restrictions are met.

A snoop writeback cycle takes priority ovall other cycles in the 82496 Cache Controller
cache controller. If the CPU is performing a Read-Modify-Wiite., locked) cycle and the

data is Modified in the 82496 Cache Controller/82491 Cache SRAM, the data could be
written back on a snoop between the Read and Write parts of the intended atomic cycle. This
violates the lock protocol and could cause unintended system operation.

To provide maximum performance in Pentium processor cache chip set systems, the 82496
Cache Controller allows snooping during locked cycles, however, the following condition
must be met: the address being snooped must not be in the same cache line as that of the
locked operation.

WARNING

Proper system operation cannot be guaranteed if this restriction is not
met!

In order to insure that the above condition is met, system designers must compa@the
address to the locked address. If those addresses are in the same cache line, the snoop must
be blocked by the MBC. If the snoop and locked addresses are not in the same cache line, the
MBC can allow the snoop to complete.

5.1.2.5.1. Snooping during Split Locked Cycles

If CSCYC is high with CADS#, the cycle is split. Split cycles have adjacent virtual
addresses, but the physical addresses seen on the address bus are not necessarily adjacent. |
is possible that the physical addresses might be split across a page boundary. Obviously, split
locked cycles add another level of complexity to determining if the locked and snoop
addresses are in the same cache line.
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The system designer can ensure that all locked data is aligned within a single cache line (i
this case CSCYC=0 and there will never be split cycles!). If system software is not under the
complete control of the system designer, this may not be an option.

Before allowing snoops to occur during split locked cycles, system hardware designers mus
be able to determine both of the physical addresses which the locked sequence will read ai
write. If both addresses are known, snoops may be allowed to any other address. Snoops «
not allowed to the second address of a split locked sequence during accesses to the fit
address and vice versa. BOTH addresses must be barred from snoops during the enti
sequence!

5.1.2.6. SNOOP WRITEBACK CYCLES

Snoop writeback cycles are generated by the 82496 Cache Controller in resposeedp a
from the MBC which hits a modified line in the 82496 Cache Controller/82491 Cache SRAM
(and possibly also in the Pentium processor data cache). Snoop writeback cycles ar
requested by the 82496 Cache Controller by activatidBNFADS# instead of CADS#. For
these cycles, the 82496 Cache Controller only samples the CRDY# MBC response. Th
82496 Cache Controller assumes that the memory bus controller owns the bus to perform tt
intervening writeback and that no other agents will snoop this cycle. This is called
"Restricted Back-Off Protocol" because a snoop writeback cycle cannot be aborted by th
CPU or the MBC. Also, the 82496 Cache Controller will ignore CNA# during snoop
writebacks (no subsequent cycle can be pipe-lined into a snoop writeback cycle). Figure 5-11
shows the 82496 Cache Controller cycle progress signals required to request and complete
snoop writeback cycle.

82496 OUTPUT SIGNALS

SNPADS# CDTS#

>
¢ TIME

CRDY#

82496 INPUT SIGNALS

CDB50

Figure 5-16. Cycle Progress for Snoop Writeback Cycles

5.1.3. Address Integrity

Five pins are available on the 82496 Cache Controller to support address integrity: two fol
address parity (AP, MAP), two for address parity errors (APERR#, MAPERR#), and one for
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the internal address and tagRAM parity errors (IPERR#). Refer to section 5.2 for the detailed
pin descriptions of these signals.

This feature allows systems based on Pentium processor cache chip set to be used in high-
reliability applications.

5.1.3.1. CPU BUS ADDRESS PARITY

During every snoop cycle to the Pentium processor, the 82496 Cache Controller calculates
even parity for the line address (the specific 82496 Cache Controller address pins are
configuration dependent and correspond to CPU address pins A[31:5]) and drives that value
on the AP pin. Refer to theentiun¥ Processor Developer’s Manualolume 1for more

details. Note that the 82496 Cache Controller does not internally store the address parity bit
(it re-generates that bit during each CPU snoop operation).

For Pentium processor initiated cycles, the 82496 Cache Controller samples the address
(along with a valid AP bit) and internally calculates the line address parity. If it detects an
address parity error, the 82496 Cache Controller drives the APERR# signal low (refer to the
APERR# detailed pin description for details) to flag the error to the memory bus controller.

Note that when the Pentium processor is used with the 82496 Cache Controller/82491 Cache
SRAM CPU bus address parity is automatically supporié@. error indication given by
either the CPU (APCHK#) or the 82496 Cache Controller (APERR#) may be ignored by the
MBC if address parity is not supported.

5.1.3.2. MEMORY BUS ADDRESS PARITY

The 82496 Cache Controller generates and drives the memory address parity bit (MAP) valid
for each cycle it initiates on the memory bus. The MBC can ignore this signal if address
parity is not supported.

During 82496 Cache Controller/82491 Cache SRAM snoop cycles, M&pP be driven by

the MBC to indicate the line address parity for the snooped address (the specific 82496
Cache Controller address pins are configuration dependent — refer to Table 4-3). If the
82496 Cache Controller detects a memory address parity error (based on the memory bus line
address and th®lAP bit driven by the MBC), it drives the MAPERR# signal low (refer to

the MAPERR# detailed pin description for details) to flag the error to the memory bus
controller. Again, the MBC can ignore this error indication if memory bus address parity is
not supported.

MAPERR# for any particular snoop operation is valid either from two CLKs after SNPSTB#
(synchronous snoop mode) or one CLK after SNPCYC# (clocked and strobed snoop modes)
until that same time during the subsequent snoop operdMiBRERR# is driven with the
timings shown in Figure 5-17 for synchronous snooping mode and Figure 5-18 for the
asynchronous snooping modes (clocked and strobed).

5-24



]
I ntel ® HARDWARE INTERFACE

1 | 1 1 2| ? 1 1 1 1
snpsTee 1 | | | | | | |

, , , L » , , , , ,
MAPERR# | | [ X1 ~ |VALIDA | | X aLpB | |

Figure 5-17. MAPERR# Timing for Synchronous Snoop Mode
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Figure 5-18. MAPERR# Timing for Asynchronous Snoop Modes

5.1.4. Data Control

All data control is handled by the MBC, including handshaking data into and out of the
82496 Cache Controller/82491 Cache SRAM and CPU, freedatg for allocations,
pipe-lining data on the memory bus and retrying data as necessary.

The 82491 Cache SRAM data path is separate from the address path. These paths do not h:
to operate at the same clock frequency, and it is possible, for example, for the 82491 Cackt
SRAM to readdata for a line fill even before the cycle has been guaranteed to complete on
the memory bus via BGT#.

The Address bus runs at the same clock frequency as the CPU bus (CLK). The memory da
bus runs at a speed equal to or less than CLK (MCLK).

Data transfers into and out of the 82491 CaSRAMs take place in clocked mode or in
strobed mode. The data transfer mode may be selected independently of the snoop mode.

5.1.4.1. CPU DATA BUS TRANSFER CONTROL

The Pentium processor latches or drives data upon active sampling of the BRDY# input fron
the MBC or the BRDYC# input from the 82496 Cache Controller. It is very important to data
transfer timings that all of thgrocessor chip set components receive equivalent data control
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signals. Therefore, it is a requirement that the MBC provide the Pentium processor, 82496
Cache Controller, and all 82491 CacBRAMs withthe same BRDY# input. The 82496
Cache Controller also provides the Pentium processor and 82491 SRéié functionally
equivalent BRDYC# signals. See Figure 5-19 for clarification on BRDY# / BRDYC# /
BRDYC1# / BRDYC2# interconnection between the processor chip set components.

PENTIUM® PROCESSOR

> |BRDY#  pgrpycs

MBC

BRDYC1# 82491

BRDY# BRDY# BRDYC2# |—> | BRDYC#
82496

BRDY#

!

CDB52

Figure 5-19. BRDY#/BRDYC#/BRDYC1#/BRDYC2# Interconnection

5.1.5. Memory Bus Mode Selection

Clocked memory bus mode and Strobed memory bus mode determine how the MBC
transfers data into and out of the 82491 Cache SRAM.

In clocked mode, data is driven with reference to the Memory Clock (MCLK) iM@ELK

is supplied by the MBC and can be of any frequency (within specs). To avoid the need for
synchronization, MCLK may be such that the CPU clock frequency is a multipfcaK
frequency. MCLK may also be completely asynchronous, however, to take advantage of a
given memory system or provide easy upgrades to higher clock frequencies.

In clocked mode, MBRDY# clocks data into and out of the 82491 Ca&8#&M memory
buffers. MBRDY# is sampled on every rising edge of MCLK. When transfers complete,
MEOCH# ends the current memory cycle and switches to the next buffer. Likewise, MEOC# is
sampled on every rising edge of MCLK. Other signals sampled with MCLK are MZBT#,
MSEL# and MFRZ#.

Data can also be driven with reference to the Memory Output Clock (MOCLK) input in
clocked memory bus mode. MOCLK is a latch enable for the 82491 CZRAd data
outputs which permits the output data to be skewed relative to MCLK. This allows the
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MDATA hold time and output valid delay to skew with MOCLK, offering additional
flexibility to memory designs.

In strobed mode, all data input and output signals are driven from or referenced to MBC
strobing signals (i.e., MSEL#, MEOC#, MISTB, MOSTB). For example, data is driven out of
82491 Cache SRAM with a rising or falling transition of MOSTB. In this way, strobed mode
allows the 82491 Cache SRAM data bus to be used without clocks.

In strobed mode, data is driven from the 82491 C&®R&M with MOSTB transitions. Data

is read into the 82491 Cacl8RAM with MISTB transitionsThe falling edge of MEOC#
ends a memory cycle. Other memory signals sampled in strobed mode are MZBT#, MSEL?
and MFRZ# (see the detailed pin descriptions for how these signals are sampled). Strobe
mode signals have set-up and hold times to asynchronous control signal transitions.

To place the 82491 CaclsRAM in strobed memory bus modke MCLK pin (MSTBM) is
pulled high or low. If a clock is detected at this input, the 82491 Ca8BHeM is placed in
clocked mode. The detected clock becomes the MCLK reference.

5.1.6. 82491 Cache SRAM Intelligent Dual-Ported Cache Memory

5.1.6.1. 82491 CACHE SRAM DATA PATH

82491 Cache SRAMache data control is similar for clocked and strobed mode buses, using
the same signals but different references. The following discussion assumes clocked mode.

The section discusses the 82491 Ca8AM data path in general terms and will be
followed with a discussion of handling specific cycles later.

The 82491 Cache SRAM has four memory buffers: two memory cycle buffers, one writeback
buffer, and one snoop buffer. Each buffer is capable of holding an entire cache line of the
longest configurable length.

The 82491 Cache SRAM's memory cycle buffare used to post writes, hold data during
line-fills, and transfer data on reads and I/O writes. The writeback buffer holds the replacec
(modified) line ready to be written back to memory (or 2 lines if 2 lines/sector are used). The
writeback buffer can be snooped in the event of a snoop hit. The snoop writeback buffel
holds modified data that has been hit by a snoop. Since snoop hits are the highest priorit
cycles, this buffer will be emptied before any other cycle.

The four 82491 Cach8RAM memory bufferare MUXed to the memory bus. The MUX
determines which buffer and, more specifically, which buffer slice is on the bus. When
MBRDY# and MSEL#are asserted, a memory burst counter is incremented, allowing the
MUX to select the next buffer slice.

The memory burst counter follows the CPU burst order according to the sub-line address o
the initial slice. When MZBT# is sampled active by the 82496 Cache Controller, the CPU
initiated burst order is ignored and the memory bus read or write begins with burst address (
When the MBC finishes with one buffer, MEOC# is asserted to switcMt¢ to the next
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buffer in line. MEOC# also resets the counter and latches the last data slice (if used instead
of the last MBRDY# or MISTB/MOSTB).

On the CPU side, the 82491 Cache SRAM contains two CPU buffers and an MidxhtoA

CPU buffer captures data from the appropriate memory buffer or array and transfers it to the
CPU. TheMUX selectsthe data slice to be MUXed to the CPU bus. The counter associated
with the selected MUX is incremented by BRDY#.

The 82491 Cache SRAM array contains an MibXt selects the WAY that data will be read
during hit cycles, based on the MRU algorithm. ThiEX is used during write cycles to
write data according to the proper WAY.

5.1.6.2. MEMORY CYCLE BUFFERS

The 82491 Cach&RAM contains two memorgycle buffers which are used for memory
reads, allocations and memory writes. The buffers have a maximum configured width of 128
bytes (distributed over the 16 data 82491 Cache SRAMSs). The 82491 ERAM: uses the
buffers in an alternating fashion, using the buffer available when the other has a posted write
or is being used for a memory read.

During allocation cycles, read for ownership may be implemented using the MFRZ# signal.
If MFRZ# is sampled active during a write cycle with PALLC# active, the memory cycle
buffer freezes write data so that the subsequent line fill loads data to occupy the surrounding
locations. In this way, the write cycle need not be written to memory. The MBC must
complete this "dummy" write cycle to the 82496 Cache Controller (i.e., provide BGT#,
KWEND# and CRDY#). Following the line fill, the line must be tagged as Modified.

5.1.6.3. WRITEBACK AND SNOOP BUFFERS

The writeback and snoop buffers are 128 bytes wide to accommodate the maximum 82491
Cache SRAMine length. The writeback buffer is used when replaced data must be written
back to main memory (including FLUSH aB&'NC cycles) whilethe snoop buffer is used
when data must be written out on a snoop hit to a modified line.

Before a line fill completes, the 82496 Cache Controller determines whether it must remove
a modified line to free space for a line fill. If necessary, the modified line is placed in the
writeback buffer and the line fill is filled via a memory cycle buffer. If the line fill is non-
cacheable, the contents of the memory cycle buffer and the replacement writeback buffer are
discarded, and the 82491 Cache SRAM array value is as it was before the line fill.

Line-fill, replacement writeback, FLUSH, and SYNC cycke® not atomic. If anoop
request is initiated between cycles, the writeback buffer can be snooped, and data can be
written directly out as needed.

5.1.6.4. MEMORY BUS CONTROL SIGNALS

The main memory bus control signals, used to control the 82491 Cache SRAM's data path,
buffers and MUXes, are BRDY#, MSEL#, MEOC#, MBRDY# and CRDY#.
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MSEL# enables the 82491 CacB&®AM memory interface and qualifiethe MBRDY#
signal. If MSEL# is inactive, MBRDY# is not recognized. MSEL# is also used to reset the
memory burst counter. If MSEL# becomes inactive, the counter is initialized to its starting
value. MSEL# may remain active for many cycles or for all cycles, but it must be inactive
for some time after RESET (1 CLK is sufficient) to initialize the memaory burst counter the
first time.

The MBC asserts MEOCH# to finish with the current buffer and switch the memory bus to the
next buffer to be used. MEOC# latches the last data segment (#INdBRDY#s were
given) and loads the memory burst counter with the next address before switching to the ne
buffer.

MBRDY# is used to increment the memory burst counter to select the next data slice
MBRDY# strobes data out of the 82491 Cache SRAM during write cycles and loads data intc
the 82491 Cache SRAM during read cycles. MBRDY# is ignored by the 82491 SRéié

when MSEL# is inactive

CRDY# completes the current cycle. When CRDY# is asserted, the 82491 SRéi
discards the buffer contents used in the current cycle and, on line-fills and allocations, load
the data into the 82491 Cache SRAM (cache SRAM) array. CRDY# must be asserted with o
sometime after MEOC# has been asserted for a particular cycle. CRDY# is synchronous ti
the CPU clock but not to the memory clock. MEOC# is provided to allow the cycle to end on
the memory bus and to allow a new cycle to begin before it is synchronized GREN&?#

input.

An example of the 82491 CaclsRAM readdata path is shown in Figure 5-20. The path
between the CPU and the memory bus is "flow-through" rather than clocked. Each line of
data in the CPU bus buffer is available at the memory buffer after some propagation delay
Likewise, each line of data in the memory buffer is available in the CPU buffer. Data is burst
into and out of the memory buffer using MBRDY# or MISTB/MOSTB. Data is burst into and
out of the CPU buffer using BRDY#. In this way, there is no need for synchronization
between the memory and CPU data paths.

During a CPU line fill, data may be returned to the CPU in two ways. First, when the
memory buffer fills a 64-bit slice (with one MBRDY#), BRDY# may be asserted during the
following clock to burst the line back to the CPU. Second, the memory buffer may be filled
completely first (with four or eight MBRDY#s), and then BRDY# asserted on four

consecutive clocks to burst data back to the CPU.
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Figure 5-20. 82491 Cache SRAM Read Data Path

5.1.6.5. 82491 CACHE SRAM PARITY DEVICES

A 82491 Cache SRANhay be designated as a parity device. This is done be strapping the
MBE#[PAR#] pin low during RESET. Two 82491 Cache SRAM SRAds used to provide
the memory bus controller full data parity support.

In data parity configuration, the 82491 CacBBRAM CPU bus pins CDATA[3:0] are
connected to the Pentium processor Data Parity pins (DP[7:0]) and CDATA[7:4] are
connected to the Pentium processor Byte Enable outputs (BE[7:0]). Refer to Figure 5-21.
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Figure 5-21. Pentium ® Processor/82491 Cache SRAM Data Parity Connections

5.1.7.  Signal Synchronization

The MBC must also provide proper synchronization as needed. The Pentium processor cacl
chip set runs at 66 MHz, along with most of its address and control-related signals, including
CADS#, CDTS#, KWEND#, SWEND#, and CRDY#. Because the 82496 Cache
Controller/82491 Cache SRAM allows the memory system to operate at lower frequency, the
designer may choose to design an asynchronous memory bus running below 66 MHz. Such
scheme will require synchronization.

Some system designers will choose a divided synchronous memory bus, wherein the memo
system runs at 33 MHz and synchronization is unnecessary.

The following is an example of a synchronization path used in generating KWEND#.

KWEND# is generated to provide the 82496 Cache Controller with the MKEN#R@¥
parameters. When the 82496 Cache Controller generates the cycle address, the memc
system decodes the address and generates MKEN# and MRO#, based on cacheability a
read-only address maps. These signals are asserted to the 82496 Cache Controller along w
MKWEND#. MKWEND# tells the MBC that MKEN# and MRO# are valid and that
KWEND# must be generated. Since the MKWEND# is synchronous with the memory bus, it
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must be synchronized to become KWEND#. KWEND# then causes the 82496 Cache
Controller to sample MKEN# and MRO#.

5.1.8. Warm Reset

Warm reset enables the CPU portion of the Pentium processor cache chip set cache core to
be reset without resetting the primary or secondary caches (or the Pentium processor floating-
point unit).

To initialize the Pentium processor without affecting the first level caches, the MBC can
assert INIT to the CPU as per tRentiund) Processor Developer's Manualplume 1

NOTE

Refer to thePentiun¥ Processor Developer’'s Manuafplume 1for details

on INIT. The 82496 Cache Controller/82491 Ca&AM cache may be
active while the Pentium processor cache is being initialized. This is
permitted because the Pentium processor allows back-invalidations during
initialization.

5.1.9. Handling of Large Caches/Larger Line Sizes

A 512K cache can be configured with either 64-byte or 128-byte line size. For a 128-bit bus

configuration, the 64-byte line size requires 4 bus transactions per cache line, whereas
the 128-byte line size requires 8 transactions per cache line. In a 512K cache configuration,
each BE[7:0]# output of the Pentium processor connects to the BE# input of two 82491

Cache SRAM devices.

A 512K cache can be connected to a 64-bit memory bus using the existing configuration
options, as well as some external logic and control. For a clocked memory bus
implementation, a description of a 512K cache connection to a 64-bit memory bus follows.
The 82491 Cache MDOE# input is divided into two signals: MDOEL# and MDOEH#.
Similarly, the 82491 Cach&RAM MBRDY# input is divided into MBRDYL# and
MBRDYH#. The 16 82491 Cach&RAM devicesare split into a "low" bank, which
outputs/inputs the low 64-bits of data onto/off of the memory bus, and a "high" bank, which
outputs/inputs the high 64-bits of data onto/off of the memory bus. The MDOEL# and
MBRDYL# signals are connected from the MBC to the low bank; Mi2OEH# and
MBRDYH# signalsare connected from the MBC to the high bank. The MBC is responsible
for asserting MDOEL#, MDOEH#, MBRDYL#, and MBRDYH# suttat no bus conflict
occurs. The MDOEL# and MDOEH# signals retain the same functionality and timing
requirements as the MDOE# signal; however, the MDOEL# signal, for example, only acts as
the output enable for the low bank of 82491 Ca8RAM devices. Similarly, the
MBRDYL# and MBRDYH# signals retaithe same functionality as the MBRDY# signal.
Refer to Figure 5-22 for a depiction of the 512K cache to 64-bit memory bus connection.
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During linefills to both the 82496 Cache Controller/82491 Ca&8RAM andthe Pentium
processor, the processor reads one half of a CPU cache line for each assertion of MBRDY;
The MBC may start to assert BRDY# (for CPU data transfer) after it asserts the seconc
MBRDY# of memory bus transfer.

HIGH 82491's LOW 82491
82491 82491 82491 82491
MISTB MISTB MISTB MISTB
MDOE MDOE MDOE MDOE
MISTBH MDI[7:0]
T MISTBL
MDOEH MD[7:0] Jgs MDI[7:0] /\:8 MD[7:0] J[B 1 X 8T
~ MDOEL
82491 82491 82491 82491
MISTB MISTB MISTB MISTB
MDOE MDOE MDOE MDOE
MD[7:0] LANE MD[7:0] _ MPITOl g v 8
8 16 8 i6
( 32 32 )
MDATA[63:0] B4
82491 82491 82491 82491
MISTB MISTB MISTB MISTB
MDOEH MDOE MDOE —| MDoE MDOE
D[7:0]
MDJ[7:0] Jcs MD[7:0] JES MD[7:0] J(s T‘MSDOE"
Hl
MISTBH MISTBL
82491 82491 82491 82491
MISTB MISTB MISTB MISTB
MDOE MDOE MDOE MDOE
MD[7: MD[7:0
MDJ[7:0] . [ 15 f 8 MD[7:0] . 79 46 f 8
SR ) © 32 2T 32
CDB96

Figure 5-22. 512K Cache, 64-Bit Bus

5.1.10. 82496 Cache Controller Guaranteed Signal Relationships

The 82496 Cache Controller and 82491 Ca@®AM will guarantee certain signal

relationships (i.e., specific signal assertion order during normal memory bus cycles). The
Memory Bus Controller must also insure certain specific signal relationships for a Pentium
processor cache chip set subsystem. This section describes these signal relationships enfor
by the 82496 Cache Controller and 82491 Cache SRAM, and those which the MBC mus

enforce.
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1. CADS# will occur before or with CDTS#. (CADS# <= CDTS#).

2. Address (MSET, MTAG, MCFA), address parity (MAP), cycle control (APIC#,
CCACHE#, CD/C#, CM/IO#, CPCD, CPWT, CSCYC, CW/R#, CWAY, MBT[3:0],
MCACHE#, NENE#, PALLC#, RDYSRC, SMLN#), and locking signals (KLOCK#)
will be stable with respect to CADS# (see CADS# pin description for details).

3. Write data from the 82491 Cacls&®RAM will be stable (othe buffer available) with
respect to CDTS# (see CDTS# pin description for details).

5.1.11. 82496 Cache Controller Cycle Progress Requirements

1. All 82496 Cache Controller memory bus cycles initiated by CADS# SINRADSH#)
require BGT# and CRDY# activation.

2. KWEND# activation represents only the end of the cacheability window, and does not
imply that the bus has been guaranteed to the 82496 Cache Controller (BGT#).

3. SWEND# activation represents only the end of the snooping window, and does not imply
that the bus has been guaranteed to the 82496 Cache Controller (BGT#) or the closure of
the cacheability window (KWEND#).

4. CRDY# activation represents only the end of the current cycle on the memory bus, and
does not imply the closure of the snooping window (SWEND#).

5. In cycles which do not require KWEND# and/or SWEND# activation, those signals may
be kept inactive. When KWEND# and SWEND# are applicable, they must fulfill the
following precedence rule: BGT# <= KWEND# <= SWEND#.

6. Cycles initiated bySNPADS# require CRDY#ut do not require other cycle progress
signals (BGT#, KWEND#, SWEND#).

5.1.12. 82496 Cache Controller Input Signal Recognition
Requirements

CNA# is recognized between BGT# and CRDY#. (BGT# <= CNA# <= CRDY#).
CNA# is recognized between CDTS# and CRDY#. (CDTS# <= CNA# <= CRDY#).
Once a signal is recognized, it is a "don't care" until CRDY#.

BGT# is only recognized after CADS# and after the CRDY# of the previous (pipe-lined)
memory bus cycle, but only if neither SNPCYC# nor SNPBSY# and MHI@M#active

(If SNPBSY# isactive, BGT# is only blocked in hits to [M] cases — where the bus
would be writing back the modified data).

5. If a signal is not recognized it may be held active until it is recognized (i.e., a signal is
simply ignored until the recognition window opens).

PN PE
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5.1.13. 82496 Cache Controller and 82491 Cache SRAM CRDY#

o

Requirements

CRDY# must be after CDTS#. (CDTS# < CRDY#).
CRDY# must be after BGT#. (BGT# < CRDY#).

Cycles initiated bySNPADS# reqiwe CRDY# but do not require other cycle progress
signals (BGT#, KWEND#, SWEND#).

CRDY# must be after KWEND# for line fills and writethroughs with potential
allocation. (KWEND# < CRDY# (LFIL, WTPA)).

CRDY# must be at least 3 CPU clocks after BGT# for line fills and allocations. (BGT# +
3 <= CRDY# (LFIL, ALLOC)). (This to allow enougtime for the 82496 Cache
Controller to load the writeback buffers from the array if a replacement is needed.)

On CPU read cycles, the last BRDY# (LBRDY#) of Cycle N must be activated prior to
the CRDY# of cycle N+1. This rule insures that only one read cycle can be completed or
the memory bus prior to completing delivery of the data to the CPU.

MEOCH# for cycle N must be sampled with or before CRDY# for that cycle.
MEOCH# for cycle N+1 must be sampled at least one CLK after CRDY# for cycle N.

5.1.14. 82496 Cache Controller Cycle Attribute Sampling

Requirements
MKEN# and MRO# musineet set up and hold times to t#U clock in which
KWEND# is sampled active.

MWB/WT# and DRCTM# must meet set up and hold times tcdChe clock in which
SWEND# is sampled active.

5.1.15. Pentium ® Processor, 82496 Cache Controller and 82491

Cache SRAM BRDY# Requirements

The first BRDY# must be asserted with or following BGT#. (BRDY# >= BGT#).
The first BRDY# must be after CDTS#. (BRDY# > CDTS#).

For reads, data must be VALID and stable at the pins of the CPU on the CLK of BRDY#.
The MBC is responsible for ensuring that other caches have been snooped (and modifie
data written back if necessary).

The last BRDY# for cycle N must be asserted one CLK before MEOCH# for cycle N+1.

BRDY# of a non-cacheable 82496 Cache Controller Read cycle (MKEN# returned
inactive) which is cacheable by the Pentium processor (active CACHE#), must be issue
at least 1 CLK after KWEND# (at which time KEN# and BLAST# are valid).
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5.1

BRDY# of a cacheable 82496 Cache Controller Read cycle (active MKEN#) which is
non-cacheable by the Pentium processor (inactive CACHE#) can be issued before, with,
or after KWEND#.

For Read-Miss cycles, the first BRDY# must be > 1 + 4 * LR CLKs from the last
SNPCYC# before BGT#. (Note: LR=Line Ratio)

For Read-Miss cycles, the first BRDY# of cycle N must be > 4 * LR CLKs from the first
BRDY# of cycle N-1. (Note: LR=Line Ratio)

.16. 82496 Cache Controller Cycle Progress Signal Sampling
Requirements

Cycle Progress signal need to be active for at least 1 CLK in the specified window. When
sampled active, the 82496 Cache Controller will hold their state internally until CRDY# of

the
For

cycle. Signals activated outside their specified window will be ignored.
pipe-lined memory buses, sampling of the cycle progress signals will NOT be enabled

before the CRDY# of the previous cycle.

1.

5-36

BGT# is required for every CADS# initiated cycle. BGT# is not required for cycles that
start with SNPADS#.

KWEND# is required only for cycles that use MKEN# and/or MRO# (cacheable memory
read and writethrough with potential allocate).

SWEND# is required explicitly only for cycles which use MWB/WT# and/or DRCTM#
and change tag states: line-fills, allocations, writethrough potentially upgradeables.

NOTE
SWEND# has an additional function of enabling snoops. If SWEND# is not
activated for a cycle, snoops will be disabled until CRDY# of the cycle.
CRDY# is required explicitly for all cycles, both CADS# and SNPADS# initiated.
CNA# is optional for all cycles.
During SNPADS# cycleshe 82496 Cache Controller insures that CDTS# will be
activated at least 1 CLK aft&NPADS#and that CADS# an8NPADS#will never be
activated on the same clock.
Snoop-Writeback cycles:
a. The 82496 Cache Controller only samples the CRDY# response.

b. The 82496 Cache Controller assumes that the Bus Controller owns the bus to
perform the intervening writeback (Restricted Back-Off Protocol) and that no other
agents will snoop during this cycle.

c. The 82496 Cache Controller will ignore CNA#.
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NOTE
* Line fill = CM/IO# . ICW/R# . IMCACHE# . RDYSRC
* Allocation = CM/I0# . ICW/R# . IMCACHE# . IRDYSRC
» Writethrough potential allocate = 'PALLC#

* Writethrough potential upgrade = CM/IO# . CW/R# . PALLC# .
KLOCK# . ICPCD . ICPWT

5.1.17. 82491 Cache SRAM Data Control Signal Requirements
1. The first MBRDY# must come after CADS# assertion.

2. The last MBRDY# must come before or on the CLK of MEOC# assertion.

3. MEOCH# is asserted before or on the same CLK as CRDY#.

4. MEOCH# for cycle N+1 must be asserted at least one CLK after the CRDY# of cycle N.
5. MEOC# for cycle N+1 must be asserted at least one CLK after the last BRDY# of

cycle N.

5.1.18. Semaphore (Strong Write Ordering) Consistency

In systems with multiple Pentium processor cache subsystems, it is possible to violate write
ordering when the 82496 Cache Controller has been configured to be strong write orderec
This section describes an example of when system integrity can be violated, and provides th
MBC "rules" which allow the 82496 Cache Controller to remain strongly write ordered.

The 82496 Cache Controller is optimized for high performance. In order to achieve this high
performance the 82496 Cache Controller overlaps back-invalidations of the primary
(processor) cache with other activities. Normally this overlapping does not cause any
problems. However, in systems where Locked Semaphores are used to insure mutu:
exclusion of processor access to shared data, special care is needed to insure that once
semaphore has been obtained, that all back-invalidations of the primary Cache have bee
completed. This special care is needed to ensure that all data accessed GRHNGAL
REGION surrounded by a locked semaphore is strongly cons{gentthis will guarantee

that the CPUs in the system will not get stale data).

Since the 82496 Cache Controller queues snoop back-invalidation cycles, it could happe
that the CPU will get the data of a read-miss (to a semaphore) before the back-invalidatiol
(of the semaphore-protected memory location) occurs. If the snoop is due to anothe
processor writing to the entry protected by the semaphore, a data consistency problem occu
(i.e., the CPU will use stale data — the value prior to the @Réts write). Thican happen
ONLY if the MBC provides the data for the read miss fast enough.

MBC rules for driving the first BRDY# of the read miss are defined here in order to ensure
no reads around the back invalidation queue occur. These rules apply to READ cycles an
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I/O writes. These rules are necessary in order to ensure strong write ordering (note that LR is
the Line-Ratio, and FBRDY# = first BRDY#):

1. FBRDY(N) > 1+ 4 * LR CLKs from the laSNPCYC# beforehe BGT# of the current
cycle
2. FBRDY(N) >4 * LR CLKs from FBRDY(N-1)
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5.2. DETAILED PENTIUM® PROCESSOR CACHE CHIP SET PIN
DESCRIPTIONS
This section provides a detailed functional description of each external interface signal. The

signals are listed in alphabetical order. The heading for each description summarizes the ke
pin attributes and is organized as follows:

Pin Symbol Name

Function

Input or Output, Pin Number

Synchronous or Asynchronous

Internal Pull-Up/Down present or Glitch Free signal

Each heading is followed by three sections. Tdignal Descriptionsection provides
information about a signal's function, its usage and its operational modeWhke
Sampled/When Drivesection indicates when the signal is generated or sampled. The
Relation to Other Signalsection discusses how other signals are related to the signal, and
discusses shared pins and synchronization requirements.

5.2.1. Signal/Category Cross-Reference

5.2.1.1. CONFIGURATION SIGNALS

CFG[2:0], CLDRV, FLUSH# (VCC), HIGHZ#, MALDRV, MDLDRV, MSTBM, MTR4/8#,
MX4/8#, PAR#, SLFTST#, SNPMD, WWOR#

5.2.1.2. SNOOPING SIGNALS

MHITM#, MTHIT#, SNPADS#, SNPBSY#, SNPCLK, SNPCYC#, SNPINV, SNPNCA,
SNPSTB#, MCFA[6:0], MSET[10:0], MTAG[11:0], MAP, MAPERR#

5.2.1.3. CYCLE ATTRIBUTE/PROGRESS SIGNALS

BGT#, BRDY#, CNA#, CRDY#, DRCTM#, KWEND#, MKEN#, MRO#, MWB/WT#,
SWEND#

5.2.1.4. CYCLE CONTROL SIGNALS

APIC#, CAHOLD, CADS#, CD/C#, CDTS#, CM/IO#, CCACHE#, CPCD, CPWT, CSCYC,
CW/R#, CWAY, KLOCK#, MCACHE#, NENE#, PALLC#, RDYSRC, SMLN#
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5.2.1.5. MEMORY ADDRESS BUS AND ADDRESS CONTROL SIGNALS

MALE, MAOE#, MBALE, MBAOE#, MBE#[7:0], MBT[3:0], MCFA[6:0], MSET[10:0],
MTAG[11:0], MAP, MAPERR#

5.2.1.6. MEMORY DATA BUS AND DATA CONTROL SIGNALS

MBRDY#(MISTB), MDATA[7:0], MDOE#, MEOC#, MFRZ#, MOCLK(MOSTB), MSEL#,
MZBT#

5.2.1.7. CACHE SYNCHRONIZATION SIGNALS
FLUSH# (82496 Cache Controller), FSIOUT#, SYNC#

5.2.1.8. CPU SIGNALS

A20M#, APCHK#, BP[3:2], BP/PM[1:0], BRDY#, BREQ, BUSCHK#, CLK, FERR#,
FLUSH# (Pentium processor), FRCMC#, HIT#, HLDA, HOLD, IBT, IERR#, IGNNE#,
INIT, INTR, IU, IV, NMI, PCHK#, PEN#, PRDY, R/S#, RESET, SMI, SMIACT#

5.2.1.9. TEST SIGNALS
TCK, TDI, TDO, TMS, TRST#

5.2.1.10. PENTIUM® PROCESSOR BUS OPTIMIZED INTERFACE SIGNALS

A[31:3] (Pentium processor), A[15:0] (82491 Cache SRAM) ADS#, ADSC#, AHOLD, AP,
BE[7:0]#, BOFF#, BRDYC#, BRDYC1#, BT[3:0], CACHE#, CDATA[7:0], CFA[6:0],
D/C#, D[63:0], DP[7:0], EADS#, EWBE#, HITM#, INV, KEN#, LOCK#, M/IO#, NA#,
PCD, PWT, SCYC, SET[10:0], TAG[11:0], W/R#, WB/WT#

5.2.1.11. 82496 CACHE CONTROLLER/82491 CACHE SRAM OPTIMIZED
INTERFACE SIGNALS

BLAST#, BLEC#, BRDYC2#, BUS#, MAWEA# MCYC#, WAY, WBA[SEC2#],
WBTYP[LRO], WBWE#[LR1], WRARR#
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5.2.2. Pentium® Processor Cache Chip Set Detailed Pin
Descriptions

5.2.2.1. A[31:3]/A[15:0]

A[31:3] Pentium® processor Address bits

A[15:0] 82491 Cache SRAM Address bits

A[31:3] are Pentium processor Address pins and A[15:0] are 82491 Cache SRAM
Address Pins.

Input/Output Pentium processor signals (pins: V19, W05, V20, V06, V21, T09, U19,
u08, U20, U09, U21, U10, T10, U11, T11, U12, T12, U13, T13, U14 T14, U15, T15,
U16, T16, U17, U18, W19, T17)

Input 82491 Cache SRAM signals (pins: 82, 81, 80, 79, 78, 77, 76, 75, 73, 71, 70, 69,
68, 67, 66, 65)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of

the CPU A[31:3] signals.

82491 Cache SRAM address pins, A[15dre connected t6PU address pins A[17:3], and
82491 Cache SRAM address pin A0 is always connected to VISS.Pentium processor
Address pins, A[31:3], are connected to 82496 Cache Controller address pins CFA[6:0]
SET[10:0], and TAG[11:0]. The specific address pin connections are configuration

dependent. Refer to the Initialization and Configuration chapter for additional details.
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5.2.2.2. A20M#

A20M# Address bit 20 Mask

Masks address bit 20.

Input to Pentium processor (pin U05)

Asynchronous

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.3. ADS#

ADS# Address Strobe

Indicates the start of a CPU cycle to the cache SRAM.

Output from Pentium® processor (pin P04), Input to 82491 Cache SRAM (pin 63),
Input to 82496 Cache Controller (pin C16)

Synchronous to CLK

82496 Cache Controller and 82491 Cache SRAM internal Pull-ups

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal. The Pentium process®bS# output signal is connected the 82491 Cache
SRAM ADS# input pin.The 82496 Cache Controll&DS# input pin is connected to the
Pentium processor ADSC# output signal.
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5.2.2.4. ADSC#

ADSC# Address Strobe

Indicates the start of a CPU cycle to the cache controller.

Output from Pentium® processor (pin NO4)

Synchronous to CLK

Signal Description

This signal is functionally identical to the Pentium processbS# output signal, and is
connected to the 82496 Cache ControéS# input. Refer to théPentiundl Processor
Developer’'s Manualyolume 1for a detailed description of the ADS# signal.
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5.2.2.5. AHOLD

AHOLD Address Hold

Causes the CPU to float its address bus.

Output from 82496 Cache Controller (pin B18), Input to Pentium® processor (pin
L02)

Synchronous to CLK

Signal Description

AHOLD is the CPU bus address hold request. The 82496 Cache Controller will drive
AHOLD active when it needs to perform CPU inquire, back-invalidation, flush, or sync
cycles. When AHOLD is active, the CPU does not drive the CPU address bus. During
address hold the 82496 Cache Controller will drive the address bus and address parity bits.

When Driven
The 82496 Cache Controller activates AHOLD during snoop writeback cycles, replacement

writeback cycles, reset, initialization, and selftest.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CAHOLD Reflects the value of AHOLD on the memory bus (except during BIST).
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5.2.2.6. AP

AP Address Parity

Indicates CPU address bus parity.

Input/Output between 82496 Cache Controller (pin A08), and Pentium® processor
(pin PO3)

Synchronous to CLK

Signal Description

AP is a CPU bus address parity signal. It indicates the parity of the Pentium processor line
address bits (i.e., A[31:5]).

When Driven

AP is driven by the Pentium processor when AHOLD is inactive (CPU initiated cycles), and
is driven by the 82496 Cache Controller when AHOLD is active (for example, during
processor snoop, flush, or sync cycles). For processor initiated cycles, AP is valid from ADS#
to NA or BRDY#. For processor snoop cycles, the 82496 Cache Controller drives AP valid
during the CLK of EADS#. Note that BT[3:0] must be low for the 82496 Cache Controller to
generate a correct AP signal.

Relation to Other Signals

Pin Symbol Relation to Other Signals

A[31:5] AP represents the parity of the Pentium® processor line address, A[31:5], and the
corresponding 82496 Cache Controller address lines (i.e., CFA, TAG, SET).

AHOLD AP is an input to the 82496 Cache Controller (from the Pentium processor) when
AHOLD=0, and an output from the 82496 Cache Controller (to the Pentium
processor) when AHOLD=1.
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5.2.2.7. APCHK#

APCHK# Address Parity Check Status

Indicates a CPU address bus parity error during inquire or back invalidation cycles.

Output from Pentium® processor (pin WO03)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiun¥ Processor Developer’'s Manualplume 1for a detailed description of
this signal.
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5.2.2.8. APERR#

APERR#

Address Parity Error

Indicates that a CPU Bus address parity error occurred.

Output from 82496 Cache Controller (pin S01)

Synchronous to CLK

Glitch Free

Signal Description

APERR# is driven
error.

When Driven

active in CPU cycles whenever there is a CPU address parity checking

APERR# is activated at least two CLKs after ADS#, and stays active for a minimum of one
CPU CLK. The 82496 Cache Controller begins checking address parity on the clock of the
CPU ADS#, and will keep checking until the address is internally latched. This internal

latching is guaranteed to happen before NA# or the first BRDY#.

APERR# is inactive during RESET, and remains inactive until at least 5 CLKs after RESET

goes inactive.

Relation to Other Signals

Pin Symbol

Relation to Other Signals

CFA,SET, TAG

APERR# is driven active only after a wrong line address parity is driven to the 82496
Cache Controller on the AP input during a CPU cycle.
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5.2.2.9. APIC#

APIC# Advanced Programmable Interrupt Controller Address Decoding

Indicates cycle address in an APIC" address.

Output from 82496 Cache Controller (pin NO1)

Synchronous to CLK

Refer to the "82489DX Advanced Programmable Interrupt Controller — Advance Information," July 1992,
Order Number 290446-001.

Signal Description

APIC# is asserted by the 82496 Cache Controller to indicate that the address of a give
memory cycle is an APIC addrefse., FE EO 00 00 - FE EO 03 FF HeAPIC is the
advanced programmable interrupt controller for 32-bit high-performance operating systems
It has features built-in which improve performance in multitasking operating systems (both
uniprocessor and multiprocessor). It meets the functional requirements of interrupt
controllers in multiprocessor systems. Note that BT[3:0] must be low in order to ensure the
proper assertion of APIC#.

When Driven

APIC# is valid with CADS# and remains valid until CNA# or CRDY# is asserted.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.

MCFA, MSET, MTAG | APIC# is a pure address decode of MCFA, MSET, MTAG.
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5.2.2.10. BE#,BE[7:0]#

BE[7:0)# Pentium® processor Byte Enables
BE# 82491 Cache SRAM Byte Enable

Controls data for partial writes.

Output from Pentium processor (pins W01, U07, S04, T06, V01, U06, Q04, U04),
Input to 82491 Cache SRAM (pin 64)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of

the BE[7:0]# signals. For a 512K cache configuration (16 82491 CaR#eéVl devices),

each BE[7:0]# output of the Pentium processor is connected to the BE# input of two 82491
Cache SRAM devices.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CDATA[7:4] The Pentium® processor byte enable outputs are connected to the 82491 Cache
SRAM CDATA[7:4] pins for 82491 Cache SRAMs configured to be data parity
devices. Refer to section 5.1.6.5.
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5.2.2.11. BGT#

BGT# Bus Guaranteed Transfer

Indicates MBC commitment to bus cycle completion.

Input to 82496 Cache Controller (pin NO4)

Synchronous to CLK

Internal Pull-up

Signal Description

The 82496 Cache Controller owal bus cycles initiated by CADS# until the MBC accepts
ownership, and within this period, cycles may be aborted because of snoop writebacks. Th
MBC signals its acceptance of ownership by driving BGT# active. CRDY# signals cycle
completion.

Once BGT# is asserted, the 82496 Cache Controller does not perform snoop lookups until th
end of the snooping window (untii SWEND# is active). A snoop address is latched if
SNPSTB# is asserted between BGT# and SWEND#, but the snoop lookup does not begi
until the second CLK after SWEND# is sampled active by the 82496 Cache Controller.

When Sampled

The 82496 Cache Controller begins sampling the BGT# input after it asserts CADS#. BGT#
should be asserted prior to or with MEOC# for a given cycle.

BGT# is a "don't care" input after it has been recognized for a particular cycle and until
CRDY# (regardless of a pipe-lined CADS# issued before CRDY#). BGT# is ignored if there
is no outstanding CADS#. BGT# is also a "don't care" signal once a cycle sta@@dB#

is aborted by a snoop and until a new CADS# is issued.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDY# BGT# must be asserted with or before BRDY# assertion by the MBC.

CADS# BGT# follows every assertion of CADS# unless the cycle is aborted because of a
snoop.

CNA# CNA# is recognized between BGT#/CDTS# (the later of the two) and CRDY#.

CRDY# BGT# must precede CRDY#. BGT# must precede CRDY# by at least three CLKS
for line fills and allocations.
BGT# is only recognized after the CRDY# of the previous memory bus cycle, but
only if neither SNPCYC# nor SNPBSY# and MHITM# are active (If SNPBSY# is
active, BGT# is only blocked in hits to [M] cases — where the bus would be writing
back the modified data).

KWEND# BGT# must be asserted before or with the KWEND# and SWEND# assertion.

MEOCH# BGT# must be asserted before or with MEOC# assertion.

MHITM# BGT# is ignored when SNPCYCH# is active and when both SNPBSY# and MHITM#
are active.

SNPADS# BGT# is not required following SNPADS# assertion.

SNPBSY# BGT# is ignored when SNPCYC# is active and when both SNPBSY# and MHITM#
are active.

SNPCYC# BGT# is ignored when SNPCYC# is active and when both SNPBSY# and MHITM#
are active.

SWEND# BGT# must be asserted before or with the KWEND# and SWEND# assertion.
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5.2.2.12. BLAST#

BLAST# Burst Last

Indicates the end of a burst cycle.

Output from 82496 Cache Controller (pin D16), Input to 82491 Cache SRAM (pin 59)

Synchronous to CLK

Signal Description

BLAST# indicates that the current CPU BRDY# or BRDYC# is the last of the burst

sequence. The 82496 Cache Controller will decode cycle length information from the
Pentium processor CACHE# and D/C# pins, and from the MKEN# and MRO# inputs from
the MBC. It will drive BLAST# as an output to provide the burst last indication to the 82491

Cache SRAMs.

Refer to Table 5-1 in section 5.1.1.1 for cycle identification and length details.

When Driven

BLAST# is driven with the last BRDYC# of a burst sequence or with the single BRDYC# of
a non-burst cycle.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDYC# BLAST# qualifies the BRDYC# signal to the 82491 Cache SRAMs.
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5.2.2.13. BLE#

BLE#

Byte Enable Latch Enable

Controls the enable line of an external byte enable latch.

Output from 82496 Cache Controller (pin D17)

Synchronous to CLK

Signal Description

BLE# is used to control the enable line of a 377-type external byte enable latch (Clock Edge
Triggered). This signal is not necessary when using the Pentium processor with the 82496
Cache Controller/82491 Cache SRAM cache since those signals are latched within the 82496
Cache Controller and 82491 Cache SRAM arel passed to the MBC. This latch is used to
capture CPU signals which were not latched within the 82495DX Cache Controller or
82490DX Cache SRAM(e.g., PWT, PCD, CACHE#, SCYC, and BE[7:0]#) for the
Intel486DX or i86@ XP CPUs.

Relation to Other Signals

Pin Symbol

Relation to Other Signals

BLEC#

BLE# is functionally identical to BLEC#.
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5.2.2.14. BLEC#

BLEC# Byte Enable Latch Enable

Controls the enable line of an internal byte enable latch.

Output from 82496 Cache Controller (pin P19), Input to 82491 Cache SRAM (pin 34)

Synchronous to CLK

82491 Cache SRAM internal Pull-down

Signal Description

BLECH# is used to control the enable line of a 377-type internal byte enable latch (clock edge
triggered) in the 82491 Cache SRAMs. BLEC# causes the CPU byte enable signals to b
latched within 8 of the 82491 Cacl®&RAM devices, and held ahe 82491 Cach8RAM

MBE# outputs.

The byte enable latching is controlled by an 82491 C&RAM input, BLEC#, from the
82496 Cache Controller. The latch samples BE# at each clock rising edge when BLEC# i
low. When BLEC# is high, the latch is closed and MBE# [PAR#] is driven to the memory
bus according to the corresponding CPU BE[7:0]# level.

NOTE

Connect 8 82491 Cache SRAM BLEC# input pinstite 82496 Cache
Controller BLEC# output. Remaining 82491 Cache SRAM BLEC# inputs
must be either connected to VSS or left as no-connects.

When Driven

BLECH# is driven inactive to hold the CPU byte enables when the 82496 Cache Controller
samples ADS# asserted and there is no cycle active on the memory bus. See Figure 5-23.

1 2 3 4
BB
ADS# | |
sece | |<< I —
vees [ [ valpr ]
wost | | T N\

CDB41

Figure 5-23. BLEC# Deassertion Due to ADS# Assertion
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If an ADS# for acycle which needs the memory bus has been previously issued, and the
82496 Cache Controller samples CNA# or CRDY# asserted (for a previous memory bus
cycle), then the 82496 Cache Controller will assert BLEC# for one CLK to latch the CPU

byte enables. See Figure 5-24.

1 2 3 4
post | (—l— brevioudaoss |
BLECH |
or CRDY#
MBE# T VAUGNL | XQuX [VALIDn |

CADS# | | \_| / | |

CDB42

Figure 5-24. BLEC# Assertion Due to CNA# or CRDY# Assertion

If the ADS# cycle to the 82496 Cache Controller is a cache hit, then BLEC# will be asserted
immediately (i.e., it could be inactive for as short as one CLK as shown, or longer). See
Figure 5-25.

1 2 3 4

GOES LOW IF AHIT
ADS# IN 82496 TAGRAM
BLEC# A |

MBE# SR [vALIDn | XN W\ N

CDB43

Figure 5-25. BLEC# Assertion Due to Hit in 82496 Cache Controller TagRAM

Relation to Other Signals

Pin Symbol Relation to Other Signals
BLE# BLECH# is functionally identical to BLE#.
BE[7:0]# BLEC# causes the CPU byte enables, BE[7:0]#, to be latched in the 82491 Cache
SRAM devices and driven out to the memory bus on the MBE# pins.
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5.2.2.15. BOFF#

BOFF# Back Off

Prevents CPU bus deadlock by aborting outstanding Pentium® processor cycles.

Output from 82496 Cache Controller (pin H16), Input to Pentium processor (pin K04)
and 82491 Cache SRAM (pin 36)

Synchronous to CLK

82491 Cache SRAM internal Pull-up

Signal Description

This signal is an input to the Pentium processor and gives the 82496 Cache Controller th
capability to abort a CPU cycle when required. The 82496 Cache Controller will only
activate BOFF# during situations where a deadlock ex{gtg., CPU miss cycle, 82496
Cache Controller inquire cycle: deadlock on usage of the CPU bus). BOFF#, when asserte
allows the 82496 Cache Controller to prevent CPU bus deadlock by causing the Pentiun
processor to abort the current cycle and float its bus.

BOFF# is also an input tine 82491 Cach8RAMsand, when active, causes tBRAMSs to
clear their CPU bus cycle information since the current CPU bus cycle will be aborted.
Activity on the memory bus (i.e., a posted write) will continue without interruption.

When Driven

BOFF# is driven when an inquire e Pentium processor hits a line in [M] state, and there
is an outstanding cycle that cannot be completed (cannot receive its last BRDY# or
BRDYC#). The BOFF# signal will be driven for 1 CLK only.

Relation to Other Signals
None.
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5.2.2.16.  BP[3:2], PM/BP[1:0]

BP[3:2], PM/BP[1:0]

Breakpoint and Performance Monitoring

BP[3:0] externally indicate a breakpoint match.

Outputs from Pentium® processor

Signal Description

Please refer to Appendix A for more information.
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5.2.2.17. BRDY#

BRDY# Burst Ready

Burst ready input.

Input to Pentium® processor (pin L04), 82496 Cache Controller (pin Q02), and 82491
Cache SRAM (pin 60)

Synchronous to CLK

Signal Description

BRDY# is an MBC output to the Pentium processor, 82496 Cache Controller cache
controller, and 82491 Cache SRAbache memories. In the CPU, BRDY# provides the
BRDY# function described in thBentiund Processor Developer's Manua&l,olume 1. In

the 82491 Cache SRAM memories, BRDY# increments the CPU latch burst counter.

During CPU initiated memory bus read cycles, BRDY# advances the 82491 SRéhé
CPU latch burst counter to allow the next 64-bit read data slice to be available on the CPL
data bus. At the same time, BRDY# latches the previous data slice into the CPU.

With the exception of I/O cycles, BRDY# is not needed during writes because the cache
posts CPU write cycles.

During special CPU cycles and I/O cycles, BRDY# is used to end the CPU cycle.

BRDY# must not be asserted until the bus is granted (until BGT# is asserted) and until the
data path is ready for transfers (until data is valid-CDTS# is asserted).

When Sampled

BRDY# is sampled by the CPU, 82496 Cache Controller and 82491 G&thl! at every
CLK edge. BRDY# must alwaymeet proper set-up and hold timé&RDY# assertion
advances the CPU latch counter in the 82491 C&&W&M even wherthe CPU latch is not
in use.

5-59



]
HARDWARE INTERFACE I ntel ®

Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# BRDY# must be asserted on the same CLK or after BGT# is asserted.

For Read-Miss cycles, the first BRDY# must be > 1 + 4*LR CLKs from the last
SNPCYC# before BGT#. (Note: LR=Line Ratio).

BRDY# (N-1) For Read-Miss cycles, the first BRDY# of cycle N must be > 4*LR CLKs from the
first BRDY# of cycle N-1. (Note: LR=Line Ratio).

CDTS# BRDY# must be asserted after CDTS# is asserted.

CRDY# On CPU read cycles, the last BRDY# (LBRDY#) of Cycle N must be activated prior
to the CRDY# of cycle N+1.

KWEND# BRDY# of a non-cacheable 82496 Cache Controller cycles (MKEN# returned
inactive) which is cacheable by the Pentium® processor (active CACHE#), must be
issued after KWEND# (at which time KEN# is valid).

MEOCH# MEOCH# for cycle N+1 must be asserted at least one CLK after the last BRDY# of
cycle N.

SNPCYC# For Read-Miss cycles, the first BRDY# must be > 1 + 4*LR CLKs from the last

SNPCYC# before BGT#. (Note: LR=Line Ratio).
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5.2.2.18. BRDYC#

BRDYC# Burst Ready Cache

Data input and output control signal.

Input to Pentium® processor (pin LO3) and 82491 Cache SRAM (pin 61)

Synchronous to CLK

Signal Description
See BRDYC1# and BRDYC2# signal descriptions.
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5.2.2.19. BRDYC1#

BRDYC1#

Burst Ready Cache 1

Data input and output control signal.

Output from 82496 Cache Controller (pin E16), to Pentium® processor BRDYC#
Input

Synchronous to CLK

Signal Description

The 82496 Cache Controller burst ready output indicates to the Pentium processor that the
82496 Cache Controller/82491 Cache SRAlthe subsystem has either presented data to
the CPU or accepted data from the CPU.

When Driven

BRDYC1# is driven during non-locked read hit cycles when data from the 82491 Cache
SRAM is read orthe CPU bus. BRDYC1# is driven during write cycles when the 82491
Cache SRAM write buffer and/or 82491 Cache SRAM array is availaldecept the write

data.

Relation to Other Signals

Pin Symbol Relation to Other Signals
BRDYC# (processor) | BRDYC1# is connected to the CPU BRDYC# input.
BRDYC2# BRDYC1# and BRDYC2# are logically equivalent.
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5.2.2.20. BRDYC2#

BRDYC2# Burst Ready Cache 2

Data input and output control signal.

Output from 82496 Cache Controller (pin G15) to 82491 Cache SRAM BRDYC#
Input

Synchronous to CLK

Signal Description

The 82496 Cache Controller burst ready output indicates to the 82491 ERéM: SRAMs
that the 82496 Cache Controller/82491 CaSiRAM cache subsystem has either presented
data to the CPU or accepted data from the CPU.

When Driven

BRDYC2# is driven during non-locked read hit cycles when data from the 82491 Cache
SRAM is read orthe CPU bus. BRDYC2# is driven during write cycles when the 82491
Cache SRAM write buffer and/or 82491 Cache SRAM array is availaldecept the write

data.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDYC# (82491 BRDYC2# is connected to the 82491 Cache SRAM BRDYC# input.
Cache SRAM)

BRDYC1# BRDYC2# and BRDYCZ1# are logically equivalent.
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5.2.2.21. BREQ

BREQ Bus Request

Indicates that the Pentium® processor has generated a bus request.

Output from Pentium processor (pin V02)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.22.  BT[3:0]

BT[3:0] Branch Trace Address bits

Provides bits 0-2 of the branch target linear address and the default operand size
during a Branch Trace Message Special Cycle.

Output from Pentium® processor (pins: W20, TO7, W21, T08)
Input to 82496 Cache Controller (pins: A10, A12, A14, A16)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
these signals.

The system designer has the option to either connect or leave unconnected the BT[3:0] pin
between the Pentium processor and the 82496 Cache Controller.

If the BT[3:0] pins are left connected between the Pentium process@nd the 82496
Cache Controller, the MBT[3:0] outputs of the cache controller reflect a latched version of
the BT[3:0] inputs during Branch Trace Message Special Cycles.

If the BT[3:0] pins are left unconnected between the Pentium processand the 82496
Cache Controller, external pulldowns must be connected to the BT[3:0] pins of the 82496
Cache Controller during normal operation. The system designer may then monitor the
BT[3:0] outputs of the Pentium processor during Branch Trace Message Special Cycles.

Relation to Other Signals

Pin Symbol Relation to Other Signals

MBT[3:0] The 82496 Cache Controller MBT[3:0] outputs reflect the BT[3:0] inputs during
Branch Trace Message Special Cycles.
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5.2.2.23. BUS#

BUS# Bus/Array Select

Multiplexes memory bus or array path to Pentium® processor/82491 Cache SRAM
bus.

Output from 82496 Cache Controller (pin Q17), Input to 82491 Cache SRAM (pin 40)

Synchronous to CLK

Signal Description

BUS# controls the selection of CPU buffer data during read operations. When this pin is
sampled active, the 82491 CacBRAM will set an internal mux sthat CPU read data
comes from the memory bus (memory cycle buffers) instead of the array. The internal mux
will stay in this condition until BRDY#*BLAST#.

This signal is used, for example, during locked read hits which hit a modified line in the
82496 Cache Controller/82491 Cache SRAAthe. In these cases data must come from the
82491 Cache SRAM array (BUS# inactive) even thotlgh read cycle goes out to the
memory bus.

BUS# has no meaning during write cycles.

Relation to Other Signals
None.
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5.2.2.24. BUSCHK#

BUSCHK# Bus Cycle Check

Indicates an unsuccessful completion of a bus cycle.

Input to Pentium® processor (pin TO3)

Synchronous to CLK

Signal Description

To configure the 1/O buffers of the Pentium processor for use with the 82496 Cache
Controller/82491 Cache SRAM secondanche as a chip s&JUSCHK# must be driven by

the MBC to the value shown in Table 4-1 (refer to section 4.1.1 at least 4 CPU clocks prior tc
the falling edge of RESET.

To simplify the configuration process, the Pentium proceB&IBCHK# inputcan be tied to

the inverse of RESET with a 0 ohm resistor in the path. The purpose of the resistor is tc
allow changing the polarity with minimal impact of the system design. If the resistor is

removed, this input is high due to the internal pullup resistor. If the resistor is in the circuit,
the input is low (inverse of the active RESET).

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.25. CACHE#

CACHE# Pentium® processor Internal Caching Indication

Indicates Pentium processor internal cacheability attribute.

Output from Pentium processor (pin JO4), Input to 82496 Cache Controller (pin H15)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.26. CADS#

CADS# Cache Address Strobe

Indicates beginning of a memory bus cycle.

Output from 82496 Cache Controller (pin FO4)

Synchronous to CLK

Glitch Free

Signal Description

CADS# requests memory bus cycle execution and indicates that the address (e.g., MSE’
MTAG, MCFA, MAP) andcycle control signals (i.e., CW/R#, CM/IO#, CD/C#, CDTS#,
CCACHE#, CPCD, CPWT, CSCYC, CWAY, PALLC#, RDYSRC, MBE#, MCACHE#,
NENE#, SMLN# and KLOCK#) are valid.

Every memory bus cycle is initiated by CADS# or SNPADS#.

If the 82496 Cache Controller receives a snoop request and reports a hit to a line in [M] stat
before BGT# is asserted, the cycle for which CADS# was issued is aborted and sometime
re-issued after the snoop-writeback has completed. If the current line (e.g., issued by th
stalled CADS#) is invalidated by the snoop, then that CADS# is canceled (i.e., will not be re-
issued after the snoop has completed).

CADS# is a glitch-free signal.

When Driven

CADS# is asserted by the 82496 Cache Controller for exactly one CLK and is always valid.
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Relation to Other Signals

Pin Symbol

Relation to Other Signals

Address and Cycle
Specification Signals

Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.

ADS# Usually CADS# is a 2 CLK delay from Pentium processor ADS# signal.

BGT# Every cycle that is initiated by CADS# requires BGT# and CRDY# inputs from the
MBC.

CDTS# CADS# = CDTS# for all writethrough cycles. Since allocations do not require
BRDY#s to the CPU, the CDTS# of an allocation cycle will always occur with CADS#
of the linefill.

CADS# will occur before or with CDTS# (CADS# <= CDTS#).

CRDY# Every cycle that is initiated by CADS# requires BGT# and CRDY# inputs from the
MBC.

MBRDY# The first MBRDY# must come after CADS# assertion.

SNPADS# The 82496 Cache Controller never asserts CADS# and SNPADS# on the same

CLK. There are always one or more CLKs between CADS# and a following
SNPADS#. There are always one or more CLKs between SNPADS# and a following
CADSH#.
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5.2.2.27. CAHOLD

CAHOLD Cache AHOLD Output

AHOLD output and self-test result.

Output from 82496 Cache Controller (pin HO5)

Synchronous to CLK

Signal Description

CAHOLD reflects the AHOLD input to the Pentium processor (which is generated by the
82496 Cache Controller).

When the Pentium processor AHOLD is asserted, CAHOLD is also asserted. CAHOLD can
be monitored by the MBC to determine when the 82496 Cache Controller is performing CPU
inquires and back-invalidations. It can also be used to determine when to return BRDY# tc
the CPU for Flush and Writeback special cycles.

CAHOLD is used during 82496 Cache Controller self-test to indicate the pass/fail condition.
It can be sampled in the CLK after the deassertioRSIOUT# to determine the success or
failure of BIST. CAHOLD high indicates the successful completion of BIST.

When Driven

CAHOLD is always at a valid logic level. CAHOLD is asserted whenever AHOLD is
asserted to the CPU.

During BIST, CAHOLD is driven low immediately upon the detection of an error (even
before FSIOUT# goes inactive).

Relation to Other Signals

Pin Symbol Relation to Other Signals

AHOLD Except during 82496 Cache Controller self-test, CAHOLD reflects the value of
AHOLD (with no delay).
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5.2.2.28. CCACHE#

CCACHE#

Latched Pentium® processor CACHE# signal

A latched version of the Pentium processor CACHE# output signal.

Output from 82496 Cache Controller (pin HO1)

Synchronous to CLK

Signal Description

CCACHEH# reflects the Pentium processor CACHE# output signal during a CPU cycle on the
memory bus. CCACHE# is active (LOW) during CPU writebacks and CPU cacheable reads.
CCACHE# is undefined for 82496 Cache Controller writeback, snoop writeback, and

allocation cycles.

CCACHE# is used by the MBC to determine the number of BRDY#s to provide to the CPU.

See Table 5-2.

Table 5-2. CCACHE# Use in Determining the Number of BRDY#s

Number of BRDY#s CCACHE# Read-Only CD/C#
1 1 X X
1 X Yes 1
4 0 Yes 0
4 0 No X

When Driven

CCACHEH# is valid from the CLK of CADS# until the CLK of CRDY# or CNA#.

Relation to Other Signals

Pin Symbol

Relation to Other Signals

CADS#

Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.29. CD/C#

CDI/C# Cache Data/Code

Indicates whether cycle requests code or data.

Output from 82496 Cache Controller (pin E04)

Synchronous to CLK

Signal Description

CD/C#, CW/R# and CM/IO# are 82496 Cache Controller cycle definition signals. CD/C#
indicates whether a bus cycle requests data or code.

CDI/C# is high for 82496 Cache Controller initiated cycles (i.e., 82496 Cache Controller
replacement writeback, 82496 Cache Controller snoop writeback, and allocation).

During read only read miss cycles, CD/C# helps to determine the number of BRDY#s which
the MBC must provide to the CPU. If CD/C# is low, the MBC must provide 4 BRDY#s. If
CD/C# is high, the MBC must provide one BRDY# (non-cacheable by the CPU).

When Driven

CD/C# is valid in the same CLK as CADS# 8®8dPADS#and remains valid until CRDY#
or CNA# is asserted. C/DC# remains undefined in other instances.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.30. CDATA[7:0]

CDATA[7:0] Cache Data Pins

1/O data bus between the 82491 Cache SRAM and the Pentium® processor.

Input/Output between Pentium processor D[63:0] and 82491 Cache SRAM (pins 57,
52, 51, 46, 55, 49, 54, 48)

Synchronous to CLK

Signal Description

The 82491 Cach8RAM CDATA[7:0] signals connect tthe Pentium processor data pins
D[63:0]. The specific data pin connections are cache size and configuration dependent.

For cache configurations which only require 4 MDATA pins, bits &6 used. Unused
CDATA[7:4] pins must be tied to either VSS or VCC through resistors.

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
the Pentium processor D[63:0] signals.

When Driven/Sampled

CDATA[7:0] are sampled with proper valid delays in the CLK that BRDYC# is driven to the
Pentium processor. CDATA[7:0] are driven by the 82491 C&RAM with proper setup
and hold times in the CLK that BRDYC# is driven to the processor. Refer t®ethiéund’
Processor Developer’'s Manualplume 1for data signal driving/sampling requirements.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BE[7:0]# The Pentium® processor Byte Enable outputs are connected to the 82491 Cache
SRAM CDATA[7:4] pins for 82491 Cache SRAMs configured to be data parity
devices. Refer to section 5.1.6.5.

DP[7:0] The Pentium processor data parity signals are connected to the 82491 Cache SRAM
CDATA[3:0] pins for 82491 Cache SRAMs configured to be data parity devices.
Refer to section 5.1.6.5.
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5.2.2.31. CDTS#

CDTS# Cache Data Strobe

Indicates CPU data bus or memory data is available.

Output from 82496 Cache Controller (pin GO5)

Synchronous to CLK

Glitch Free

Signal Description

During read cycles, CDTS# indicates that the CPU data bus path is available in the nex
CLK. CDTS# indicates the earliest period in which BRDY# may be supplied to the CPU.
The first BRDY# can be issued to the processor 1 CLK after CDTS# is sampled active by the
MBC.

During CPU-initiated write cycles, CDTS# indicates that data is available on the memory bus
(the MBC can provide the first MBRDY# in the next CLK).

During writeback and snoop cycles, the 82496 Cache Controller generates CDTS# to indicat
to the MBC that writeback data is valid in the 82491 Ca&8RAM writeback buffer (the
MBC can provide the first MBRDY# in the next CLK).

Note that MBRDY# is sampled by the 82491 Ca8fRAM with MCLK (not CPU CLK). It
is the responsibility of the MBC to ensure that there is one full CPU CLK between CDTS#
driven active and a following MBRDY#.

For processor inquire cycles, CDTS# informs the MBC that the last piece of inquire data is
valid on the CPU bus.

CDTS# enables independent address strobes (CADS&MNRADS#)and data strobes. As
soon as addresses are available, the 82496 Cache Controller caADS# to indicate to

the MBC that a new cycle has begun. This allows memory bus cycles to begin even befort
data is ready to be provided or received.

When Driven
CDTS# is always valid.

CDTS# is asserted with or following CADS# and aB®&PADS# assertion for a duration of
one CLK.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDY# When the MBC samples CDTS# active, it can provide the CPU with read cycle
BRDY# signals in the following CLK.

The first BRDY# must be after CDTS#. (BRDY# > CDTS#).

CADS# CADS# == CDTS# for all writethrough cycles. Since allocations do not require
BRDY#s to the CPU, the CDTS# of an allocation cycle will always occur with CADS#
of the linefill.

CADS# will occur before or with CDTS#. (CADS# <= CDTS#).

CNA# CNA# is recognized between CDTS# and CRDY#. (CDTS# <= CNA# <= CRDY#).

CRDY# CRDY# must be after CDTS#. (CDTS# < CRDY#).

MBRDY# For write cycles, when the MBC samples CDTS# active, it can provide the 82491
Cache SRAM MBRDY#s in the following MCLK.

MDATA[7:0] Write data from the 82491 Cache SRAM will be stable, on the MDATA[7:0] pins (or
the buffer available), with respect to CDTS#.

SNPADS# CDTS# is asserted at least one clock after SNPADS#.
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5.2.2.32.  CFA[6:0],SET[10:0], TAG[11:0]

CFA[6:0], Configurable Address Pins
SET[10:0], Contains the current physical address.
TAG[11:0] Input/Output between Pentium® processor address pins and 82496 Cache Controller

(pins E15, F15, B17, C03, E07, C15, F16, B10, C10, E11, E10, E13, D12, D13, C13,
D15, D14, E14, D06, C02, B02, E08, B03, D08, C04, C05, B04, E09, B05, D09)

Synchronous to CLK

Signal Description

These configurable address pins are connecte@Pid address pins A[31:3]. The specific
address pin connections are configuration dependent. Refer to the Initialization anc
Configuration chapter for additional details.

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
the A[31:3] signals.
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5.2.2.33. CFG[2:0]

CFG[2:0]

Configuration pins

Determine cache characteristics.

Configuration Inputs to 82496 Cache Controller (pins N05, R02, M05)

Synchronous to CLK

Signal Description

CFGJ[2:0] are physical cache configuration inputs that determine cache characteristics such as
line ratio, tag size and lines per sector.

When Sampled

CFG[2:0] are sampled and used as shown in the Initialization and Configuration chapter.
After sampling, CFG[2:0] become cycle progress input signals to the 82496 Cache Controller
and are sampled after CADS# of the first cycle.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET CFG[2:0] are sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
CNA# CFGO shares a pin with CNA#.
KWEND# CFG2 shares a pin with KWEND#.
SWEND# CFGL1 shares a pin with SWEND#.
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5.2.2.34. CLDRV

CLDRV 82491 Cache SRAM Cache Low Drive

Selects 82496 Cache Controller output driving buffers for 82491 Cache SRAM
signals.

Configuration Input to 82496 Cache Controller (pin N04)

Synchronous to CLK

Signal Description

CLDRYV selects the driving strength of the 82496 Cache Controller buffers that interface to
the 82491 Cache SRAM.

When Sampled

CLDRYV is a configuration input which is sampled as shown in the Initialization and
Configuration chapter. The 82496 Cache Controller to 82491 CaBW#eéV control signals
(BLAST#, BLEC#, BUS#, MAWEA#, MCYC#, WAY, WBA[SEC2#], WBTYP[LRO],
WBWE#[LR1], WRARR#) can be configured for one of two buffers. The buffer selection is
made by using the CLDRV configuration input. CLDRV must be driven by the MBC to the
value shown in Table 4-7 for at least 10 CPU clocks prior to the falling edge of RESET.

After it is sampled, CLDRYV is a "don't care" signal until after CADS# is asserted for the first
time, when it becomes the BGT# pin.

Relation to Other Signals

Pin Symbol Relation to Other Signals

RESET CLDRYV is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.

BGT# CLDRYV shares a pin with BGT#.
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5.2.2.35. CLK

CLK Pentium® processor cache chip set Clock

CPU clock inputs.

Input to Pentium processor (pin K18), 82496 Cache Controller (pin E12), and 82491
Cache SRAM (pin 30)

Signal Description

The CLK input determines the execution rate and timing of the Pentium processor cache chip
set. Pin timings are specified relative to the rising edge of this signal. The CLK input requires
TTL levels for proper operation.
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5.2.2.36. CM/IO#

CM/IO# Cache Memory/IO

Indicates whether current cycle is Memory or I/O.

Output from 82496 Cache Controller (pin EO5)

Synchronous to CLK

Signal Description

CM/IO#, CW/R# and CD/C# are 82496 Cache Controller cycle definition signals which
indicate whether an 82496 Cache Controller bus cycle request accesses memory or |/O.

CM/IO# is high for 82496 Cache Controller initiated cycles (i.e., 82496 Cache Controller
replacement writeback, 82496 Cache Controller snoop writeback, and allocation).

When Driven

CM/IO# is valid in the same CLK as CADS# aSiNPADS#and remains active until
CRDY# or CNA#. CM/IO# is undefined in other situations.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.37. CNA#

CNA#

Cache Next Address Enable

Dynamically pipelines CADS# cycles.

Input to 82496 Cache Controller (pin M05)

Synchronous to CLK

Internal Pull-up

Signal Description

CNA# is used by the MBC to dynamically pipeline CADS# cycles. If CNA# is asserted while
a memory or I/O cycle is pending, CADS# is driven along with the address and attributes of
the next memory or I/O cycle. The 82496 Cache Controller provides one level of pipelining.

CNA# is an optional input for all cycles initiated with CADS#.

When Sampled

CNA# is sampled beginning in the first CLK in which BGT# is sampled active and until
CRDY# is sampled active. Subsequently, CNA# is ignored until BGT# is returned for the

next cycle.

CNA# is ignored during snoop writeback cycles. CNA# is ignored before CDTS# is asserted

by the 82496 Cache Controller.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# CNA# is recognized between BGT# and CRDY# in a given cycle.

CADS# When the 82496 Cache Controller samples CNA# active, it issues CADS# as soon
as possible for the next memory cycle to begin.

CDTS# CNA# is recognized between CDTS# and CRDY#.

CFGO CNA# shares a pin with the CFGO configuration input.

CRDY# CNA# is recognized between CDTS# and CRDY#.
CNA# is recognized between BGT# and CRDY# in a given cycle.
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5.2.2.38. CPCD

CPCD Latched processor PCD pin

A latched version of the Pentium® processor PCD output signal.

Output from 82496 Cache Controller (pin M01)

Synchronous to CLK

Signal Description

CPCD reflects the Pentium processor PCD output signal during a CPU cycle on the memor
bus. CPCD is inactive (LOW) during writebacks, snoop writebacks, and allocations.

CPCD can be used, along with CPWT, to distinguish between write hit to [S] state and write
miss cycles. In all cases PALLC# will be inactive (high). See Table 5-3.

Table 5-3. Using CPCD and CPWT to Determine Write Hit to [S] versus Write Miss

CPCD CPWT Cycle Type
0 0 Write Hit to [S]
0 1 Cacheable Write Miss (Non Allocatable Writethrough)
1 X Non-Cacheable Write Miss

When Driven
CPCD is valid from the CLK of CADS# and SNPADS# until the CLK of CRDY# or CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.39. CPWT

CPWT Latched Pentium® processor PWT pin

A latched version of the Pentium processor PWT output signal.

Output from 82496 Cache Controller (pin KO1)

Synchronous to CLK

Signal Description

CPWT reflects the Pentium processor PWT output signal during a CPU cycle on the memory
bus. CPWT is inactive (LOW) during writebacks, snoop writebacks, and allocations. Write
cycles with PWT active are not allocatable.

CPWT can be used, along with CPCD, to distinguish between write hit to [S] state and write
miss cycles. In all cases PALLC# will be inactive (high). See Table 5-3.

When Driven
CPWT is valid from the CLK of CADS# and SNPADS# until the CLK of CRDY# or CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.40. CRDY#

CRDY# Cache Ready

Ends an 82496 Cache Controller/82491 Cache SRAM cache cycle.

Input to 82496 Cache Controller (pin NO3) and 82491 Cache SRAM (pin 43)

Synchronous to CLK

Signal Description

CRDY# is used by the MBC to end a memory bus cycle. CRDY# indicates full completion of
the cycle and allows the 82496 Cache Controller/82491 C&&wM to free internal
resources for the next cycle. For example, the 82491 Cache SRAM CRDY# intheetdse
memory buffer in use must be emptied (i.e., put in array or discar@&L)Y# also allows
cycle progress signals (BGT#, KWEND#, SWEND#) to be sampled for the next cycle during
pipelining.

CRDY# is required foall 82496 Cache Controller/82491 Cac@®®RAM memory bus cycles,
including snoop-writeback cycles.

When Sampled

CRDY# is always sampled by the 82496 Cache Controller and 82491 Cache SRAM, anc
should be asserted for one CLK only. CRDY# should be inactive except for the 1 CLK width
assertion time for every outstanding memory bus cycle.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# CRDY# follows BGT#.
CRDY# follows BGT# by three CLKs for line fill or allocation cycles.

BRDY# CRDY# for a cycle N+1 must be sampled active after the last BRDY# for cycle N.
CRDY# for cycle N can be before, with, or after the BRDY#(s) for that cycle.

CADS# CRDY# is required for all memory bus cycles initiated by CADS#.

CDTS# CRDY# follows CDTS#.

CNA# CNA# is recognized between BGT#/CDTS# (the later of the two) and CRDY#.

KWEND# CRDY# follows KWEND# for line fill or writethrough cycles with potential allocation
(PALLC#= 0).

MBRDY# For read cycles, MBRDY# fills the memory buffer in use. CRDY# empties the current
memory cycle buffer (read or write cycles) and makes it available for new cycles.

MEOCH# MEOC# for cycle N must be sampled with or before CRDY# for that cycle.
MEOC# for cycle N+1 must be sampled at least one CLK after CRDY# for cycle N.
CRDY# may be asserted with MEOC#, which may be asserted with the last
MBRDY#.

SLFTST# CRDY# shares a pin with the 82496 Cache Controller SLFTST# input.

SNPADS# CRDY# is required for all memory bus cycles initiated by SNPADS#.

SWEND# CRDY# activation represents only the end of the current cycle on the memory bus,
and does not imply the closure of the snooping window (SWEND#).
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5.2.2.41. CSCYC

CSCYC Latched Pentium® processor SCYC pin

A latched version of the Pentium processor SCYC output signal.

Output from 82496 Cache Controller (pin EO1)

Synchronous to CLK

Signal Description

CSCYC reflects the Pentium processor SCYC output signal during a CPU LOCKed cycle or
the memory bus. CSCYC is inactive (LOW) during writebacks, snoop writebacks, and
allocations.

When Driven
CSCYC is valid from the CLK of CADS# an8NPADS#until the CLK of CRDY# or
CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.42. CW/R#

CWI/R#

Cache Write/Read

Indicates whether current cycle is write or read.

Output from 82496 Cache Controller (pin FO5)

Synchronous to CLK

Signal Description

CWI/R#, CD/C# and CM/IO# are 82496 Cache Controller cycle definition signals. CW/R#
indicates whether the 82496 Cache Controller requests a read cycle or a write cycle.

When Driven

CWI/R# is valid with CADS# an@NPADS#and remains valid untii CRDY# or CNA# is

asserted.

Relation to Other Signals

Pin Symbol

Relation to Other Signals

CADS#

Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.43. CWAY

CWAY Cache Way

Indicates WAY used by the current cycle.

Output from 82496 Cache Controller (pin K04)

Synchronous to CLK

Signal Description

CWAY is a cycle definition signal which indicates to the MBC the WAY used by the
requested cycle. During line fills, CWAY indicated the WAY in which the line is filled.
During write-hits (to [S] state or LOCKed), CWAY indicates the WAY which was hit.
During writebacks, CWAY indicates the WAY that was written back.

CWAY can be utilized by external tracking machines to maintain a set of duplicate tags tha
can accurately duplicate 82496 Cache Controller tags.

When Driven
CWAY is valid with CADS# and remains valid until CRDY# or CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.44. D/C#

D/C# Data/Code

Cycle decode signal.

Output from Pentium® processor (pin V04), Input to 82496 Cache Controller (pin J15)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.45.  D[63:0]

D[63:0] Pentium® processor Data Pins

CPU data bus pins.

Input/Output between Pentium processor (pins H18, J19, K19, L19, H19, J18, F20,
H21, G19, E20, G18, C21, F18, C20, F19, B21, B20, E18, A21, D21, A20, D20, B19,
D14, D15, D19, D16, C18, D17, C19, C17, D10, C10, D12, C09, D11, D09, C11,
C08, B10, A10, C07, C16, D07, C15, C06, B09, D06, D05, D13, D04, C14, E05,
C13, C12, F04, G04, B04, G03, C04, F03, E04, E03, D03) and 82491 Cache SRAM
CDATA[7:0] pins.

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.

These pins are connected to the 82491 C&RAM CDATA][7:0] pins. The specific data
pin connections are configuration dependent. Refer to the Configuration chapter for
additional details.
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5.2.2.46. DP[7:0]

DP[7:0] Data Parity Pins

CPU data bus Even Byte parity.

Input/Output between Pentium® processor (pins E21, E19, A19, D18, D08, A09,
C05, HO04) and 82491 Cache SRAM CDATA[3:0] pins.

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CDATA[3:0] The Pentium® processor Data parity signals are connected to the 82491 Cache
SRAM CDATA[3:0] pins for 82491 Cache SRAMs configured to be data parity
devices. Refer to section 5.1.6.5.
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5.2.2.47. DRCTM#

DRCTM# Memory Bus Direct to [M] State

Signals 82496 Cache Controller to place cached line directly into [M] state.

Input to 82496 Cache Controller (pin NO2)

Synchronous to CLK

Internal Pull-up

Signal Description

DRCTM# is a memory bus input to the 82496 Cache Controller. When DRCTM# is sampled
active at the end of the snooping window (while SWEND# is active), the 82496 Cache
Controller moves the line being filled directly to the [M] state. Read-Only and Writethrough
cycles will ignore DRCTM# since the only valid tag states are [I] and [S].

If MRO# is sampled active during KWEND#, or MWB/WT# is sampled Low during
SWEND#, DRCTM# is ignored.

DRCTM# is used in three circumstances:

1. Tosimplify external state trackindgxternal tracking devices can only track [M], [S] and
[1] states. The [E] state can not be tracked externally because cache write hits internally
change [E] lines to the [M] state. DRCTM# can be used to eliminate the [E] state from
the MESI protocol.

NOTE

Usage of DRCTM# to avoid [E] states may be in conflict withSNPCNA
cycle attribute. Snoops witBNPNCA may cause an [E] state transition.
Usage of DRCTM# to avoid [E] states may also be in conflict with the
SYNC operation. SYNC cycles move an [M] stditee to [E]. Refer to
Tables 3-4 and 3-6.

2. Inread for ownershipDuring write misses with allocation, the MBC may keep write
data in the 82491 Cach8RAM buffer rather than write it to memory. When the
allocation is initiated, due to MFRZ# being sampled active during MEOC# of the write
miss cycle, the read data fills the area surrounding the data from the write in the memon
cycle buffer. Subsequently, the memory cycle buffer contents are written to the 82491
Cache SRAM arrayThe cache would normally tag this data in the [E] state because the
cache assumes that the data was written to main memory. Because the data has be
modified, DRCTM# must be asserted to the 82496 Cache Controller.
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3. In cache-to-cache transferslere, one cache supplies modified data to another without
updating main memory, providing the cache receiving the transfer with modified data.
Since the MESI modified state [M] implies modified and exclusive, the supplying cache
must invalidate its copy (using SNPINV) athet receiving cache must use DRCTM# to
override the default [E] state. Otherwise, the MESI protocol would be violated for both

caches.

When Sampled

DRCTM# is synchronous to CLK and is only sampled with SWEND# (at the end of the
snooping window). At other times, DRCTM# is ignored and is not required to meet set-up
and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals

MRO# If MRO# is sampled active during KWEND#, or MWB/WT# is sampled Low during
SWEND#, DRCTM# is ignored.

MWB/WT# DRCTM# and MWB/WT# (write policy) together define the memory bus attributes
and are sampled on CLK at the end of the snooping window (when SWEND# is
active).

If MRO# is sampled active during KWEND#, or MWB/WT# is sampled Low during
SWEND#, DRCTM# is ignored.
SWEND# DRCTM# and MWB/WT# are sampled with SWEND#.
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5.2.2.48. EADS#

EADS# External CPU Address Strobe

Indicates a valid external address is being driven.

Output of 82496 Cache Controller (pin K16), Input to Pentium® processor (pin M03)

Synchronous to CLK

Signal Description

EADS# indicates that a valid external address has been driven onto the Pentium process
address pins by the 82496 Cache Controller. This address should be used to perform
Pentium processor internal cache invalidation (INV active) or inquire cycle.

When Sampled

EADS# is driven to the Pentium processor when the 82496 Cache Controller has the back
invalidation or inquire address ready on the CPU address bus.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CFA, SET, TAG, AP | When EADS# is driven active to the CPU, the CPU address is also valid (CFA, SET,
TAG, AP).
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5.2.2.49. EWBE#

EWBE# External Writeback Buffer Empty

Indicates that a Pentium® processor write cycle is pending in the second level cache.

Output of 82496 Cache Controller (pin T03), Input to Pentium processor (pin A03)

Synchronous to CLK

Signal Description

EWBE# inactive indicates that a writethrough cycle is posted in the 82496 Cache
Controller/82491 Cache SRAM cache.

When Sampled

EWBE# goes inactive (high) in the CLK followingDS# active for a write cycle, and goes
active (low) when the posted write received BGT# from the MBC.

When the 82496 Cache Controller is configured in weak write ordering mode, EWBE# is
always driven active by the 82496 Cache Controller.

Relation to Other Signals
None.
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5.2.2.50. FERR#

FERR# Floating-Point Error

Floating-point error reporting.

Output from Pentium® processor (pin HO3)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.51. FLUSH#

FLUSH# Cache Flush

Causes a Pentium® processor and/or 82496 Cache Controller cache flush.

Input to 82496 Cache Controller (pin P05), and Pentium processor (pin U02)

Asynchronous

82496 Cache Controller internal Pull-up

Signal Description

82496 Cache Controller FLUSH# invalidates the entire 82496 Cache Controller and Pentium
processor tag arrays. Two clocks are required to lookup a tag entry if the result is a miss. The
82496 Cache Controller also invalidates tags in the CPU cache by executing inquire and
back-invalidation cycles to the Pentium processor. All modified first and second-level cache
lines will be written to memory.

There are two reasons for potentially wanting to asserCilg FLUSH# in addition to the

82496 Cache Controller FLUSH#. One, if the MBC wants to see the processor flush
acknowledge special cycle, and two, to assure that no Pentium processor cache hits are
occurring once FLUSH# has been asserted to the 82496 Cache Controller. This is because the
82496 Cache Controller flush operation does not inhibit Pentium processor cache hit
operations. For optimum performance, issue FLUSH# to only the 82496 Cache Controller.

When the MBC decodes a Pentium processor Flush (due tdN¥B or WBINVD
instructions) or Writeback (due to the WBINVD instruction) special cycle, it must provide
FLUSH# to the 82496 Cache Controller. The 82496 Cache Controller/82491 SRéthé

treats Flush and Writeback special cycles like 1/0 cycles. They are not posted, and the MBC
must provide BRDY#. The WBINVD instruction causes the Pentium processor to issue the
Flush special cycle followed by the Writeback special cycle.

The 82496 Cache Controller/82491 Ca&8iRAM second-levetache can be snooped during
the flush operation. The snooping protocols are the same as with any memory bus cycle.

When Sampled

FLUSH#can be asserted at any time. The 82496 Cache Controller completes all outstanding
transactions on the CPU and memory bus before beginning the flush operation (namely, all
BRDY#s and CRDY#s have been provided for outstanding memory bus cycles). The memory
bus controller does not have to prevent flushing during locked cycles because the 82496
Cache Controller completes locked transactions before the flush begins.

Once a flush has begun (FSIOUT# active), FLUSH# is ignored until the operation completes.
If RESET is activated while the flush is in progress, the flush is aborted and RESET is
executed immediately.

FLUSH# is an asynchronous input. FLUSH# must have a pulse width of at least two CLKSs to
ensure recognition by the 82496 Cache Controller.
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Relation to Other Signals

Pin Symbol

Relation to Other Signals

ADS#

To initiate a FLUSH, the 82496 Cache Controller completes all pending cycles and
prevents the Pentium processor from issuing ADS# while the flush is in progress.

BRDY#

To insure that the Pentium® processor will not generate an additional bus cycle (code
prefetch or page table read) following the INVD or WBINVD instructions, the MBC
must delay BRDY# to the 82496 Cache Controller/82491 Cache SRAM for the Flush
and Writeback special cycles until it recognizes CAHOLD asserted. Having the MBC
Wait to complete the CPU special cycles until the flush operation has been internally
recognized by the 82496 Cache Controller insures that no additional CPU or 82496
Cache Controller cycles are generated. Note that the Pentium processor will not
pipeline any cycle into a Flush or Writeback special cycle.

CADS#

Once FLUSH# has begun and FSIOUT# is active, all CADS# and CRDY# signals
correspond to writebacks caused by the flush operation.

CAHOLD

See BRDY#.

CRDY#

Once FLUSH# has begun and FSIOUT# is active, all CADS# and CRDY# signals
correspond to writebacks caused by the flush operation.

FSIOUT#

The FSIOUT# 82496 Cache Controller output is used to indicate the start and end of
the flush. It is asserted when FLUSH# is internally recognized (all outstanding cycles
have completed) and deasserted after the last line is invalidated. If the last line was a
hit to [M], the FSIOUT# is deasserted after CRDY# of the writeback.

The 82496 Cache Controller flush operation is complete when FSIOUT# becomes
inactive.

FLUSH# is ignored while FSIOUT# is active for an initialization or a previous flush
operation.

RESET

FLUSH# must be driven HIGH to the 82496 Cache Controller during RESET for
proper Pentium processor/82496 Cache Controller operation.
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5.2.2.52. FRCMC#

FRCMC# Functional Redundancy Checking Mode

Indicates either master or checker mode.

Input to Pentium® processor (pin M19)

Asynchronous

Signal Description

When using the 82496 Cache Controller/82491 Ca8RAM secondlevel cache, the
Pentium processor must be configured as a Master Device. Therefore, FRCMC# must be tied
HIGH.

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.53. FSIOUT#

FSIOUT# Flush, Sync, Initialization

Indicates beginning/end of Flush, Sync, Initialization (including self test) operations.

Output from 82496 Cache Controller (pin E02)

Synchronous to CLK

Signal Description

This signal indicates the start and the end of a flush, sync or initialization operations
(including self-test, if requested). These operations are never active simultaneously. Th
signal is activated when one of the three operations begins, and goes inactive when th
operation is complete.

FSIOUT# active indicates that either Flush, Sync or Initialization operation is in progress.
Only one of these operations can take place at a time in the 82496 Cache Controller. Tab
5-4 shows the priorities of these three operations.

Table 5-4. FSIOUT# Operation Priorities

Operation Initiating Signal Priority
Initialization RESET Highest
Flush FLUSH#
Sync SYNC# Lowest

If a signal of Higher priority is asserted while a lower priority operation is in progress, then
the lower priority operation is aborted and the higher priority operation is executed. If a
signal of lower priority is asserted when a higher priority operation is taking place, the lower
priority signal is ignored. Once a FLUSH# or SYNC# operation has begun, its trigger signal
is ignored until the operation completes.

When a higher priority operation aborts a lower priority one, FSIOUT# remains active.

When Driven

This signal is asserted whenever a flush, sync or initialization operation is internally
recognized by the 82496 Cache Controller.

FSIOUT# remains asserted until the end of the flush, sync or initialization operation. It is
deasserted after the last line is handled. If the last line is a hit to [M], then FSIOUT# is
deasserted after the CRDY# of the writeback.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
FLUSH# Since RESET, FLUSH#, and SYNC# are all asynchronous, FSIOUT# is activated
RESET when the 82496 Cache Controller is actually executing the operation. For BIST,
SYNC# CAHOLD indicates the error results.
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5.2.2.54. HIGHZ#

HIGHZ# High Impedance

Causes 82496 Cache Controller outputs to be tri-stated.

Configuration Input to 82496 Cache Controller (pin Q05)

Synchronous to CLK

Signal Description

If SLFTST# is active while HIGHZ# is inactive during RESET, the 82496 Cache Controller
cache controller enters self-test. If SLFTST# and HIGHZ# are both sampled active during
RESET, the 82496 Cache Controller floats all 82496 Cache Controller output asigri&s

until the next RESET. If SLFTST# is inactive, a normal initialization occurs. See Table 5-5.

Table 5-5. Actions Based on 82496 Cache Controller Configuration Test Inputs
(HIGHZ# and SLFTST#)

HIGHZ# SLFTST# Action Taken by 82496 Cache Controller
1 0 Self-Test (BIST)
0 0 Outputs and 1/O Floated (High-Z)
X 1 Normal Initialization (Reset)

When Sampled

HIGHZ# is sampled as shown in the Initialization and Configuration chapter. HIGHZ# is a
"don't care" until the 82496 Cache Controller/82491 CaBfRAM RESET sequence
completes with FSIOUT# going inactive, when it becomes the MBALE pin.

Relation to Other Signals

Pin Symbol Relation to Other Signals

RESET HIGHZ# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.

SLFTST# HIGHZ# and SLFTST# determine if either normal 82496 Cache Controller BIST is
executed or tri-state test mode is entered.

MBALE HIGHZ# shares a pin with MBALE. 82496 Cache Controller outputs and 1/O signals
are tri-stated when HIGHZ# and SLFTST# are both sampled active during RESET.
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5.2.2.55. HIT#

HIT# Hit to a CPU Cache Line

Indicates a hit to a line in the Pentium® processor data or code caches.

Output from Pentium processor (pin W02)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.56. HITM#

HITM# Hit to a Modified Line

Indicates a hit to a Modified line in the Pentium® processor data cache.

Output from Pentium processor (pin M04), Input to 82496 Cache Controller (pin
E18), Input to 82491 Cache SRAM (pin 62)

Synchronous to CLK

82491 Cache SRAM internal Pull-up

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal.
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5.2.2.57. HLDA

HLDA Pentium® processor Hold Acknowledge

Provides the Hold Acknowledge handshake from the CPU.

Output from Pentium processor (pin Q03)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.58. HOLD

HOLD Pentium® processor Hold

Provides the Hold handshake to the CPU.

Input to Pentium processor (pin VO05)

Synchronous to CLK

Signal Description

Refer to thePentiun¥ Processor Developer’'s Manualplume 1for a detailed description of
this signal.

5-107



]
HARDWARE INTERFACE I ntel ®

5.2.2.59. IBT

IBT Instruction Branch Taken

Indicates that a branch was taken.

Output from Pentium® processor (pin T19)

Asynchronous

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.60. IERR#

IERR# Internal Parity and Functional Redundancy Errors

Indicates an internal Parity or Functional Redundancy error occurred.

Output from Pentium® processor (pin C02)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.61. IGNNE#

IGNNE# Ignore Numeric Error

Ignore floating-point error indication.

Input to Pentium® processor (pin S20)

Asynchronous

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.62. INIT

INIT Initialization

Forces the Pentium® processor to begin execution at a known state.

Input to Pentium processor (pin T20)

Asynchronous

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.63. INTR

INTR Maskable Interrupt

Maskable interrupt request to the Pentium® processor.

Input to Pentium processor (pin N18)

Asynchronous

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.64. INV

INV Pentium® processor Cache Invalidation Request

Indicates a request to invalidate the CPU cache line.

Output from 82496 Cache Controller (pin L16), Input to Pentium processor (pin A01)

Synchronous to CLK

Signal Description

INV is an 82496 Cache Controller output which indicates a request to force the Pentium
processor cache line to an invalid state if the inquire or back-invalidation hits the first level
cache.

INV is driven active to the CPU wheBNPINV is sampledactive by the 82496 Cache
Controller and during replacements of modified lines in the 82496 Cache Controller/82491
Cache SRAM cache (for example, when a replacement occurs as a result of a linefill).

When Driven

INV is driven to a valid level by the 82496 Cache Controller in the same CLK as EADS# and
is a "don't care" at all other times.

Relation to Other Signals

Pin Symbol Relation to Other Signals

EADS# INV is driven with EADS# to the CPU.
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5.2.2.65. IPERR#

IPERR# Internal Parity Error

Indicates that a TagRAM or address path parity error occurred.

Output from 82496 Cache Controller (pin Q01)

Synchronous to CLK

Glitch Free

Signal Description

IPERR# is driven active for 82496 Cache Controller TagRAM parity errors, and for internal
address path parity errors.

Each TagRAM "set" has 41 memory bits: 20 bits for way "0" (15 bits for the tag, 4 for the

line status, and one Read-Only bit), 20 bits for way "1," and one LRU bit. Two parity bits are
associated with each TagRAM set. One parity bit represents the parity information for way
"0" and the other for way "1." Each parity bit is stored adjacent to the 20 bits of the way it
represents (the LRU bit is not covered).

In every lookup cycle, the whole "set" will be read, including the two parity bits. The parity
check will be done outside the TagRAM by regenerating the parity and comparing it to the
read parity bits. In case of an error, the IPERR# signal will be activated.

The parity bits are written in every TagRAM cycle which causes "set" data modification.
Since many of the cycles do partial updates (e.g., a snoop which modifies only the line status,
or a write to E which causes a state transition to M), the 82496 Cache Controller will perform
a Read-Modify-Write cycle to write the parity.

When Driven

IPERR# is always valid and stays active for a minimum of 1 CPU CLK. If internal parity
error checking is desired, IPERR# should always be monitored by the MBC. Since internal
parity can be affected by data path errors as well as internal lookups, this internal parity is
always valid.

IPERR# is inactive during RESET.

Relation to Other Signals
None.
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U U-Pipeline Instruction

Indicates completion of an instruction in the U-pipeline.

Output from Pentium® processor (pin J02)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.67. v

\ V-Pipeline Instruction

Indicates completion of an instruction in the V-pipeline.

Output from Pentium® processor (pin BO1)

Synchronous to CLK

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.68. KEN#

KEN# Cache Enable

Indicates the cacheability of the cycle to the CPU.

Output from 82496 Cache Controller (pin E17), Input to Pentium® processor (pin JO3)

Synchronous to CLK

Signal Description

This is the cache enable pin. It is used to indicate to the Pentium processor that the curre
cycle is cacheable or not. KEN# is an output of the 82496 Cache Controller and is connecte
to the Pentium processor KEN# input. KEN# is normally active and will be deactivated as a
function of MKEN# (memory bus cacheability), MRO# (memory bus read only), and D/C#
(data or code). KEN# is also determined by the values of CACHE# and LOCK# from the
CPU.

When Driven
KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes first).
Table 5-6 summarizes the cases when KEN# is active and inactive.

Table 5-6. KEN# Operation

Cycle Type KEN# Note
Locked cycles 1 3
/0 X
Memory Write X
Pentium® processor Non-Cacheable (CACHE#=1) cycles 1 3
Non-Cacheable Read Miss X
Cacheable Code Read Miss 0 1
Cacheable Code Read Hit 0
Cacheable Data Read Miss (MRO# sampled inactive) 0 1
Cacheable Data Read Miss (MRO# sampled active) 1 1
Cacheable Data Read Hit (TRO inactive) 0 2
Cacheable Data Read Hit (TRO active) 1 2

NOTES:
1. MKEN# sampled active. If MKEN# is sampled inactive, KEN# will be driven inactive for all cases.
2. TRO = 82496 Cache Controller tagRAM Read Only bit.
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3. KEN# will be returned inactive for any cycle in which the 82496 Cache Controller samples CACHE#
inactive (i.e., locked and Pentium processor non-cacheable cycles)

Relation to Other Signals

Pin Symbol Relation to Other Signals

CACHE# KEN# is driven inactive during cycles in which the 82496 Cache Controller samples
CACHE# inactive.

D/C# KEN# is driven inactive during data (D/C#=1) read cycles with MRO# sampled
active.

BRDYC# KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes
first).

LOCK# KEN# is always driven inactive during locked cycles.

MKEN# If MKEN# is sampled inactive by the 82496 Cache Controller, the KEN# will be
driven inactive to the CPU.

MRO# KEN# is driven inactive during data read cycles with MRO# sampled active.

NA# KEN# is valid with either NA# or the first BRDY# of the cycle (whichever comes first)
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5.2.2.69. KLOCK#

KLOCK# 82496 Cache Controller LOCK#

Request for LOCKed cycle.

Output from 82496 Cache Controller (pin D04)

Synchronous to CLK

Glitch Free

Signal Description

KLOCK# indicates an 82496 Cache Controller request for the MBC to execute a locked
cycle. KLOCK# follows the CPU LOCK# request.

KLOCK# is simply a one-CLK flow-through version of the CPU LOCK# signal if the
Memory Bus is free. The 82496 Cache Controller activates KLOCK# with CADS# of the
first cycle of a LOCKed operation and remains active through CADS# of the last cycle of the
LOCKed operation (i.e., the write of a processor read-modify-write sequence) (see Figure
5-26).

Unlike the Intel486 DX CPU, the Pentium processor automatically inserts at least one idle
clock between two consecutive locked operations to allow the LOCK# and KLOCK# signals
to be sampled inactive by the 82496 Cache Controller and MBC respectively.

KLOCK# activation is not qualified by the tag array look-up (hit/miss indications). As a
result, KLOCK# may be active before CADS# is asserted.

LOCK# |
KLOCK# /

CADS#

CDB97

Figure 5-26. KLOCK# to LOCK# Relationship

When Driven

KLOCK# is asserted with CADS# for cycles in which LOCK# was asserted by the Pentium
processor with ADS#. KLOCK# de-assertion is a flow-through of one CLK from the CPU
LOCK# signal and occurs at least one CLK after the last CADS# in a LOCKed sequence.
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Relation to Other Signals

Pin Symbol

Relation to Other Signals

CADS#

Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,

MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.70. KWEND#

KWEND# Cacheability Window End

Closes the 82496 Cache Controller cacheability window.

Input to 82496 Cache Controller (pin NO5)

Synchronous to CLK

Internal Pull-up

Signal Description

KWEND# is a cycle progress input which closes the cacheability window opened with
CADS#, and causes the MKEN# and MRO# cacheability attributes to be sampled.

KWEND# should be asserted by the MBC once the memory address has been decoded a
MKEN# (cacheability) and MRO# (read-only) attributes have been determined.

Resolving KWEND# quickly allows the non-snoopable window between BGT# and
SWEND# to be closed more quickly. KWEND# activation also allows the 82496 Cache
Controller to start allocations and begin replacements.

When Sampled

KWEND# is sampled by the 82496 Cache Controller on the CLK in which BGT# is sampled
active or on the following CLKs. Once KWEND# is sampled active, it is not sampled again
until BGT# of the next cycle.

BGT#, KWEND# and SWEND# may be asserted on the same CLK edge.

KWEND# need only be activated for cycles requiring MKEN# and MRO# to be sampled
(i.e., cacheable read misses and write cycles with potential allocate).
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# KWEND# is sampled on or after BGT# assertion.

BRDY# KWEND# must be asserted at least 1 CLK before the first BRDY# for those cycles in
which the CPU samples KEN# (KWEND# < FBRDY#).

BRDY# of a non-cacheable 82496 Cache Controller cycles (MKEN# returned
inactive) which is cacheable by the Pentium® processor (active CACHE#), must be
issued after KWEND# (at which time KEN# is valid).

CFG2 KWEND# shares a pin with CFG2.

CRDY# Cycle progress implication rules specify that CRDY# must be asserted for at least
one CLK after KWEND# for cacheable read misses and writethrough cycles with
potential allocate.

MKEN# When KWEND# is activated, MKEN# and MRO# are sampled.

MRO# When KWEND# is activated, MKEN# and MRO# are sampled.

SWEND# KWEND# allows SWEND# to be sampled. SWEND# is sampled by the 82496

Cache Controller in the clock in which KWEND# is asserted, and in subsequent
clocks.
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5.2.2.71. LOCK#

LOCK# Cycle lock

Indicates that the current bus cycle is locked.

Output from Pentium® processor (pin V03), Input to 82496 Cache Controller (pin
C17)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.72.  LR[1:0]

LR[1:0] Line Ratio Pins

Indicates the line ratio configuration information.

Configuration Outputs from 82496 Cache Controller (pins N16, P16), Inputs to 82491
Cache SRAM (pins 39, 37)

Synchronous to CLK

Signal Description

The LR[1:0] signals indicate to the 82491 Ca&iRAM whichline ratio has been selected
by the MBC. Table 5-7 shows the line ratios selected by LR[1:0]. LREk®]driven by the
82496 Cache Controller to the 82491 Cache SRAM during RESET.

Table 5-7. 82491 Cache SRAM Line Ratio Configuration with LR[1:0]

LR1 LRO Line Ratio
0 0 1
0 1 2
1 0 4

Relation to Other Signals

Pin Symbol Relation to Other Signals

WBTYP LRO shares pins with the 82496 Cache Controller WBTYP output and the 82491
Cache SRAM WBTYP input signals.

WBWE# LR1 shares pins with the 82496 Cache Controller WBWE# output and the 82491
Cache SRAM WBWE# input signals.
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5.2.2.73. M/IO#

M/10# Memory or 1/0

Indicates that the current cycle is either memory or 1/O.

Output from Pentium® processor (pin A02), Input to 82496 Cache Controller (pin
G17)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal.
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5.2.2.74. MALDRV

MALDRV

Memory Address Low Drive

Selects the low-capacitance address drivers.

Configuration input to 82496 Cache Controller (pin R05)

Synchronous to CLK

Signal Description

The 82496 Cache Controller memory bus address signals, MCFA[6:0], MSET[10:0],
MTAGJ[11:0], and MAPcan be configured for one of two buffers. The buffer selection
depends upon the load on these signals and should be based on simulation results of these
signals driving that load. The 82496 Cache Controller configuration input, MALDRYV, is
used to select the buffer. Refer to Table 7-14 for the buffer selection specifications, and the
appropriate value of MALDRV.

When Sampled

MALDRY is sampled as shown in the Initialization and Configuration ChaptAt.DRV
becomes the SYNC# input after RESET goes inactive.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET MALDRY is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
SYNC# MALDRY shares a pin with SYNC#.

5-126



]
I ntel ® HARDWARE INTERFACE

5.2.2.75. MALE

MALE Memory Address Latch Enable

Enables memory address outputs.

Input to 82496 Cache Controller (pin R03)

Asynchronous

Signal Description

The 82496 Cache Controller contains an address latch which controls the last stage of th
memory address output from the 82496 Cache Controller. The latch is controlled by four
signals: MAOE#, MBAOE#, MALE and MBALE. MALE and MBALE control address
latching: MBALE controls the sub-line (burst) portion, and MALE controls the remainder.
Refer to Table 4-3 in section 4.2.7 for a table (by cache size) showing which memory bus
address signals are controlled by the MALE input.

MALE enables the MBC to control when a subsequent pipelined address is driven. Wher
MALE is HIGH, the 82496 Cache Controller address latch is in flow-through mode, and the
82496 Cache Controller address is available on the memory bus. Any new address issued |
the 82496 Cache Controller will immediately appear at the memory bus. When MALE is
driven low, the address at the input of the latch is latched. Any subsequent address driven t
the 82496 Cache Controller internally is not seen at the memory bus outputs until MALE is
driven HIGH again.

MALE controls address latching and address parity latching WAR) regardless of the
state of MAOE#. When inactive, MAOE# tri-states the memory address bus, and MALE
functions independently of MAOE#.

When Sampled

MALE is asynchronous and can be asserted or de-asserted at any time. MALE should alway
be driven to a valid state because it directly controls address latch operation.

Relation to Other Signals

Pin Symbol Relation to Other Signals
MAOE#/MBAOE# MAOE# and MBAOE# do not affect the operation of MALE or MBALE.
MAP MALE controls the latch enable of the memory bus line address parity (MAP) input.
MBALE MALE and MBALE together control latching of the entire 82496 Cache Controller
memory address output.
WWOR# MALE shares a pin with the WWOR# configuration pin.
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5.2.2.76. MAOE#

MAOE# Memory Address Output Enable

Tri-states or enables memory address outputs.

Input to 82496 Cache Controller (pin TO5)

Asynchronous except during snoop cycles (See SNPSTB#)

Signal Description

The 82496 Cache Controller address latch is controlled by a latch enable input, MALE, and
an output enable input, MAOE#. MAOE# has two main functions. First, driMA@QE#

active enables the 82496 Cache Controller to drive the 82496 Cache Controller address lines
(MSET, MTAG, MCFA, MAP). Refer to Table 4-3 in section 4.2.7 for a table (by cache
size) showing which memory bus address signals are controlled by the MAOE# input.
Second, MAOE# is a qualifier for snoop cycles and must be inactive for a snoop request to
be recognized by the 82496 Cache Controller.

In general, MAOE# should be active if the 82496 Cache Controller is the current bus master.
When an 82496 Cache Controller gives up the bus, MAOE# should be inactive to float the
address lines and allow another bus master to generate a snoop request.

MAOE# controls the 82496 Cache Controller address output, except for the sub-line portion,
which has a separate output control (MBAOE#). MAOE# also provides the output enable for
the memory line address parity (MAP) latch.

When Sampled

MAOE# is an asynchronous input (except during snoop cycles) and always has full control
over the address output. For this reason, MAOE# must always be driven to a valid state.

The 82496 Cache Controller samples MAOE# to qualify snoop cycles. If MAOE# is sampled
active, the snoop is ignored. This allows SNPSTB# to share a common line for multiple
82496s.

In synchronous snoop mode, MAOE# is sampled on the rising edge of the first CLK in which

SNPSTB# becomes active. In clocked mode, MAOE# is sampled on the rising edge of the
first SNPCLK in which SNPSTB# becomes active. In strobed mode, MAOE# is sampled on

the falling edge of SNPSTB#.

MAOE# is only sampled with SNPSTB#. SNPSTB# may be qualified by CLK, SNPCLK, or
the falling edge of SNPSTB#, depending on the snoop mode, andmaesset-up and hold

times to the edge being sampled. When SNPSTB# is not asserted, MAOE# is a "don't care"
signal and is not required to meet set-up and hold times.

MAOE# need nomeet any set-up or hold time if it is not being sampled durisgcop
cycle.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
MALE MALE and MAOE# together provide full control over the 82496 Cache Controller line
MAP address output latch and the memory bus address parity (MAP) latch.
MBAOE# MAOE# and MBAOE# together control the entire 82496 Cache Controller memory

bus address.

SNPSTB# If MAOE# is active when SNPSTB# is asserted, the snoop request is ignored by the
82496 Cache Controller.
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5.2.2.77. MAP

MAP Memory Bus Address Parity

Indicates Even Memory Bus address parity.

Input when MAOE#=1, Output when MAOE#=0 to/from 82496 Cache Controller (pin
uo8)

Input synchronous to CLK, SNPCLK or SNPSTB#;
Output synchronous to CLK, MAOE# active and MALE high.

Signal Description

MAP indicatesthe address parity of the 82496 Cache Controller line address bits (i.e.,
MSET, MTAG, MCFA). During snoop cycles, MAP is driven the MBC and indicates the
line address parity for the snooped address.

When Sampled/Driven

MAP is driven bythe 82496 Cache Controller on all 82496 Cache Controller initiated cycles
(i.e., when MAOE# is active).

In synchronous snoop moddAP is sampled othe rising edge of the first CLK in which
SNPSTB# becomes active. In clocked mddéP is sampled otthe rising edge of the first
SNPCLK in which SNPSTB# becomes active. In strobed mbtR is sampled on the
falling edge of SNPSTB#.

MAP is only sampled with SNPSTB# activation. When SNPSTB# is not asserted, MAP is a
"don't care" signal and is not required to meet set-up and hold times.
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Relation to Other Signals

Pin Symbol

Relation to Other Signals

CADS#

Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.

MALE

MALE and MAOE# together provide full control over the 82496 Cache Controller line
address output latch and the memory bus address parity (MAP) latch. MALE controls
the latch enable of the memory bus line address parity input.

MAOE#

MALE and MAOE# together provide full control over the 82496 Cache Controller line
address output latch and the memory bus address parity (MAP) latch. MAOE#
provides the output enable for the memory line address parity latch.

MAP is an input when MAOE# is high, and an output when MAOE# is low.

MAPERR#

MAPERR# is driven active only after a wrong line address parity is driven to the
82496 Cache Controller on the MAP input during a snoop cycle.

SNPSTB#

MAP is sampled with SNPSTB# activation.
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5.2.2.78. MAPERR#

MAPERR# Memory Address Bus Parity Error

Indicates that a memory address bus parity error occurred.

Output from 82496 Cache Controller (pin U01)

Synchronous to CLK

Glitch Free

Signal Description

MAPERR# is driven active during 82496 Cache Controller snoop cycles whenever there is a
memory address bus parity error (e AP doesn'imatch the even parity of the 82496
Cache Controller line address being snooped).

When Driven

MAPERR# will be inactive (HIGH) from the first CLK after the falling edge of RESET.
MAPERR# will remain inactive until 1 CLK after initialization or self-test is finished
(FSIOUT# goes inactive). During initialization and self-test, the 82496 Cache Controller
does not perform address parity check when SNPSTB# is issued.

In synchronous snoop mode, MAPERR# is driven to a valid level (either active or inactive)
two CLKs after SNPSTB#, and will remain valid until one CLK after the next SNPSTB#. In
asynchronous snoop mode (e.g., clocked and strobed), MAPERR# is driven to a valid level
(either active or inactive) one CLK after SNPCYC#, and will remain valid until the CLK of
the next SNPCYC#. Figure 5-27 illustrates MAPERR# timing.

1 1 Al 1 2| T 1 1 1 1
sneever ] | | | | | | |

, , , L » , , , , ,
MAPERR# | | [ X1 ~ |VALIDA | X1 vALDB | |

Figure 5-27. MAPERR# Timing

MAPERR# is inactive during RESET, and remains inactive until at least 5 CLKs after
RESET goes inactive.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

MAP MAPERR# is driven active only after a wrong line address parity is driven to the
82496 Cache Controller on the MAP input during a snoop cycle.
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5.2.2.79. MAWEA#

MAWEA# Memory Bus Array Write Enable or Allocation

Indicates that the data should be written or an allocation should occur.

Output from 82496 Cache Controller (pin R18), Input to 82491 Cache SRAM (pin 41)

Synchronous to CLK

Signal Description

During read cycles, MAWEA# indicates to the 82491 Ca8R&M that data supplied from
memory should be written to the array one CLK after CRDY# (the linefill will be executed
then). During write cycles, MAWEA# indicates that the 82491 CaSRAM should
schedule an allocation cycle following the current write cycle. The data will be written to the
82491 Cache SRAM array one CLK aftee CRDY# of the allocation. MAWEA# is active

1 CLK after KWEND# for cacheable read miss cycles or writethrough with potential
allocation cycles.

Relation to Other Signals
None.
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5.2.2.80. MBALE

MBALE Memory Subline Address Latch Enable

Enables memory subline address outputs.

Input to 82496 Cache Controller (pin Q05)

Asynchronous

Signal Description

The 82496 Cache Controller's memory bus address latch is controlled by four signals
MAOE#, MBAOE#, MALE and MBALE. MALE and MBALE control latching of the entire
82496 Cache Controller address. MBALE controls the sub-line (burst) portion while MALE
controls the remainder. Refer to Table 4-3 in section 4.2.7 for a table (by cache size) showin
which memory bus address signals are controlled by the MBALE input.

MALE and MBALE provide the MBC with complete flexibility while the next address is
driven. When MBALE is HIGH, the sub-line portion of the 82496 Cache Controller address
latch is in flow-through mode, and the 82496 Cache Controller sub-line address is available
at the memory bus. Changes in the 82496 Cache Controller sub-line address will immediatel
appear at the memory bus. When MBALE is driven low, the sub-line address at the latct
input is latched. Any subsequent sub-line address driven by the 82496 Cache Controller i
not seen at the memory bus outputs until MBALE is driven HIGH again.

MBALE latches addresses regardless of the state of MAOE# or MBAOE#. If MBAOE# is
inactive, MBALE operates the latch properly, but the sub-line portion of the memory bus is
placed in the high-impedance state.

Separate line and sub-line address latch controls are provided so that latch outputs may |
driven at different times.

When Sampled

MBALE is asynchronous and can be asserted and de-asserted at any time. gHBAIld
always be driven to a valid state because it directly controls the operation of the addres
latch.

Relation to Other Signals

Pin Symbol Relation to Other Signals
HIGHZ# MBALE shares a pin with the HIGHZ# configuration pin.
MALE MALE and MBALE together control latching for the entire 82496 Cache Controller

memory output address.

MAOE#/MBAOE# MAOE# and MBAOE# do not affect the operation of MALE or MBALE.
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5.2.2.81. MBAOE#

MBAOE# Memory Subline Address Output Enable

Tri-states/enables memory sub-line address outputs.

Input to 82496 Cache Controller (pin Q07)

Asynchronous except during snoop cycles (See SNPSTB#)

Signal Description

The 82496 Cache Controller memory bus address latch is controlled by four signals:
MAOE#, MBAOE#, MALE, and MBALE. MAOE# and MBAOE# are output enables for the
entire memory bus address. MBAOE# controls the sub-line portion of the address and
MAOE# controls the line address output enable. Refer to Table 4-3 in section 4.2.7 for a
table (by cache size) showing which memory bus address signals are controlled by the
MBAOE# input.

MBAOE# has two functions. First, it can tri-state the sub-line portion of the address
separately from the rest of the address. Because the 82496 Cache Controller does not
sequence through burst addresses, the memory system can provide the burst sub-line
addresses, by tri-stating the sub-line address output from the 82496 Cache Controller after
the first transfer.

Second, MBAOE# is sampled during snoop cycles. If MBAOE# is sampled inactive, any
snoop writeback cycle begins at the sub-line address provided. If MBAOE# is sampled
active, the snoop writeback begins at sub-line address 0. This allows snoop writebacks to
begin at 0 or at the snooped sub-line address and progress through the normal burst order.
Note that MBAOE# controls whether the address driven during a snoop writeback is the
snooped address. MZBT# controls the order of the data driven during a snoop writeback. If
MBAOE# is 1, the address driven is exactly the snooped address. If MBAOE# is 0O, the
address driven is the cache controller line address of the line that includes the snoop
information.

When Sampled

Like MAOE#, MBAOE# is asynchronous except during snoop cycles and can be asserted or
de-asserted at any time. SINBAOE# has direct control over the address latch, it must
always be driven to a valid state.

In synchronous snoop mode, MBAOE# is sampled on the rising edge of the first CLK in
which SNPSTB# becomes active. In clocked mode, MBAOE# is sampled on the rising edge
of the first SNPCLK in which SNPSTB# becomes active. In strobed mode, MBAOE# is
sampled on the falling edge of SNPSTB#.

MBAOE# is only sampled with SNPSTB# activation. When SNPSTB# is not asserted,
MBAOE# is a "don't care" signal and is not required to meet set-up and hold times.
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If MBAOE# is not being sampled for a sno@ge., if SNPSTB# is not asserted), MBAOE#
need not meet set-up or hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
MALE The 82496 Cache Controller memory bus address latch is completely controlled by
MBALE MALE, MBALE, MAOE# and MBAOE#.
MAOE# MAOE# and MBAOE# together control the entire 82496 Cache Controller memory

bus address.

SNPSTB# MBAOE# is sampled with SNPSTB# activation.
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5.2.2.82. MBE#

MBE# Memory Byte Enable

A latched version of the Pentium processor BE[7:0]# output signals.

Output from 82491 Cache SRAM (pin 32)

Synchronous to CLK

Internal Pull-up

Signal Description

The 82491 Cach8RAM includes an on-chip memory byte enalalieh that replaces what

used to be a discrete component on Intel486 DX CPU-Cache Module and Chip Set. This
latch samples the Pentium processor BE# input and passes it as an MBE# (memory byte
enable) output to the bus controller.

The byte enable latching is controlled by an 82491 C&RAM input, BLEC#, from the
82496 Cache Controller. The latch samples BE# at each clock rising edge when BLEC# is
low. When BLEC# is high, the latch is closed and MBE# [PAR#] is driven to the
corresponding CPU BE[7:0]# level.

The MBE# output is shared with the PAR# pin and is operative following reset. For a device
configured in PARITY mode at restine, the MBE# output function is tri-statéBAR# is
strapped low).

MBE# is not valid during 82496 Cache Controller replacement writeback, snoop writeback,
and allocation cycles. The MBC must regaltl CPU byte enables as active during these
cycles.

For a 512-Kbyte cache size design (16 data 82491 CZRAM devices)the MBC needs to
use only 8 of the 82491 CacB&®AMs to pass CPU byte enable informatiortite memory
system. The remaining MBE# outputs may remain disconnected.

When Driven
On the first memory bus cycle following reset deassertion, MBE# is valid with CADS#.

If there is no cycle active on the memory bus, the 82496 Cache Controller is able to drive
BLEC# inactive in the CLK afteADS# (of acache miss cycle). In this case, the 82491
Cache SRAM MBE# outputs will bactive with the CADS# of the memory bus cycle. Refer

to Figure 5-23 (in the BLEC# pin description).

When an ADS# (for @ache miss cycle) has been issued by the CPU, but not yet handled by
the 82496 Cache Controller because the memory bus is busy, the 82496 Cache Controller
will assert BLEC# for one CLK following CNA# or CRDY# assertion. In this case, the
82491 Cache SRAM MBE# outputs will be valid one CLK aftexr CADS# of the memory

bus cycle. Refer to Figure 5-24 (in the BLEC# pin description).
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If a cycle hits in the 82496 Cache Controller tagRAM, then BLEC# will go inactive for one
CLK, latching the CPU byte enables for one CLK. Thase unnecessary since the cycle
does not get issued on the memory bus (i.eCABDS# is generated). Refer to Figure 5-25
(in the BLEC# pin description).

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.

PAR# MBE# shares a pin with PAR#.
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5.2.2.83. MBRDY#

MBRDY# Memory Burst Ready

Burst ready input to the memory buffers.

Input to 82491 Cache SRAM (pin 22)

Synchronous to MCLK

Signal Description

In clocked memory bus mode, MBRDY# is used with MSEL# active to advance the memory
burst address counter of the memory buffer in use. As a result, new data is latched from the
memory bus (read cycle) or new data is driven from the 82491 GRAB memory cycle

buffer (write cycle). MBRDY# is sampled ail MCLK edges in which MSEL# is sampled
active and has no relation to CLK. In strobed mode, MISTB/MOSTB strobes data into and
out of the 82496 Cache Controller/82491 Cache SRAM.

For write cycles, the first piece of write data is available at the MDATA bus [dBRDY#
assertion with MSEL# active causes the next 64- or 128-bit slice of write data to be
available. If only one slice is required to be read or driven, MSEL# and MBRDY# need not
go active.

For read cycles, the first piece of read data flows through to the CPU (if no MZBT#).
MBRDY# assertion with MSEL# activation causes the next slice of memory data to be
latched in the memory buffer. The assertion of BRDY# allows this data to be available on the
CPU bus and latches the previous doubleword into the CPU. For cacheable Mp&REsY #

must be asserted four or eight times, depending on cache configuration. MEOC# can replace
the last MBRDY# to latch the last slice of data into the 82491 C&RAM buffer.
MBRDY# causes the memory burst counter to be incremented. MEOC# resets the memory
burst counter.

When Sampled

MBRDY# is sampled omll MCLK edges in which MSEL# is sampled active. In this way,
MSEL# qualifies the MBRDY# input. If MSEL# is sampled inactive, MBRDY# need not
follow MCLK set-up and hold times.

Once the maximum number of MBRDY# signals have been asserted to the 82491 Cache
SRAM, MBRDY# is ignored.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
CADS# The first MBRDY# must come after CADS# assertion.
MSEL# MBRDY# is qualified by the MSEL# input. When MSEL# is active, MBRDY#

advances the memory burst counter for the memory buffer in use to input or output
data through the memory data bus pins.

MEOC# MEOC# switches the buffers to the next pending cycle, and the last MBRDY# must
come before or on the CLK of MEOC# assertion. MEOC# can replace the last
MBRDY?# to latch the last slice of data into the 82491 Cache SRAM buffer.

The last MBRDY# must come before or on the CLK of MEOC# assertion.

MISTB MBRDY# shares a pin with the memory bus input strobe, MISTB.
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5.2.2.84.  MBT[3:0]

MBT[3:0] Memory Branch Trace Address bits

Provides bits 0-2 of the branch target linear address and the default operand size
during a Branch Trace Message Special Cycle.

Output from 82496 Cache Controller (pins: U10, U12, U14, U16)

Synchronous to CLK

Signal Description

The Memory bus branch trace pins, MBT[3:0], echo the Pentium processor bus branch trace
pins. They provide bits 0-2 of the branch target linear address and the default operand size
during a Branch Trace Message Special Cycle to the Memory Bus Controller.
MBTO: Pentium processor Address bit AO of the branch target linear address
MBT1: Pentium processor Address bit Al of the branch target linear address
MBT2: Pentium processor Address bit A2 of the branch target linear address
MBT3: Driven high if the default operand size is 32 bits
Driven low if the default operand size is 16 bits

The Branch Trace Message Special Cycle is part of the Pentium processor execution tracing
protocol. If the execution tracing enable bit (bit 1) in TR12 is set to 1, a branch trace message
special cycle will be driven each time IBT is asserted (i.e., whenever a branch is taken).

When Driven

The MBT[3:0] outputs are driven to their valid levels with ®ADS# of a branch trace
message special cycle. These outputs remain valid until CAHOLD is asserted or the clock
after the earlier of CNA# or CRDY#.

During normal operation, the 82496 Cache Controller MBT[3:0] pins may be left
unconnected or connected to the memory bus.

If the MBT][3:0] pins are connected between the memonpus and the 82496 Cache
Controller, the MBC must always drive MBT[3:0] low during inquire and back-invalidation
cycles.

If the MBT][3:0] pins are left unconnected between the 82496 Cache Controll@nd the
memory bus, external pull-downs must be connected to the MBT[3.0] pins of the 82496
Cache Controller.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
BT[3:0]

The MBTI[3:0] outputs of the cache controller reflect the BT[3:0] inputs during Branch
Trace Message Special Cycles.

IBT (Pentium®
processor signal)

If TR12.TR (bit 1 in Test Register 12 of Pentium processor) is set to 1, MBT[3:0] are
driven along with the branch trace message special cycle for each assertion of IBT.
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5.2.2.85. MCACHE#

MCACHE# Internal Cacheability of Second-Level Cache

Indicates cycle cacheability attribute and cycle length.

Output from 82496 Cache Controller (pin D03)

Synchronous to CLK

Signal Description

MCACHE# is driven by the 82496 Cache Controller to indicate that the current cycle may be
cached. Data cacheability is determined later in the cycle by MKEN# ass®ACHE#

is asserted during allocation, replacement writeback cycles, snoop writeback cycles, and
cacheable read-miss cycles (i.e., read-miss cycles in wh@bB and LOCK#are not
asserted). MCACHE# is not asserted for 1/0, special or locked cycles (see Table 5-8).

Table 5-8. MCACHE# Status versus Cycle Type
Cycle Type MCACHE#

Posted Writes

Replacement Writebacks

Snoop Writebacks

Read, PCD=0

Read, PCD=1

Allocation

1/0 Cycles

PP |O|FR,|[OC|lOC|O|R

Locked Cycles

Note that MCACHE# does not imply CPU cacheability. The MBC must use the CCACHE#
signal to determine Pentium processor cacheability.

When Driven

MCACHE# is valid in the CLK of CADS# an8 NPADS#, and remains valid until either
CRDY# or CNA# are asserted.
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Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,

MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.86. MCFA[6:0], MSET[10:0], MTAG[11:0]

MCFA[6:0] Memory Address Bus
MSET[10:0] Memory address bus pins.
MTAG[11:0] Input/Output between Memory Bus and 82496 Cache Controller (pins Q14, Q15,

Q16, R0O7, SO5, P15, R17, R12, R13, Q11, T18, S18, R14, S17, R15, Q12, Q13,
R16, Q08, R08, T17, Q09, T16, T15, S16, R09, S15, R10, Q10, R11)

Input synchronous to CLK, SNPCLK or SNPSTB#;
Output synchronous to CLK, MAOE# active and MALE high.

Signal Description

MSET, MTAG, MCFA comprisehe 82496 Cache Controller cache memory address bus.
They pass through an output latch on the 82496 Cache Controller which can be controlled by
the MBC using the signals MALE, MBALE, MAOE# and MBAOE#. MBALE and MALE

are the address latch enables for the sub-line address portion and the line address portion,
respectively. MBAOE# and MAOE# are the address latch output enables for the sub-line
address and the line address portions of the address respectively.

When MAOE# and MBAOE# are active, MSET, MTAGICFA are driven by the 82496
Cache Controller cache. MSET, MTABICFA are valid at the start of a memory bus cycle
at the input of the address latch in the 82496 Cache Controller. If MALE and MBALE are
HIGH (flow-through) and MAOE# and MBAOE#re active (outputs enabled), the address is
driven to the memory bus with CADS# and SNPADS#.

If a new cycle starts and MALE and MBALE are low, and MAOE# and MBAOE# are also
low, the previous address remains valid on the address pins of the 82496 Cache Controller
cache controller. Once MALE/MBALE goes HIGH, the new address flows through with the
appropriate propagation delay (MSET, MTAG, MCFA address valid delay from
MALE/MBALE going HIGH). The new address appears at the 82496 Cache Controller
outputs if MAOE# and MBAOE# are both active.

If a new cycle starts and MALE and MBALE ar#GH while MAOE# and MBAOE# are
inactive, the 82496 Cache Controller's MSET, MTABCFA outputs remain ithe high-
impedance state. Once MAOE# and MBAOE# are asserted, the new address flows through
with the appropriate propagation delay (MSET, MTAGCFA address valid delay from
MAOE#/MBAOE# going active).

MSET, MTAG, MCFA are used as 82496 Cache Controller inputs (with MAOE# and
MBAOE# inactive) during snoop cycles. These address lines are sampled by the 82496
Cache Controller during snoop initiation along with the other snoop attributes.

When Sampled/Driven

If MALE and MBALE are HIGH and MAOE# and MBAOE#re low, MSET, MTAG,
MCFA are valid withCADS# andSNPADS# withthe timing referenced to CLK. Otherwise,
they are asserted with a delay from MALE/MBALE HIGH or MAOE#/MBAOE# active.
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MSET, MTAG, MCFA may change when CNA# or CRDY# is sampled active. MSET,
MTAG, MCFA have a float delay from MAOE#/MBAOE# going inactive. These outputs are
undefined after CRDY#/CNA# assertion and before the next CADS# or SNPADS# assertion.

In synchronous snoop mode, MSET, MTAG, MCE#fe sampled on the rising edge of the
first CLK in which SNPSTB# becomes active. In clocked mode, MSET, MTMGEA are
sampled on the rising edge of the first SNPCLK in which SNPSTB# becomes active. In
strobed mode, MSET, MTAG, MCFA are sampled on the falling edge of SNPSTB#.

MSET, MTAG, MCFA are only sampled with SNPSTBENPSTB# may be qualified by
CLK, SNPCLK, or the falling edge of SNPSTB#, depending on the snoop mode, and must
meet set-up and hold times to the edge being sampled. BNESTB# is not asserted,
MSET, MTAG, MCFAare "don't care" signals and are not required to meet set-up and hold
times.

If MAOE# and MBAOE# are inactive an8NPSTB# is not asserted (no snoop), MSET,
MTAG, MCFA need not meet any set-up or hold time.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.

MALE/MBALE The address is valid with CADS# as long as MALE and MBALE are HIGH. If MSET,
MTAG, MCFA have been asserted but are blocked by MALE/MBALE, they are
asserted when MALE/MBALE go active.

MAOE#/MBAOE# The address is valid with CADS# as long as MAOE# and MBAOE# are active. If
MSET, MTAG, MCFA have been asserted but are blocked by MAOE#/MBAOE#,
they are asserted when MAOE#/MBAOE# go active. MSET, MTAG, MCFA may be
floated by deasserting MAOE# and MBAOE#.

MAP MAP indicates the address parity of the 82496 Cache Controller line address bits
(i.e., MSET, MTAG, MCFA).

SNPADS# MSET, MTAG, MCFA are also driven with SNPADS#, so they are valid when
SNPADS# is sampled active.

SNPSTB# MSET, MTAG, MCFA are used as inputs during snoop cycles. They are sampled
with SNPSTB# along with the snoop attribute signals.
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5.2.2.87. MCLK

MCLK

Memory Bus Clock

Memory bus Clock signal.

Input to 82491 Cache SRAM (pin 26)

Internal Pull-up

Signal Description

In clocked memory bus mode, MCLK provides the memory bus clock. 82491 S&A¢

Memory bus signals and memory bus data are sampled on the rising edge of MCLK. Memory
bus write data is driven with respect to MCLK or MOCLK depending upon the configuration.
MCLK need not have any relation to CLK. MCLK has minimum and maximum frequencies,

the maximum being the same as CLK (i.e., MCLK <= CLK).

Relation to Other Signals

Pin Symbol

Relation to Other Signals

MBRDY#,
MDATA[7:0], MFRZ#,
MOEC#, MSEL#,
MZBT#

In clocked memory bus mode, the memory bus, MSEL#, MFRZ#, MBRDY#, MZBT#
and MEOCH# pins are sampled synchronously with the rising edge of MCLK. In a
clocked memory bus write, the memory bus outputs are driven synchronously with
MCLK or MOCLK.

MOCLK MOCLK is a delayed version of MCLK. MOCLK is provided to allow the system
designer to increase the minimum data hold time available to the memory bus
relative to MCLK when data is output from the 82491 Cache SRAM.

MSTBM MCLK shares a pin with MSTBM. Note that the MCLK/MSTBM pin only becomes

MCLK after the following condition: MCLK/MSTBM is toggled AFTER the third CLK
which occurs after RESET. Refer to the MSTBM pin description for more details.
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5.2.2.88. MCYC#

MCYC# Memory Bus Cycle

Indicates that the current cycle will use the memory buffers.

Output from 82496 Cache Controller (pin Q18), Input to 82491 Cache SRAM (pin 42)

Synchronous to CLK

Signal Description

MCYC# is a one CLK pulse and, when sampled by the 82491 Cache SRAM, latches the
current cycle address into one of the memory cycle address buffers. It selects which memor
cycle address buffer will provide the array address, and allocates a memory cycle data buffe
for the upcoming memory bus cycle.

Relation to Other Signals
None.

5-149



]
HARDWARE INTERFACE I ntel ®

5.2.2.89. MDATA[7:0]

MDATA[7:0] Memory Bus Data Pins

Chip Set memory data bus.

Input/Output of 82491 Cache SRAM (pins 4, 8, 12, 16, 6, 10, 14, 18)

Synchronous to CLK, MCLK, MOCLK or strobed (MISTB/MOSTB)

Signal Description

MDATA[7:0] comprise the memory data bus of the 82496 Cache Controller/82491 Cache

SRAM cache. Depending on the cache configuration, only half of these pins may be used.
The pins are directly controlled by the MDOE# input. When MDOE# is inactive, these pins

are tri-stated and may be used as inputs.

For write cycles, the 82496 Cache Controller asserts CDTS# to indicate that data is available
at the memory bus data pins or in its buffer. In clocked memory bus mode, data is output
with a valid delay from MCLK or MOCLK, and is changed with respect to MEOC# or
MBRDY#. In strobed memory bus mode, data is output using MOSTB.

For read cycles, data read from the memory bus into the 82491 GiABIs using
MBRDY# (clocked memory bus mode) or MISTB (strobed memory bus mode).

For cache configurations which only require 4 MDATA pins, bits 86 used. Unused
MDATA[7:4] pins MUST be tied either to VSS or to VCC through resistors.

When Sampled/Driven

When the 82496 Cache Controller initiates a write cycle, the write data is written to the
appropriate memory buffer and CDTS# is asserted. If MDOE# is active, the first piece of
write data is available at the memory bus data pins with some delay from the CPU CLK edge
in which CDTS# is asserted. In clocked mode, subsequent pieces of write data are output
with some delay from MCLK or MOCLK (mode dependent) from the edge that MBRDY# is
sampled active. In strobed mode, subsequent data is output with MOSTB assertion. MEOC#
switches memory cycle buffers and outputs the last piece of data if used in place of the last
MBRDY# or MOSTB.

For read cycles, the 82496 Cache Controller asserts CDTS# the CLK before the CPU data
path is available for read data. This means that the memory data bus is available before
CDTS# is asserted. MDOE# must be inactive for the 82491 CaRidv to readdata. In
clocked memory bus mode, read data is clocked into the 82491 G&vhkl cache by
asserting MBRDY# on MCLK edges. In strobed mode, data is read by MISTB. Data that is
read into the 82491 Cache SRAM's memory data pins mest proper set-up and hold
times. MEOC# switches memory cycle buffers and latches the last piece of data if used in
place of the last MBRDY# or MISTB.

Data at the data inputs need not follow set-up and hold times to MCLK edges that sample
MBRDY# inactive.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

CDTS# If MDOEH# is active, write data is available on the data bus some time after CDTS# or
MEOC# is sampled active. CDTS# assertion by the 82496 Cache Controller/82491
Cache SRAM cache indicates that the read path is available in the next CLK.

MBRDY# For writeback cycles, new write data is available at the data pins after MBRDY#
assertion or MOSTB changing. Data on the memory bus is read in with respect to
MBRDY# and MCLK or MISTB.

MBRDY# The MBC must account for the set-up time to the memory buffers, plus a full CPU
CLK to read data into the CPU. If properly done, data on the memory bus can be
read in by asserting MBRDY#, and in the next full CPU CLK read into the CPU using
BRDY#.

MCLK Data on the memory bus is read in with respect to MBRDY# and MCLK or MISTB.

MDOE# If MDOE# is active, write data is available on the data bus some time after CDTS# or
MEOC# is sampled active. MDOE# must be inactive for reading data on the memory
bus.

MEOCH# If MDOE# is active, write data is available on the data bus some time after CDTS# or
MEOC# is sampled active.

MISTB Data on the memory bus is read in with respect to MBRDY# and MCLK or MISTB.

MOSTB For writeback cycles, new write data is available at the data pins after MBRDY#

assertion or MOSTB changing.
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5.2.2.90. MDLDRV

MDLDRV

Memory Data Low Drive

Selects low-capacitance data bus drivers.

Configuration input to 82491 Cache SRAM (pin 24)

Synchronous to CLK

Signal Description

Each 82491 Cache SRAM cacBRAM data signal, MDATA[7:0] can be configured for one

of two buffers. The buffer selection depends upon the load on these signals and should be
based on simulation results of these signals driving that load. The 82491 SRéhé
configuration input, MDLDRYV, is used to select the buffer. Refer to Table 7-14 for the
buffer selection specifications, and the appropriate value of MDLDRYV.

When Sampled

MDLDRYV is sampled as shown in the Initialization and Configuration chaptBL.DRV
becomes the MFRZ# input when RESET goes inactive.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET MDLDRYV is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
MFRZ# MDLDRYV shares a pin with MFRZ#.
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5.2.2.91. MDOE#

MDOE# Memory Data Output Enable

Three-states/Enables Memory Data Outputs.

Input to 82491 Cache SRAM (pin 20)

Asynchronous

Signal Description

MDOE# is an 82491 Cache SRAM inpiliat causes the 82491 CacBBRAM to drive its
memory bus outputs (MDATA[7:0]). When MDOE# is inactive, these lines are floated and
may be used as inputs to the 82491 Cache SRAM. MDOE# is not sampled on any CLK an
is a direct connection to the memory output drivers.

When Sampled

Since MDOE# is a direct connection to the 82491 C&RAM memory output drivers,
MDOE# must always be driven to a valid level. When MDOE# becomes active, data in the
82491 Cache SRAM memory buffer is driventh® data outputs with some propagation
delay from MDOE# going active. Similarly, there is some float delay from MDOE# going
inactive.

MDOE# must be inactive for the 82491 Cache SRAM to read memory bus data.

Relation to Other Signals

Pin Symbol Relation to Other Signals

MDATA[7:0] MDOE# must be inactive for reading data on the memory bus. MDOE# must be
active for write data to be available on the memory bus.
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5.2.2.92. MEOC#

MEOCH# Memory End of Cycle

Ends 82496 Cache Controller/82491 Cache SRAM cycles by switching buffers.

Input to 82491 Cache SRAM (pin 23)

Synchronous to MCLK or asynchronous (strobed mode)

Glitch Free in Strobed Mode

Signal Description

MEOC# ends the current memory bus cycle and switches memory buffers for a new cycle.
Switching to the next memory cycle buffer does not cause information to be lost in the
memory or CPU buffers in the 82491 Cache SRAM.

MEOCH# is provided so that the memory system can switch to a new cycle witRbu€LK
synchronization (this is especially useful in pipelining). In clocked memory bus mode,
MEOC# is sampled with the rising edge of MCLK. In strobed memory bus mode, the
MEOCH# function is performed with falling MEOC# edges.

During read or write cycles, MEOC# may be activated on or after the MCLK edge of the last
MBRDY# of a particular cycle. If a cycle is pendiffige., if pipelining is used), the next
cycle flows through with a propagation delay. MEOC# is required for all memory bus cycles.

MEOCH# provides three functions in addition to switching memory bus cycles:

1. It resets the memory burst counter to its starting value (this value depends upon
MZBT#). If MSEL# is active at this point, MZBT# is sampled, allowing MSEL# to
remain active between cycles.

2. During write cycles with PALLC# active, MEOC# causes MFRZ# to be sampled for a
subsequent allocation (line fill). Note that if MFRZ# is sampled active, the MEOC# will
not switch memory cycle buffers (i.e., the allocation will occur in the same 82491 Cache
SRAM buffer).

3. MEOCH, if used in place of the last MBRDY# or MxSTB, latches in the last slice of data
before switching buffers.

When Sampled

In clocked memory bus mode, MEOC# is sampled on every MCLK edge and must observe
MCLK set-up and hold times. In strobed memory bus mode, MEOC# is always valid and the
memory end of cycle function is performed with each MEOC# falling edge. Note that, during
initialization, MEOC# must be stable between the third and fourth clocks after the
deassertion of RESET.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# MEOCH is asserted on or after the CLK in which BGT# is asserted.

BRDY# MEOCH# for cycle N+1 must be asserted at least one CLK after the last BRDY# of
cycle N.

CRDY# MEOC# enables cycles to end on the memory bus and the next cycle to flow-through
before CRDY# is asserted.
MEQCH is asserted before or on the same CLK as CRDY#.
MEOC# for cycle N+1 must be asserted at least one CLK after the CRDY# of
cycle N.

MBRDY# The last MBRDY# must come before or on the CLK of MEOCH# assertion.

MFRZ# When MEOCH# is active with MSEL#, MZBT# and MFRZ# are sampled.

MSEL# When MEOCH# is active with MSEL#, MZBT# and MFRZ# are sampled.

MZBT# When MEOCH# is active with MSEL#, MZBT# and MFRZ# are sampled.
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5.2.2.93. MFRZ#

MFRZ# Memory Data Freeze

Freezes memory write data in 82491 Cache SRAM bulffer.

Input to 82491 Cache SRAM (pin 24)

Synchronous to MCLK or asynchronous (strobed mode)

Internal Pull-up

Signal Description

MFRZ# is an 82491 Cache SRAM inghiat causes the 82491 Ca®iRAM to freeze write

data in the current memory cycle buffer. The subsequent allocation fills around the data from
the previous write cycle. MFRZ# is provided so that an actual write to memory need not be
done in case of an allocation. Using MFRZ# to perform this "dummy write cycle" requires
that the MBC put the allocated line in the [M] state. Note that if MFRZ# is sampled active,
the MEOC# will not switch memory cycle buffers (i.e., the allocation will occur in the same
82491 Cache SRAM buffer).

PALLC# must be active and MKEN# must be returned active in order for the write cycle to
be turned into an allocation (i.e., MFRZ# is ignored if either PALLCAVEN# are
inactive). MFRZ# is sampled when MEOC# goes active at the end of the write cycle. The
subsequent line fill is then filled around the write data to complete the allocation (see Figure
5-28).

MCLK J_\J_\J_\J_\
L Y

MFRZ# Sampled N W A\
1

MEOC#

CDB99
NOTES:

1. For strobed mode, MFRZ# is still sampled with respect to MEOC# as shown above; however, MCLK is
not active.

2. The MEOC# above occurs at the end of a write cycle. A linefill cycle follows this write cycle.

Figure 5-28. MFRZ# Sampling

In clocked memory bus mode, MFRZ# is sampled with the MCLK rising edge in which
MEOCH# is sampled active for all CPU write cycles. MFRZ# need only follow a proper set-up
and hold time in this situation. Refer to Chapter 6 for an example of a read-for-ownership
cycle.
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In strobed mode, MFRZ# is sampled with the falling edge of MEOC# for write cycles.
MFRZ# need only follow a proper set-up and hold time in this situation.

Relation to Other Signals

Pin Symbol Relation to Other Signals

DRCTM# MFRZ# is used so that a dummy write cycle can be performed (to enhance
performance). If an allocation is done following this dummy write cycle, DRCTM#
must be asserted during the SWEND# window of the line fill to put the allocated line
in the [M] state.

MDLDRV MFRZ# shares a pin with the MDLDRYV configuration input.
MEOC# MFRZ# is sampled with the MEOC# going active or being active for write cycles.
SWEND# See DRCTM#.
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5.2.2.94. MHITM#

MHITM# Memory Snoop Hit [M]

Indicates snoop hit to a modified line.

Output from 82496 Cache Controller (pin JO5)

Synchronous to CLK

Signal Description

MHITM# is asserted by the 82496 Cache Controller to indicate a snoop hit to a line in [M]
state. Once a snoop hits a line in the [M] state, the 82496 Cache Controller automatically
schedules a snoop writeback. MHITM# is valid one CLK after SNPCYC# and remains valid
until the next snoop cycle. If MHITM# is active (LOW) in the CLK after SNPCYCH#, it will
remain active until the CLK of CRDY# of the snoop writeback.

If MHITM# is asserted by any cache during snooping, the bus master should back off from
the bus to allow a snoop writeback.

When Driven

The snoop lookup is performed in the CLK in whBNPCYC# is asserted. MHITM# for the
snoop is driven on the next CLK and remains valid uBMPCYC# is asserted again.
MHITM# is not valid in the CLK of SNPCYC#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# The 82496 Cache Controller ignores BGT# while both SNPBSY# and MHITM# are
active (i.e., during a snoop writeback).

MTHIT# MTHIT# and MHITM# together indicate the results of an 82496 Cache Controller
snoop lookup.

CRDY# MHITM# goes inactive on clock after CRDY# of a snoop writeback cycle.
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5.2.2.95. MISTB

MISTB Memory Bus Input Strobe

Strobes data into the 82496 Cache Controller/82491 Cache SRAM.

Input to 82491 Cache SRAM (pin 22)

Asynchronous

Signal Description

MISTB is an input to the 82491 CacBRAM that cause the 82491 Cac8RAM to input

data through its memory data bus inputs on rising and falling edges. MISTB is used with
MSEL# active to advance the memory burst address counter of the memory buffer in use. A
a result, new data is latched from the memory bus into the 82491 S&Xeé memory

cycle buffer.

MISTB is used in strobed memory bus mode. In clocked memory bus mode, MISTB is the
MBRDY# input.

When Sampled
MISTB is always sampled by the 82491 Cache SRAM. MISTB mest proper strobed

mode active and inactive times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
MBRDY# MISTB shares a pin with MBRDY#.
MSEL# MISTB is qualified by the MSEL# input. When MSEL# is active, MISTB advances the

memory burst counter for the memory buffer in use to input data through the memory
data bus pins.

MSTBM MSTBM determines whether the 82491 Cache SRAM operates in the strobed
memory bus mode or in clocked memory bus mode.
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5.2.2.96. MKEN#

MKEN# Memory Cache Enable

Determines 82496 Cache Controller and CPU cacheability.

Input to 82496 Cache Controller (pin S02)

Synchronous to CLK

Signal Description

MKEN# is sampled when the cacheability window is closed (KWEND# is sampled active).
MKEN# determines whether the current cycle is cacheable in the 82496 Cache
Controller/82491 Cache SRAMache. A cycle is cacheable by t8®U if, in addition to
MKEN# active, CCACHE# is active and the cycle is NOT read only data (MRO# active and
CD/C# high).

For read cycles, if MCACHE# and CCACHE# are active, and the cycle is not read only data,
KEN# is driven active to the CPU to indicate cacheability. If MKEN# is sampled inactive
during KWEND# activation, KEN# to the CPU is made inactive in the next CLK, and the
line is non-cacheable by the CPU and the second-tagtie. If MCACHE# is inactive, the

line is non-cacheable regardless of MKEN#. PCD or LOCK# activation cause MCACHE# to
be inactive.

MKEN# is sampled during writethrough cycles that are potentially allocatable (PALLC# is
active during the write cycle). If MKEN# is sampled active while KWEND# is asserted for
the write cycle, an allocation follows the write cycle. During the allocation, MKEN# is
ignored. The MBC indicates to the 82496 Cache Controller that it intends to perform an
allocation by asserting MKEN#.

MKEN# must be sampled at least one CLK before the first BRDY# assertion to make a line
fill non-cacheable to the CPU.

When Sampled
MKEN# is sampled on the CLK edge on which KWEND# is first sampled active. At all other

times, MKEN# need not meet set-up and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDY# MKEN# must be sampled at least one CLK before the first BRDY# assertion to make
a line fill non-cacheable to the CPU.

KWEND# MKEN# and MRO# are sampled when KWEND# is active.
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5.2.2.97. MOCLK

MOCLK Memory Data Output Clock

Separate CLK reference for memory data output.

Input to 82491 Cache SRAM (pin 27)

Asynchronous

Internal Pull-up

Signal Description

MOCLK is a latch enable for the 82491 Ca@RAM memorydata outputs (MDATA[7:0]),

and controls the operation of a transparent latch. When MOCLK is HIGH, the data bus is
driven from MCLK. When low, data bus outputs are latched. MOCLK may only be used in
clocked memory bus mode and only affects output data. The MOCLK input is provided so
that a greater memory data minimum output hold time can be obtained (e.g., relative tc
MCLK). As MOCLK is skewed relative to MCLK, MDATA holdime and output valid
delay skews with it. The maximum MOCLK delay allowed is equal to the MCLK high time.

To be used effectively, the MOCLK input must be skewed from MCLK. Figure §h@a@s
how MOCLK can increase the hold time of the output burst data.

MCLK
MOCLK

MDATA

MBRDY#

CDB47a

Figure 5-29. Increasing Hold Time of Output Burst Data

When Sampled

MOCLK is sampled during and after RESET to determine whether output data should be
driven from MCLK or MOCLK. If MOCLK is toggling, it controls the memory data outputs.

If HIGH or LOW, data is driven from MCLK alone. Input data is never referenced to
MOCLK.

In strobed memory bus mode the MOCLK signal becomes MOSTB. MOCLK is only used in
clocked memory bus mode.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
MCLK To be used effectively, MOCLK must be the same frequency as MCLK but skewed
from it. This effectively increases data (memory data bus) hold time to main memory.
Main memory must sample the data on MCLK edges.
MOSTB MOCLK shares a pin with the MOSTB signal.
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5.2.2.98. MOSTB

MOSTB Memory Bus Output Strobe

Strobes data from the 82496 Cache Controller/82491 Cache SRAM.

Input to 82491 Cache SRAM (pin 27)

Asynchronous

Signal Description

MOSTB is an input to the 82491 CacBRAM that cause the 82491 CacBRAM to output

data through its memory data bus outputs on rising and falling edges. MOSTB is used witl
MSEL# active to advance the memory burst address counter of the memory buffer in use. A
a result, new data is driven from the 82491 Cache SRAM memory cycle or writeback buffers.

MOSTB is used only in strobed memory bus mode. In clocked memory bus MO&,B
is the MOCLK input.

When Sampled
MOSTB is always sampled by the 82491 Cache SRAM. MOSTB mast strobed mode

active and inactive times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
MOCLK MOSTB shares a pin with MOCLK.
MSEL# MOSTB is qualified by the MSEL# input. When MSEL# is active, MOSTB advances

the memory burst counter for the memory buffer in use to output data through the
memory data bus pins.

MSTBM MSTBM determines whether the 82491 Cache SRAM operates in the strobed
memory bus mode or in clocked memory bus mode.
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5.2.2.99. MRO#

MRO# Memory Read-Only

Designates current line as read-only.

Input to 82496 Cache Controller (pin K02)

Synchronous to CLK

Internal Pull-up

Signal Description

MRO# is sampled at the closing of the cacheability window (on KWEND# activation). If
sampled active, MRO# causes the current line fill to the 82496 Cache Controller/82491
Cache SRAMcache to be put in the Shared state with the read only bit set. Read only code
is, in turn, cached in the Pentium processor code cache. Read only data is NOT cached in the
Pentium processor data cache. Writes during which MRO# is sampled active during
KWEND# should not initiate a read for ownership.

Once MRO# is sampled active on KWEND# activation, KEN# to the CPU is driven inactive
regardless of the state of MKEN# for data accesses (CD/C#=1). For code accesses
(CD/C#=0) in which MRO# is sampled active on KWEND# activation, the value of KEN#
driven to the CPU depends upon the value of MKEN#. MKEN# does, however, determine
whether the 82496 Cache Controller caches the read-only line. If MKEN# is returned active,
the 82496 Cache Controller/82491 CachiRAM requires an entireache line from the
memory bus. "Read-Only" cache lines are placed in the [S] state.

If MRO# is returned active during KWEND#, DRCTM# and MWB/WT# are ignored during
SWEND#.

The linefill portion of an allocation may be placed in the read only state by retivitQs#
active during KWEND# of the write. MRO# is ignored at KWEND# of the allocation
(linefill).

MRO# must be returned to the 82496 Cache Controller at least one CLK before BRDY# is
returned to the CPU so KEN# can be sampled properly (when CD/C#=1 and CCACHE#=0).

There is one read-only bit per 82496 Cache Controller tag. If the cache is configured to have
two lines per sector, there is one read-only bit per sector (e.g., two lines). Therefore, in a two
lines per sector configuration, the two lines must be both read only or neither read only.

WARNING

If the first line in a sector is cached as read only (the read only bit is set),
the 82496 Cache Controller will allow the second to be cached in [E] or
[M] states. It is the MBCs responsibility to insure that this does not occur by
asserting MRO# for BOTH lines in a read only sector!
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When Sampled

MRO# and MKEN# are sampled on the first CLK in which KWEND# is sampled active. For
cacheable read miss cycles, they are sampled with the KWEND# of the read. For
writethrough with potential allocate cycles, they are sampled with the KWEND# of the
writethrough (not during the allocation). In all other CLK&ARO# need not follow set-up

and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDY# To make CPU accesses not cacheable, MRO# must be returned at least one CLK
prior to the first BRDY# (when CCACHE#=0 and CD/C#=1).

KWEND# MRO# and MKEN# are sampled with KWEND# activation.
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5.2.2.100. MSEL#

MSEL# Memory Buffer Chip Select

Selects 82491 Cache SRAM SRAMs, initiates MZBT# sampling.

Input to 82491 Cache SRAM (pin 25)

Synchronous to MCLK or asynchronous (strobed mode)

Signal Description
MSEL# is an 82491 Cache SRAM input providing three main functions:

1. MSEL# active qualifies the MBRDY# input to the 82491 Cache SRAM. If MSEL# is
inactive, MBRDY# is not recognized.

2. MSEL# inactive causes MZBT# to be sampled for the next transfer. MSEL# going active
latches the MZBT# value for the next transfer.

3. MSEL# going inactive initializes the 82491 Cache SRAM's internal memory burst
counter (the value depends upon the sampled value of MZBT#).

The data portion of the 82491 CacBRAM contains a memory burst countbat counts
through the CPU burst order with each MBRDY# assertion (or MISTB or MOSTB transition)
and increments a pointer to the memory buffer being accessed.

MSEL# going inactive resets this burst counter to its original burst value if MZBT# was
sampled inactive. By resetting this counter before MEOC# assertion, the memory bus can
write over the data that was latched into the memory cycle buffers. This would be necessary
if the MBC began latching data from main memory prior to the snoop window closure, and
the snoop result was a hit to a modified line in another cache.

MSEL# may stay inactive for single transfer cycles such as posted 64-bit write cycles. Once
active, MSEL# need not go inactive because the burst counter is RESET with MEOC#
activation. Since MZBT# may also be sampled with MEOCH#, it is possible to leave MSEL#

asserted throughout most basic transfers.

MSEL# or MEOC# must be used to reset the burst counter before any transfer begins. If
transfers have begun (due to a very fast memory subsystem) and are interrupted (for example,
by a snoop hit to [M] before BGT# assertion), MSEL# must be brought inactive so the burst
counter may be reset for the snoop-writeback. MSEL# must be sampled inactive for at least
one MCLK after RESET. This resets the memory burst counter for the first transfer.

When Sampled

In clocked memory bus mode, MSEL# is sampled with every rising edge of MCLK. In this
mode, if MSEL# is sampled inactive, the memory burst counter is RESET and MZBT# is
sampled. If MSEL# is sampled active and MBRDY# is sampled active, the memory burst
counter is incremented. Since it is constantly sampled with MCLK, MSEL# must always be
driven to a known state and must always meet set-up and hold times to every MCLK edge.
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In strobed mode, the falling edge of MSEL# causes MZBT# to be sampled. While MSEL# is
active, MISTB and MOSTB cause the memory burst counter to be incremented. The rising
edge of MSEL# causes the memory burst counter to be RESET.

MSEL# must be inactive for 1 CLK sometime after RESET (before the first transfer) to
initialize the burst counter.

Relation to Other Signals

Pin Symbol Relation to Other Signals

MBRDY# MSEL# qualifies the use of MBRDY#. Since MSEL# acts as a qualifier for this signal,
it may be asserted with MBRDY#.

MISTB MSEL# qualifies the use of MISTB. Since MSEL# acts as a qualifier for this signal, it
may be asserted with MISTB.

MOSTB MSEL# qualifies the use of MOSTB. Since MSEL# acts as a qualifier for this signal, it
may be asserted with MOSTB.

MZBT# MSEL# causes MZBT# to be sampled.
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5.2.2.101. MSTBM

MSTBM

Memory Strobed Mode

Strobed memory mode selection.

Configuration input to 82491 Cache SRAM (pin 26)

Synchronous to CLK

Signal Description

MSTBM determines whether the 82491 Ca8@RAM operates irthe strobed memory bus
mode or in clocked memory bus mode. If MSTBM is sampled (tied) HIGH or LOW on and
after the falling edge of RESET, the 82491 Cache SRAM operates in strobed mode. If a CLK
is detected on this pin any time after the falling edge of RESET, the 82491 SRéihé

enters clocked memory bus mode, and the input becomes the memory CLK (MCLK) input.

When Sampled

MSTBM is sampled as shown in the Initialization and Configuration chapter.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET MSTBM is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
MCLK In clocked memory bus mode, MSTBM is connected to the MCLK source to become
the MCLK input.
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5.2.2.102. MTHIT#

MTHIT# Memory Snoop Hit to a Valid State

Indicates snoop hit.

Output from 82496 Cache Controller (pin HO4)

Synchronous to CLK

Signal Description

MTHIT# is asserted to indicate that a snoop has hit a line in [M], [E] or [S] state. MTHIT# is
valid one CLK after SNPCYC# and remains valid until the next snoop cycle.

When Driven

The snoop lookup is performed in the CLK in whiBNPCYC# is assertedhe MTHIT#
snoop result is driven on the next CLK and remains valid until the next SNPCYC#. MTHIT#
is not valid in the CLK of SNPCYCH#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

MHITM# MTHIT# and MHITM# together indicate the results of an 82496 Cache Controller
snoop lookup.
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5.2.2.103. MTRA4/8#

MTR4/8#

Memory 4/8 Transfers

Select number of transfers.

Configuration Input to 82491 Cache SRAM (pin 25)

Synchronous to CLK

Signal Description

MTRA4/8# is used to select whether a cache line requires four or eight transfers. This selection
depends on the ratio between the 82496 Cache Controller/82491 Cache SRAM's second-level
cache line size and its memory data bus width.

When Sampled

MTRA4/8# is sampled as shown in the Initialization and Configuration chapter. After RESET
goes inactive, MTR4/8# becomes MSEL#.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET MTRA4/8# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
MSEL# MTRA4/8# shares a pin with MSEL#.
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5.2.2.104. MWB/WT#

MWB/WT# Memory Writeback/Writethrough

Forces writeback or writethrough policy.

Input to 82496 Cache Controller (pin L04)

Synchronous to CLK

Signal Description

MWB/WT# is an 82496 Cache Controller input that is sampled at the closing of the snoop
window (at SWEND# activation). If sampled low, the current line fill is placed in the 82496
Cache Controller in the [S] (writethrough) state.

MWB/WT# is used in many situations. For example, when a cache-to-cache transfer update
memory and leaves valid data in another cache (i.e., does not&¥4g¢KV), the line must

be put in the [S] state. Also, a portion of memory may be designated as writethrough by
making MWB/WT#=0 for appropriate addresses.

DRCTM# does not affect the 82496 Cache Controller if MWB/WT# is sampled low, or if
MRO# has been sampled active during KWEND#. If PWT is active or MRO# is sampled
active, the line is placed in the [S] state regardless of MWB/WT#.

When Sampled

MWB/WT# is sampled on the first CLK edge on which SWEND# is sampled active.
MWB/WT# is sampled during SWEND# of linefills, allocations, and writethroughs with
potential upgrade (e.g., a write hit to S state which is not read-only and PWT is inactive). If
MWB/WT# is not being sampled, it need not meet set-up and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
DRCTM# If MWB/WT# is sampled Low during SWEND#, DRCTM# is ignored.
SWEND# Both MWB/WT# and DRCTM# are sampled with SWEND# assertion.

5-171



]
HARDWARE INTERFACE I ntel ®

5.2.2.105. MXA4/8#

MX4/8#

Memory 4/8 1/0O bus width

Select memory bus width.

Configuration Input to 82491 Cache SRAM (pin 21)

Synchronous to CLK

Signal Description

MX4/8# specifies the memory data bus width. If MX4/8# is samplé@H on the falling

edge of RESET, the 82491 CacB&®AM is configured to use onlthe MDATA[3:0]
memory data bus pins. If MX4/8# is sampled LOW on the falling edge of RESET, the 82491
Cache SRAM is configured to usdl eight memory datbus pins (MDATA[7:0]). The
necessary value of MX4/8# is based on the other configuration options chosen (refer to Table

4-4).

When Sampled

MX4/8# is sampled as shown in the Initialization and Configuration chapter. After RESET
goes inactive, MX4/8# becomes MZBT#.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET MX4/8# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
MZBT# MX4/8# shares a pin with MZBT#.
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5.2.2.106. MZBT#

MZBT# Memory Zero Base Transfer

Forces cycles to begin at sub-line address 0.

Input to 82491 Cache SRAM (pin 21)

Synchronous to MCLK or Asynchronous (Strobed Mode)

Internal Pull-up

Signal Description

MZBT# is an input to the 82491 CacB&AM that forces a memory bus read or write cycle

to begin with burst address O regardless of the CPU-generated or snoop initiated burs
address. In systems that never force a zero-based transfer, MZBT# may béltiBkeafter
RESET.

MZBT# is sampled before the transfer begins with MSEL# inactive or both MSEL# and
MEOC# active.

Once sampled active, data input to the 82491 Cache SRAM's data bus begins at burst addre
0 and continue through 8, 10, etc. (for 64-bit menimrges) or through 10, 26tc. (for128-

bit memory buses). If the CPU requests a burst location other than 0, the MBC must hold of
any BRDY# until that bursted item is read from the memory bus.

When Sampled

In clocked mode, MZBT# is sampled in two places. First, MZBT# is sampled dCalK

rising edges in which MSEL# is sampled inactive. Once MSEL# is sampled active, the value
of MZBT# that was sampled one MCLK before is used for the next transfer. Second, MZBT#
is sampled on MCLK rising edges where MEOC# is sampled active with MSEL# active. The
MZBT# value sampled is used for the next transfer. This allows MSEL# to stay assertec
between transfers, if needed (see Figure 5-30).

In clocked memory bus mode, MZBT# must follow set-up and hold times to all MCLK edges
where MSEL# is sampled inactive or MEOC# is sampled active with MSEL# active.

In strobed mode, MZBT# is sampled with the same signals. First, it is sampled with the
falling edge of MSEL#. Second, it is sampled with the falling edge of MEOC# when MSEL#
is active.

In strobed memory bus mode, MZBT# must meet set-up and hold times to MSEL# falling
edge and MEOCH# falling edge if MSEL# is active.
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NOTES:

1. In strobed mode, MZBT# is still sampled with respect to MSEL# and MEOC# as shown above; however,
MCLK is inactive.

2. The MZBT# value sampled on clock 2 is used for the first transfer that occurs in region A. The MZBT#
value sampled on clock n is used for the first transfer that occurs on any clock following clock n.

Figure 5-30. MZBT# Sampling

Relation to Other Signals

Pin Symbol Relation to Other Signals
MEOC# MZBT# is sampled with MSEL# and MEOC# and has no affect otherwise.
MSEL# MZBT# is sampled with MSEL# and MEOC# and has no affect otherwise.
MX4/8# MZBT# shares a pin with the MX4/8# configuration input.
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5.2.2.107. NA#

NA# Next Address

Indicates that a new address cycle can be generated.

Output from 82496 Cache Controller (pin K18), Input to Pentium processor (pin KO3)

Synchronous to CLK

82496 Cache Controller internal Pull-up

Signal Description

Prior to the 82496 Cache Controller issuing NA# to the Pentium processor, it must insure the
following rules:

1. Pipelining is no more than 1.5 deep. This means that no more than two Afa8ve
cycles are allowed. Therefore, an NA# for a subsequent cycle cannot be issued until th
BRDY#.BLAST# or BRDYC#*BLAST# of the first outstandir§DS# cycle has been
driven.

2. The CPU Byte Enables (BE[7:0]#) for the currAiS# has been latched the 82491
Cache SRAM Byte Enabléatch (MBE#). Refer to the BLEC# and MBE# signal
descriptions for details.

3. The caching attributes (KEN# and WB/WT#) to the Pentium processor are known or not
sampled.

For cycles which sample KWEND# (MKEN#&MRO#), the caching attributes are known one

CLK after KWEND#. For cycles which do not sample KWEND#, the caching attributes may

be known earlier. An NA# that is driven when the caching attributes are not sampled is callec
a 'Blind NA#'. A Blind NA# has the advantage of potentially being as early as one CLK after
ADSH#.

A Blind NA# is issued in the following cases:

1. Locked cycles. The caching attributes do not apply since the cycles are not CPL
cacheable.

2. Write cycles. The caching attributes are available as early as one CLK after ADS#.

3. Read cycles which are not cacheable inGR&J (CACHE# is inactive). The caching
attributes are not sampled.

When Driven
For non-cacheable hit cycles, a Blind NA# will be issued.

For non-cacheable miss cycles, NA# will be issued once the CPU Byte Easblkdched
(using BLECH#).
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For cacheable miss cycles, NA# will be issued one CLK after KWEND#. Note that since it is
a miss to the 82496 Cache Controller/82491 C&RAM cache WB/WT# will always be

driven low to the CPU.

For cacheable hit cycles, NA# is issued once the caching attributes (KEN# & WB/WT#) are

ready on the CPU pins.

In all cases, the 1.5 deep pipeline rule will be met.

Relation to Other Signals

Pin Symbol Relation to Other Signals
BLAST#, The CLK in which NA# is issued to the CPU is dependent on the following signals:
BRDY(C)#, KWEND#, CNA# (which affects BLEC# and MBE#), BRDYC#*BLAST#, or
CNA#, BRDY#*BLAST#.
KWEND#
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5.2.2.108. NENE#

NENE# Next Near

Indicates cycle address is "near" previous address.

Output from 82496 Cache Controller (pin E06)

Synchronous to CLK

NENE# Signal Description

NENE# is asserted by the 82496 Cache Controller to indicate that the memory address of
given memory cycle is in the same 2K DRAM page as the address of the previous cycle. Thi
information may be used by the MBC to optimize accesses to page-mode or static-colum
DRAMSs.

NENE# must be ignored by the MBC if the memory bus accesses to the same page are n
consecutive. For example, if a snoop writeback cycle is issued between two normal memor
bus cycles, the NENE# signal may go active, but has no meaning since the snoop addre
interfered with the "near" address checking.

When Driven

NENE# is valid with CADS# an@&NPADS#and remains valid until CNA# or CRDY# is
asserted.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with

CADSH#.
CNA# NENE# may change its state after CNA# or CRDY# is asserted.
CRDY# NENE# may change its state after CNA# or CRDY# is asserted.
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5.2.2.109. NMI

NMI Non-maskable Interrupt

Pentium® processor non-maskable interrupt.

Input to Pentium processor (pin N19)

Asynchronous

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.110. PALLC#

PALLC# Potential Allocate

Indicates 82496 Cache Controller intent to allocate current cycle.

Output from 82496 Cache Controller (pin E03)

Synchronous to CLK

Signal Description

PALLCH# is asserted to indicate to the MBC that the current write cycle may allocate a cache
line (i.e., perform a line fill). The MBC indicates that it intends to perform an allocation by
driving MKEN# active (note that MRO# can be active) during KWEND# of the write miss
cycle. Potential allocate cycles are misses to the second-level cacheGfithand PWT
inactive.

PALLC# is asserted upon the following sequence of Pentium processor signals:
(82496 Cache Controller Miss)*!IPCD*IPWT*ILOCK#*W/R#*D/C#*M/IO#

PALLC# is inactive during write hits, snoop writeback cycles, allocations, and replacement
writeback cycles.

When Driven
PALLC# is valid with CADS# and SNPADS# and remains valid until CRDY# or CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.111. PAR#

PAR#

Parity Selection

Selects 82491 Cache SRAM as a parity device.

Configuration input to 82491 Cache SRAM (pin 32)

Synchronous to CLK

Signal Description

When PAR# is asserted low at reset, the 82491 C88&M is configured as a dedicated
parity device. An 82491 Cache SRAM parity device must be configurdgisame manner

as all other 82491 CacHeRAM devices inthe array; however, the data lines are defined
differently. CDATA[3:0] are 4 bit parity 1/O lines and CDATA[7:4] are 4 parity bit (or data
byte) select lines, allowing each parity bit to be written individually. Parity devices must be

used as shown in Table 4-5.

When Sampled
PAR# is a configuration option and must be driven either HIGH or LOW at reset. If PAR# is

driven HIGH during RESET, it becomes MBE# after RESET goes inactive.

Relation to Other Signals

Pin Symbol Relation to Other Signals

RESET PAR# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.

MBE# PAR# shares a pin with MBE#.

CDATA[7:0] PAR# affects the definition of the 82491 Cache SRAM CDATA and MDATA lines.
For 82491 Cache SRAM parity devices, CDATA[3:0] are connected to four of the
Pentium processor DP[7:0] pins, and CDATA[7:4] are connected to four of the
Pentium processor BE[7:0] pins.

MDATA[7:0] PAR# affects the definition of the 82491 Cache SRAM CDATA and MDATA lines.
For 82491 Cache SRAM parity devices, MDATA[3:0] drives the data parity bits and
MDATA[7:4] drives the CPU byte enables.
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5.2.2.112. PCD

PCD Page Cacheability Disable

Indicates CPU cycle cacheability.

Output from Pentium® processor (pin W04), Input to 82496 Cache Controller
(pin J16)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal.
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5.2.2.113. PCHK#

PCHK# Parity Status Output

Pentium® processor parity status.

Output from Pentium processor (pin R03)

Synchronous to CLK

Glitch Free

Signal Description

Refer to thePentiund Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.114. PEN#

PEN# Parity Error Enable

Determines if machine check interrupt is taken on a parity error.

Input to Pentium® processor (pin M18)

Synchronous to CLK

Signal Description

Refer to thePentiun¥ Processor Developer’'s Manualplume 1for a detailed description of
this signal.
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5.2.2.115. PRDY

PRDY PRDY

For use with Intel debug port.

Output from Pentium® processor

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.116. PWT

PWT Page Writethrough

Indicates CPU cycle writethrough attribute.

Output from Pentium® processor (pin S03), Input to 82496 Cache Controller (pin
D18)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manualplume Xk for a detailed description
of this signal.
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5.2.2.117. RI/S#

R/S# R/S#

For use with Intel debug port.

Asynchronous Input

Internal Pull-up Resistor

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.118. RDYSRC

RDYSRC Ready Source

Source of BRDY# indication.

Output from 82496 Cache Controller (pin D02)

Synchronous to CLK

Signal Description

RDYSRC is a cycle control signal to the MBC that indicates the source of theBRPY#
generation. When RDYSRC is HIGH, it indicates that the MBC should genercB&Rié#
signals to the CPU, 82496 Cache Controller, and 82491 Cache SRAM. When low, it
indicates that the 82496 Cache Controller will provide the BRDY# signals.

RDYSRC is active (HIGH) for CPU read cycles and 1/0O cycles. RDYSRC is inactive for
Allocation, replacement writeback, and snoop writeback cycles.

When Driven
RDYSRC is valid with CADS# and SNPADS# and remains valid until CRDY# or CNA#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.119. RESET

RESET RESET CPU and Second-Level Cache

Forces Pentium® processor, 82496 Cache Controller, and 82491 Cache SRAM to
begin executing in a known state.

Input to Pentium processor (pin L18), 82496 Cache Controller (pin R06), and 82491
Cache SRAM (pin 28)

Asynchronous

Signal Description

The falling edge of this signal tells the Pentium processor, 82496 Cache Controller, and
82491 Cache SRAM to sampddl configuration inputs and begin inkaown state. See the
specific configuration signals for set-up and hold times relative to the falling edge of RESET.
RESET can be asserted at any time.

The 82496 Cache Controller and 82491 Ca@RAM devices should be initialized
simultaneously. The RESET inputs between the components can have up to a 1 CLK skew.

When Sampled

The RESET signals are asynchronous inputs and the MBC must guarantee a minimum pulse
width.
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Relation to Other Signals

Table 5-9 lists the signals that are sampled at RESET. Note that a pin that outputs/input
both a configuration signal (during reset) and another signal changes its value from
configuration signal to non-configuration signal on the rising edge of the first clock after
RESET deassertion. For example, the pin that inputs CLDRYV during reset will input BGT#
on the rising edge of the first clock after RESET is deasserted.

Table 5-9. Signals Sampled at RESET

Pentium ® Processor Configuration Inputs

BUSCHK# Must be LOW.

82496 Cache Controller Configuration Inputs

CNA# [CFGO] CFGO-CFG2 are the configuration inputs that are sampled

SWEND# [CFG1] by the 82496 Cache Controller cache to determine which configuration
KWEND# [CFG2] it should operate in.

FLUSH# Must be HIGH for proper Pentium processor/82496 Cache Controller operation.
BGT# [CLDRV] Selects the driving strength of the 82496 Cache Controller/82491 Cache SRAM

interface buffers.

SYNC# [MALDRV] Selects the memory address bus driver strength.

SNPCLK# [SNPMD] Indicates the snooping mode.

MALE [WWOR#] When low Selects weak write ordering
CRDY#[SLFTST#] Invokes 82496 Cache Controller self-test if HIGHZ# high.
MBALE[HIGHZ#] Tristates 82496 Cache Controller outputs if active with SLFTST#.

82491 Cache SRAM Configuration Inputs

MZBT#[MX4/8#] Determines whether each 82491 Cache SRAM uses four or eight I/0 pins on the
memory bus.

MSEL#[MTRA4/8#] Determines the number of memory bus transfers needed to fill each cache line.

MCLK[MSTBM] Indicates the memory bus configuration: Strobed if high, Clocked if toggling.

MFRZ# [MDLDRV] Selects the memory data bus driver strength.

MBE#[PAR#] Configures the 82491 Cache SRAM as a parity storage device if active.
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5.2.2.120. SCYC

SCYC Split Cycle

Indicates the current locked cycle is misaligned.

Output from Pentium® processor (pin R04), Input to 82496 Cache Controller (pin
G16)

Synchronous to CLK

Signal Description

Refer to thePentiund Processor Developer's Manudlplume 1for a detailed description of
this signal.
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5.2.2.121. SEC2#

SEC2# Lines per Sector

Indicates the lines per sector configuration information.

Configuration Output from 82496 Cache Controller (pin N15), Input to 82491 Cache
SRAM (pin 38)

Synchronous to CLK

Signal Description

When driven low to the 82491 Cache SRAM, SEC2# indicates that each tag will represen
two 82496 Cache Controller/82491 Cache SRAAthe lines in the 82491 CacBRAM
SRAM. If SEC2# is driven high to the 82491 Cache SRAM, it indicates that each tag will
represent only one cache line in the 82491 Cache SRAM SRAM.

Relation to Other Signals

Pin Symbol Relation to Other Signals

WBA SEC2# shares a pin with WBA.
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5.2.2.122. SLFTST#

SLFTST# Self Test

Executes 82496 Cache Controller self-test.

Configuration Input to 82496 Cache Controller (pin NO3)

Synchronous to CLK

Signal Description

If SLFTST# is active while HIGHZ# is inactive during RESET, the 82496 Cache Controller
cache controller enters self-test. If SLFTST# and HIGHZ# are both sampled active during
RESET, the 82496 Cache Controller floats all outputs and I/O signals until the next RESET.
If SLFTST# is inactive, a normal initialization occurs. See Table 5-5 (HIGHZ# pin
description).

The self-test results are obtained by latch@§HOLD in the first CLK that FSIOUT# is
inactive. If CAHOLD is sampled HIGH, self-test completed successfully. If CAHOLD is
sampled LOW, a self-test failure occurred.

When Sampled
SLFTST# is sampled with RESET as shown in the Initialization and Configuration Chapter.
After the falling edge of RESET, SLFTST# becomes the CRDY# pin.

Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET SLFTST# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
CRDY# SLFTST# shares a pin with CRDY#.
HIGHZ# The 82496 Cache Controller enters self-test if SLFTST# is sampled active while

HIGHZ# is sampled inactive.
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5.2.2.123. SMI#

SMI# System Power Management Interrupt

Latches a power interrupt request.

Input to Pentium® processor (pin P18)

Asynchronous

Internal Pull-up

Signal Description

Refer to thePentiun¥ Processor Developer’'s Manualplume 1for a detailed description of
this signal.
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5.2.2.124. SMIACT#

SMIACT# System Power Management Interrupt Active

Indicates that the CPU is operating in System Management Mode.

Output from Pentium® processor (pin T05)

Asynchronous

Signal Description

Refer to thePentiun¥ Processor Developer's Manualplume 1for a detailed description of
this signal.
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5.2.2.125. SMLN#

SMLN# Same Line

Current cycle address in same 82496 Cache Controller line as previous cycle.

Output from 82496 Cache Controller (pin D07)

Synchronous to CLK

Signal Description

SMLN# indicates that a given memory cycle accesses the same line in the 82496 Cach
Controller's second-level cache as the previous memory cycle. SMLN# can be used by th
MBC to selectively activate its SNPSTB# signal to other caches in the system. In this way,
for example, back-to-back snoop hits to the same line may be snooped only once.

SMLN# must be ignored by the MBC if the memory bus accesses to the same page are n
consecutive. For example, if a snoop writeback cycle is issued between two normal memor
bus cycles, the SMLN# signal may go active, but has no meaning since the snoop addre:
interfered with the "same line" address checking.

When Driven
SMLN# is asserted with CADS# and SNPADS# and remains valid until CNA# or CRDY#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Address and cycle specification signals (i.e., APIC#, CCACHE#, CD/C#, CM/IO#,
CPCD, CPWT, CSCYC, CW/R#, CWAY, KLOCK#, MAP, MBT[3:0], MCACHE#,
MCFA, MSET, MTAG, NENE#, PALLC#, RDYSRC and SMLN#) are valid with
CADSH#.
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5.2.2.126. SNPADS#

SNPADS# Cache Snoop Address Strobe

Initiates a snoop writeback cycle.

Output from 82496 Cache Controller (pin G04)

Synchronous to CLK

Glitch Free

Signal Description

SNPADS# indicateshat cache address, control, and attribute signals are valid Sooap
writeback cycle SNPADS# functionsdentically to CADS#, but is generated only on snoop
writebacks. Two address status signals (one for normal cycles and another for snoop
writeback cycles) are provided to ease MBC implementation.

WhenSNPADS# isactivated, the MBC aborts the pending bus cycle (for which BGT# is not
yet issued). The 82496 Cache Controller sometimes re-issues these non-committed cycles
after the snoop writeback has completed.

A snoop writeback cycle is not pipelined into a previous cycle, and no cycles can be
pipelined into a snoop writeback cycle.

CRDY#, MBRDY# (or MOSTB), and MEOC#re the only cycle progress signals required
during snoop writeback cycles.

When Driven

The 82496 Cache Controller snoop response appears on the MTHIT# and MHITM# pins in
the CLK after SNPCYC# becomesctive. If MHITM# is driven active, the snoop has
resulted in a hit to a modified line, and a snoop writeback is initiatedSNPADS# being
asserted. SNPADS# is driven no sootiean two CLKs after SNPCYC#. Like CADS#,
SNPADS# remains active for one CLK and is always valid.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
CADSH# The 82496 Cache Controller never asserts CADS# and SNPADS# on the same
CLK. There are always one or more CLKs between CADS# and a following
SNPADSH#.
CDTS# CDTS# is always asserted a minimum of 1 CLK after SNPADS#.
CNA# CNA# is ignored during snoop writeback cycles (initiated with SNPADS#).
CRDY# Cycles initiated by SNPADS# require CRDY# but do not require other cycle progress

signals (BGT#, KWEND#, SWEND#).

Snoop Address and
Cycle Specification
Signals

SNPADS# indicates the start of the writeback cycle. Here, the 82496 Cache
Controller drives the following address and cycle specification signals with
SNPADS#: APIC#, CCACHE#, CD/C#, CM/IO#, CPCD, CPWT, CSCYC, CW/R#,
CWAY, MAP, MBE#, MCACHE#, MCFA, MSET, MTAG, NENE#, PALLC#,
RDYSRC, and SMLN#.
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5.2.2.127. SNPBSY#

SNPBSY# Snoop Busy

Indicates snoop resources are busy and the snoop will be delayed.

Output from 82496 Cache Controller (pin G02)

Synchronous to CLK

Signal Description

SNPBSY# and SNPCYCitdicate that a snoop is in progreS\NPCYC# is asserted when

the snoop look-up is performed on the 82496 Cache Controller tags. If the look-up indicates
that a valid line is hit, and the snoop request requires invalidation, the 82496 Cache
Controller performs a back-invalidation to the Pentium processor. If the snoop hits a
modified line in the 82496 Cache Controller/82491 CaSRAM cache, the 82496 Cache
Controller performs an inquire and a back-invalidation to the Pentium processor. The inquire
or back-invalidation is delayed if another snoop cycle (inquire or back-invalidation) to the
CPU is in progress. If a snoop hit occurs to a modiliieg, a snoop writeback must occur.
SNPBSY# is driveractive during back-invalidations when the BINV of a previous snoop is

in progress and during snoop writebacks.

SNPBSY# indicates tthe MBC that the next snoop look up is delayed until two CLKs after
SNPBSY# goefactive. IfSNPBSY# isactive, one snoop request (address) is latched in the
82496 Cache Controller until it has an opportunity to respond to the request.

When Driven

SNPBSY# isactivated in two circumstances. FirSINPBSY# isactivated whenever back-
invalidation is needed and one is already in progress. Second, SNPB&X#ased when a
modified cache line is hit on a snoop. HEB&PBSY# is asserted togettamtive along with
MHITM# until the modified line has been written back (until CRDY# is returned for the
snoop writeback).

SNPBSY# will go active, as needed, in the CLK followBIigPCYC# and remairective for
at least two CLKs.

Relation to Other Signals

Pin Symbol Relation to Other Signals

SNPCYC# Following SNPCYC#, a new snoop may be initiated. If SNPBSY# is asserted for the
initial snoop, SNPCYC# for the second snoop is delayed until SNPBSY# is de-
asserted for the initial snoop to indicate that snoop processing has completed.

BGT# The 82496 Cache Controller ignores BGT# while both SNPBSY# and MHITM# are
active (i.e., during a snoop writeback).
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5.2.2.128. SNPCLK

SNPCLK Snooping Clock

82496 Cache Controller snooping clock for clocked memory bus interfaces.

Input to 82496 Cache Controller (pin T04)

Internal Pull-up

Signal Description

The SNPCLK input determines the execution rate and timing of 82496 Cache Controller
snoop operations. During clocked snooping operations, SNPSTB#, SNPINV, SNPNCA,
MBAOE#, MAOE#, and the address (MCFA, MSET, MTAG) and address p@viaP)

lines are sampled on the rising edge of SNPCLK. The SNPCLK input requires TTL levels for
proper operation.

NOTE
SNPCLK frequency <= CPU CLK frequency

Relation to Other Signals

Pin Symbol Relation to Other Signals

SNPMD SNPCLK shares a pin with the SNPMD configuration input.
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5.2.2.129. SNPCYC#

SNPCYC#

Snoop Cycle

Indicates snoop look-up in progress.

Output from 82496 Cache Controller ( pin J04)

Synchronous to CLK

Glitch Free

Signal Description

SNPCYC# is asserted ltige 82496 Cache Controller during the CLK in which the snoop tag
look-up is performed. SNPCYCQ#ay be driven on the CLK after SNPSTB# is asserted or
may be delayed by several CLKSNPCYC#can be delayed when a previous snoop is in
progress (when SNPBSY# asserted due to a snoop writeback or back-invalidation for a
previous snoop cycle), when an 82496 Cache Controller memory bus cycle is in progress
(when SNPSTB# is asserted between BGT# and SWEND#), or during synchronization (as in

clocked and strobed snooping modes).

When Driven

SNPCYC# is always a valid 82496 Cache Controller output and is asserted for one CLK

whenever an 82496 Cache Controller snoop lookup is performed.

Relation to Other Signals

Pin Symbol Relation to Other Signals
BGT# The 82496 Cache Controller ignores BGT# during SNPCYC#.
BRDY# For Read-Miss cycles, the first BRDY# must be > 1 + 4 * LR CLKs from the last
SNPCYC# before BGT#. (Note: LR=Line Ratio)
MAPERR# In both clocked and strobed memory bus modes, MAPERR# will go active (if a

memory address parity error is detected) in the CLK following SNPCYC# active.

MHITM#MTHIT#

MHITM# and MTHIT# report valid snoop results in the CLK following SNPCYC# and
SNPBSY# is activated when needed.
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5.2.2.130. SNPINV

SNPINV Snoop Invalidation

Forces invalidation of snoop hits.

Input to 82496 Cache Controller ( pin Q06)

Synchronous to CLK or SNPCLK, or asynchronous (Strobed Mode)

Signal Description

The 82496 Cache Controller sampligBIPINV when SNPSTB# is asserted during snoop
cycles. SNPINV invalidates the cache line at the snoop address (places it in the [I] state).

When one bus master performs a bus access, the SNPSTB# sigh&2496s is asserted,
initiating a snoop for that address. If the master is modifying memory (as in a write cycle),
the 82496s containing valid data must invalidate their entries. This is forced by asserting
SNPINV.

If SNPINV is asserted for a snoapd the snoop hits a modified line, the line is invalidated
and written back.

SNPINV forcesall snoop hits to be invalidated, overriding other inputs or attributes (e.g.,
SNPNCA). As long as SNPINV isot asserted, cache states are maintained according to the
SNPNCA value.

When Sampled

In synchronous snoop mode, SNPINV is sampled on the rising edge of the first CLK in which
SNPSTB# becomes active. In clocked ma8BPINV is sampled othe rising edge of the

first SNPCLK in which SNPSTB# becomes active. In strobed mBN®INV is sampled on

the falling edge of SNPSTB#.

SNPINV is only sampled with SNPSTB#. SNPSTMRB#y be qualified by CLK, SNPCLK, or
the falling edge of SNPSTB#, depending on the snoop mode, andnmeesset-up and hold
times to the edge being sampled. When SNPSTB# is not asseRBt\V is a "don't care"
signal and is not required to meet set-up and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
SNPNCA SNPINV overrides the SNPNCA input, which may also be asserted with SNPSTB#.
SNPSTB# SNPINV is sampled according to SNPSTB#, which may be qualified by SNPCLK or
CLK, depending on the snoop mode.
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5.2.2.131. SNPMD

SNPMD Snooping Mode

Selects 82496 Cache Controller snooping mode.

Configuration input to 82496 Cache Controller (pin T04)

Synchronous to CLK

Signal Description

SNPMD selects whether snooptiation is in synchronous, clocked or strobed mode (82496
Cache Controller snoop response is always synchronous to CLK).

Synchronous mode is selectedSINPMD is sampled OW on the falling edge of RESET.
Strobed mode is selected NPMD is sampled HIGH onhe falling edge of RESET.
Clocked mode is selected by connecting the memory bus controller (MBC) snoop clock
source to SNPMD, thereby making SNPMD the snoop clock (SNPCLK) input.

When Sampled

SNPMD isnot used except when clocked mode is selected. When clocked mode is selected,
SNPMD becomes SNPCLK in order to clock in snoop requests.

Relation to Other Signals

Pin Symbol Relation to Other Signals

RESET SNPMD is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.

SNPCLK SNPMD becomes SNPCLK if a clock signal is detected on this input. In clocked
snooping mode, SNPCLK is used to clock in SNPSTB#, the snoop address, snoop
address parity, and all snoop attributes.
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5.2.2.132. SNPNCA

SNPNCA Snoop Non-Caching device Access

Indicates to 82496 Cache Controller that the snoop is a non-cacheable access.

Input to 82496 Cache Controller ( pin R04)

Synchronous to CLK or SNPCLK, or asynchronous (Strobed Mode)

Signal Description

SNPNCA is sampled with SNPSTB# to prevéim¢ cache line at the snoop address from
entering the [S] state from [E] or [M] state unnecessarily.

When a bus master performs a bus access, SNPSTB# is assexte82#06s to initiate a
snoop for that address. If the snoop is a hit in the 82496 Cache Controller, the tag stat
changes to [S] because another bus master is requesting the sansNE&NEA is used to
indicate that the current memory bus master will not cache the line, and the 82496 Cach
Controller tag can remain in the [E] state (the 82496 Cache Controller need not put the line
into [S] state). IISNPNCA isinactive, the 82496 Cache Controller tag state will change to
[S] following the snoop operation.

To reduce bus traffic, SNPNCA should be asserted whenever snoops are initiated by access
which are not cacheable — such as those fBdiA controllers, cacheless CPUs, or caches
which will not cache the line.

Table 5-10 summarizes the cache operations WBNE®NCA is active (andSNPINV is
inactive) during a snoop request.

Table 5-10. SNPNCA Asserted During Snoop Requests (Inactive SNPINV)

MESI State Cache Operation
[M] CPU is snooped and the Data written to bus (from either the Pentium® processor or the
82491 Cache SRAMS), line placed in [E] state
[E] Line remains in [E] state
[S] Line remains [S] state

m Cache miss, line remains in [l] state

When SNPNCA isnot asserted, lines that are currently in the [M], [E], or [S] states are
placed in the [S] state (if SNPINV is not asserted). Lines in [M] state cause a writeback to the
bus (from either the Pentium processor or the 82491 Cache SRAMS).
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When Sampled

SNPNCA is sampled when SNPSTB# is sampdative. In synchronous snoop mode,
SNPNCA is sampled on the rising edge of the first CLK in which SNPSTB# becomes active.
In clocked mode,SNPNCA is sampled onhe rising edge of the SNPCLK in which
SNPSTB# becomes active. In strobed mdsidPNCA is sampled othe falling edge of
SNPSTB#.

SNPNCA is only sampled with SNPSTB#. SNPSTB# may be qualified by CLK, SNPCLK, or
the falling edge of SNPSTB#, depending on the snoop mode, andmaesset-up and hold
times to the edge being sampled. When SNPSTB# is not asssXBHICA is a "don't care"
signal and is not required to meet set-up and hold times.

Relation to Other Signals

Pin Symbol Relation to Other Signals
SNPINV When SNPINV is asserted, it overrides SNPNCA and places all snoop hit lines into
the [l] state.
SNPSTB# SNPNCA is sampled with SNPSTB#, which may be qualified by SNPCLK or CLK,
depending on the snoop mode
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5.2.2.133. SNPSTB#

SNPSTB# Snoop Strobe

Initiates snoops, latches snoop address, address parity, and attributes.

Input to 82496 Cache Controller (pin S04)

Synchronous to CLK or SNPCLK, or asynchronous (Strobed Mode)

Internal Pull-up

Signal Description

SNPSTB# initiates snoop requests. The signal latches the snoop address and snoop attribi
signals as required by a particular snooping mode. The three snooping modes are listed |
Table 5-11.

Table 5-11. Snooping Modes

Snoop Mode When Snoop Address/Attributes Sampled
Strobed Falling edge of SNPSTB#
Clocked Rising edge of SNPCLK when SNPSTB# sampled active
Synchronous Rising edge of CLK when SNPSTB# sampled active

SNPSTB# initiates a snoop request to the 82496 Cache Controller and latches the snoc
address, address parity, and control signals. SNPSTB# is synchronized, or may b
temporarily blocked to delay the snoop request. Once the snoop takesSN&RYC# is
asserted, and MHITM# and MTHIT# are driven to indicate the result of the snoop.

Snoops may be pipelined by latching a new snoop before the first has completed. Pipelinin
is done by asserting SNPSTB# after SNPCYC# is driven for the previous snoop.

Once a snoop completes, the MESI state bits of the snoop address can change. The final st
depends on the values BNPINV and SNPNCA, and the current state of the line being
snooped.

When Sampled

In clocked or synchronous snoop modes, SNPSTB# is sampled on every SNPCLK or CLK
respectively. In strobed mode, SNPSTB# is constantly sampledl. dnooping modes, once
SNPSTB# is sampled active, it must be sampled inactive before another SNPSTB# it
recognized.

When a snoop is in progress, a new SNPSTB# is recognized as a hew shoop request or
pipelined snoop request. After a pipelined SNPSTB# is asserted, the SNPSTB# signal mu:
not be reasserted until after the next SNPCYC#. In clocked and synchronous modes
SNPSTB# may not be asserted until the CLK a8BIPCYC# isactive. In strobed mode,
SNPSTB# may not be asserted until after the falling edge of SNPCYCH#.
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Relation to Other Signals

Pin Symbol

Relation to Other Signals

MAOE#

If MAOE# is active when SNPSTB# is asserted, the snoop request is ignored.

MAP, MCFA, MSET,
MTAG

SNPSTB# latches the 82496 Cache Controller address (MSET, MTAG, MCFA) and
address parity (MAP) which is to be snooped.

MBAOE#

SNPSTB# latches MBAOE#, using MAOE# as a qualifier.

If MBAOEH# is active when SNPSTB# is asserted, the 82496 Cache Controller forces
all bits in the sub-line address (the address bits controlled by MBAOE#) to O on a
snoop writeback for a particular snoop and the snoop starts with sub-line address 0.

SNPCYC#

SNPSTB# must not be reasserted for a new snoop until after SNPCYC# is asserted
for a previous snoop.

SNPINV

SNPSTB# latches SNPINV, using MAOE# as a qualifier. SNPINV and SNPNCA
provide the 82496 Cache Controller with snoop attributes affecting the state of a
snoop hit cache entry.

SNPNCA

SNPSTB# latches SNPNCA, using MAOE# as a qualifier. SNPINV and SNPNCA
provide the 82496 Cache Controller with snoop attributes affecting the state of a
snoop hit cache entry.

SWEND#

Snoops and memory accesses are interlocked. Once the 82496 Cache Controller is
granted the bus (when BGT# is asserted), it is capable of latching snoop information
with SNPSTB#, but does not execute the snoop (assert SNPCYC#) until after the
snoop window closes (when SWEND# is asserted).
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5.2.2.134. SWEND#

SWEND# Snoop Window End

Closes Snooping Window.

Input to 82496 Cache Controller (pin R02)

Synchronous to CLK

Internal Pull-up

Signal Description

SWEND# closes the snooping window (which started with CADS#) by causing MWB/WT#
and DRCTM# to be sampled. DRCTM# and MWB/WT# can be determined after the other
82496s have been completely snooped.

The 82496 Cache Controller blocks snoop responses between BGT# and SWEND/{
activation. Accordingly, the sooner SWEND# is asserted, the faster snoop cycles can b
completed.

All CPU-generated write cycles and cache read miss cycles cause memory bus snoop
SWEND# may be activated once snooping has completed for these cycles. SWEND?
activation causes the internal tags of the 82496 Cache Controller cache controller to chang
state, as needed, for the current cycle. DRCTM# and MWB/WT# influence the state change
decision.

When Sampled

SWEND# need only be active for cycles requiring DRCTM# and MWB/WT# to be sampled
(i.e., cacheable read misses, allocations, and write cycles with potential upgrade).

If a cycle does not specifically require SWEND#, and SWEND# is not returned, snooping is
blocked from BGT# to CRDY#. For this reason, it may be more efficient to always return
SWEND#.

SWEND# should be issued with or after KWEND#, when KWEND# is applicable. For cycles
that do not sample KWEND#, SWEND# is sampled with or after BGT#. Once SWEND# is
sampled active, it is ignored until CADS# of the next cycle or CRDY# of the current cycle
(the latest of the two).

Snoop response is blocked between BGT# and SWEND#. If a snoop is initiated betweel
BGT# and SWEND#, then the snoop lookup (SNPCYC#) is performed 2 CLKs after
SWEND# activation. Any subsequent snoop writeback begins after CRDY#.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BGT# BGT#, KWEND# and SWEND# may be asserted in the same CLK.

CFG1 SWEND# shares a pin with CFG1.

DRCTM# SWEND# causes MWB/WT# and DRCTM# to be sampled.

KWEND# BGT#, KWEND# and SWEND# may be asserted in the same CLK.
When KWEND# and SWEND# are applicable, they must fulfill the following
precedence rule: KWEND# <= SWEND#

MWB/WT# SWEND# causes MWB/WT# and DRCTM# to be sampled.
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5.2.2.135. SYNC#

SYNC# Synchronize

Synchronizes the cache array with main memory.

Input to 82496 Cache Controller (pin RO5)

Asynchronous

Internal Pull-up

Signal Description

This signal causes the 82496 Cache Controller to write all modified second-level cache line:
to main memory in order to synchronize them. At the end of the synchronize operation, the
82496 Cache Controller tag array is not invalidated. All shared [S] and exclusive [E] entries
remain the same state, and modified [M] lines become unmodified [E] state lines and the
lines are written back to main memory.

All 82496 Cache Controller modified lines cause an inquire cycle to the Pentium processor fc
determine if the Pentium processor contains more recently modified data. If so, the data fror
the CPU is written back to the 82491 Ca&RAM writeback buffers and, sometimes, to the
82491 Cache SRAMache array. The data from the 82491 CaSR&AMs is then written

back to main memory.

To initiate a synchronize operation, the 82496 Cache Controller completes all pending cycle:
and prevents further assertions of ADS# wlhtile synchronize operation is in progress. The
FSIOUT# output signal indicates the start and end of the SYNC# opere&iOUT#
becomes active when SYNC# is internally recognized (wdleroutstanding cycles have
completed) and is de-activated when the synchronize operation has completed.

The 82496 Cache Controller can be snooped duBNMiNC# cycles, and the snooping
protocols will be the same as with any memory bus cycle.

When Sampled

SYNC#can be asserted at any time. The 82496 Cache Controller completes all outstandin
cycles on the CPU and memory bus before beginning the synchronize process. The memo
bus controller does not have to prevent SYNC# during locked cycles because the 8249
Cache Controller completes the locked cycle before the synchronize operation begins.

Once a synchronize operation has begun, SYNC# is ignored until the operation completes.
RESET or FLUSH# is asserted while the synchronize operation is in progress, the operatio
is aborted and a reset or flush is executed immediately.

SYNCH# is an asynchronous input. SYNC# must have a pulse width of two CLKs in order to
ensure 82496 Cache Controller recognition.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

CADS# Once SYNC# has begun, and FSIOUT# is active, all CADS# and CRDY# signals
correspond with writebacks caused by the synchronize operation.

CRDY# Once SYNC# has begun, and FSIOUT# is active, all CADS# and CRDY# signals
correspond with writebacks caused by the synchronize operation.

FSIOUT# The FSIOUT# output signal indicates the start and end of the SYNC# operation.
FSIOUT# becomes active when SYNC# is internally recognized (when all
outstanding cycles have completed) and is de-activated when the synchronize
operation has completed.

SYNC# is ignored while FSIOUT# is active.
MALDRV SYNC# shares a pin with the MALDRYV configuration input.
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5.2.2.136. TCK

TCK Test CLK

JTAG boundary scan test Clock.

Input to Pentium® processor (pin T04), 82496 Cache Controller (pin Q04), and 82491
Cache SRAM (pin 3)

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups

Signal Description

TCK provides the clocking function required by the JTAG boundary scan feature. TCK is
used to clock state information and data into and out of the Pentium processor, 82496 Cacl
Controller and 82491 Cache SRAM components. State select informationlagadare
clocked into the component on the rising edge of TCK on TMS and TDI, respectively. Data
is clocked out of the Pentium processor cache chip set on the falling edge of TCK on TDO.

In addition to using TCK as a free running clock, it may be held in a LOW state indefinitely
as described in IEEE 1149.1. While TCK is held in the LOW state, the boundary scan latche
retain their state.

When boundary scan is not used, TCK should be tied high.

When Sampled

TCK is a clock signal and is used as a reference for sampling other boundary scan signals.

Relation to Other Signals

Pin Symbol Relation to Other Signals
TDI TMS and TDI are sampled on the rising edge of TCK.
TDO TDO is driven on the falling edge of TCK.
T™MS TMS and TDI are sampled on the rising edge of TCK.
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5.2.2.137. TDI

TDI Test Data Input

Receives serial test instructions and data.

Input to Pentium® processor (pin T21), 82496 Cache Controller (pin P04), and 82491
Cache SRAM (pin 2)

Synchronous to TCK

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups

Signal Description

TDI is the serial input used to shift JTAG instructions and data into the component. The
shifting of instructions and data occurs during the SHIFT-IRSHt-T-DR TAP controller

states, respectively. These states are selected using the TMS signal as described in the
testability chapter.

An internal pull up resistor is provided on TDI to ensure a known logic state if an open
circuit occurs on the TDI path. Note that when the value 1 is continuously shifted into the
instruction register, the BYPASS instruction is selected.

When Sampled

TDI is sampled on the rising edge of TCK, and during the SHIFT-IR and SHIFT-DR states.
During all other TAP controller states, TDI is a "don't care."

Relation to Other Signals

Pin Symbol Relation to Other Signals

TCK TDI is only sampled when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.

TMS and TDI are sampled on the rising edge of TCK.

T™MS TDI is only sampled when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.
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5.2.2.138. TDO

TDO Test Data Output

Outputs serial test instructions and data.

Output from Pentium® processor (pin S21), 82496 Cache Controller (pin D05), and
82491 Cache SRAM (pin 84)

Synchronous to TCK

Signal Description

TDO is the serial output used to shift JTAG instructions and data out of the component. The
shifting of instructions and data occurs during the SHIFT-IR SHtF-DR TAP controller
states, respectively. These states are selected using the TMS signal as described in t
testability chapter.

When not in the SHIFT-IR or SHIFT-DR state, TDO is driven tdl@H impedance state to
allow connecting TDO of different devices in parallel.

When Driven

TDO is driven on the falling edge of TCK during the SHIFT-IR &idIFT-DR TAP
controller states. At all other times TDO is driven to the HIGH impedance state.

Relation to Other Signals

Pin Symbol Relation to Other Signals

TCK TDO is only driven when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.

T™S TDO is only driven when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.
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5.2.2.139. TMS

TMS Test Mode Select

Controls testing by selecting operational mode.

Input to Pentium® processor (pin P19), 82496 Cache Controller ( pin Q03), and
82491 Cache SRAM (pin 1)

Synchronous to TCK

Pentium processor, 82496 Cache Controller, 82491 Cache SRAM internal Pull-ups

Signal Description

TMS is decoded by the JTAG TAP (Test Access Port) controller to select the operation of the
test logic, as described in the Testability chapter.

To ensure deterministic behavior of the TAP controller, TMS is provided with an internal
pull-up resistor. If boundary scan is not used, TMS may be tied HIGH or left unconnected.

When Sampled
TMS is sampled on every rising edge of TCK.

Relation to Other Signals

Pin Symbol Relation to Other Signals

TDI TMS is used to select the internal TAP states required to load boundary scan
instructions to data on TDI.

TDI is only sampled when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.

TDO TDO is only driven when TMS and TCK have been used to select the SHIFT-IR or
SHIFT-DR states in the TAP controller.
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5.2.2.140. TRST#

TRST# Test Logic Reset

Allows the TAP controller to be asynchronously initialized.

Input to Pentium® processor (pin S18) and 82496 Cache Controller (pin T02)

Asynchronous

Pentium processor and 82496 Cache Controller internal Pull-ups

Signal Description

TRST# is a test logic control pin. When asserted, it will force the TAP controller into the
Test Logic Reset State (see the TAP controller state diagram, Figure 11-3).

When in Test-Logic-Reset State, the test logic is disabled so that normal operation of the
device can continue unhindered. During initialization, the Pentium processor or 82496 Cachi
Controller initializes the instruction register such that the IDCODE instruction is loaded.

On power up, the TAP controller is automatically initialized to the test logic reset state (test
logic disabled), so normal Pentium processor, 82496 Cache Controller, or 82491 Cach
SRAM behavior ighe default. The Test Logic Reset State is also entered when TRST# is
asserted (Pentium processor or 82496 Cache Controller), or when TMS is high for 5 or mor
consecutive clocks (Pentium processor, 82496 Cache Controller, or 82491 Cache SRAM).

When Sampled

TRST# is an asynchronous input.

Relation to Other Signals
None.

NOTE

Refer to thePentiun¥ Processor Developer's Manualplume 1for
additional details.
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5.2.2.141. W/R#

W/R# Write or Read

Indicates that the current cycle is a write or a read cycle.

Output from Pentium® processor (pin NO3), Input to 82496 Cache Controller (pin
C18), Input to 82491 Cache SRAM (pin 58)

Synchronous to CLK

Signal Description

Refer to thePentiumd Processor Developer's Manualplume 1for a detailed description of
this signal.

5-216



]
I ntel ® HARDWARE INTERFACE

5.2.2.142. WAY

WAY Way

Indicates the way in which the current cache cycle is located.

Output from 82496 Cache Controller (pin M16), Input to 82491 Cache SRAM (pin 45)

Synchronous to CLK

Signal Description

WAY is driven to the 82491 Cacl#RAM fromthe 82496 Cache Controller to indicate the
way of the current cache cycle. If WAY is driven high, the cycle will access way one. If
WAY is driven low, the cycle will access way zero.

The 82491 Cache SRAM samples WAY with WRARR# for normal write cycles and read hits
which miss the MRU bit. The 82491 CacB&AM samples WAY with MCYC# for read
miss cycles. The 82491 Cache SRAM samples WAY with WBWE# for writeback cycles.

Relation to Other Signals

Pin Symbol Relation to Other Signals

WRARR# For write cycles, WRARR# qualifies the WAY input to the 82491 Cache SRAM to
determine in which way the data will be written.
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5.2.2.143. WB/WT#

WB/WT# Writeback or Writethrough

Indicates that the current cache line can be exclusive or not.

Output from 82496 Cache Controller (pin L15), Input to Pentiunt® processor
(pin M02)

Synchronous to CLK

Signal Description

WB/WT# provides the 82496 Cache Controller/82491 C&RAM to Pentium processor
cache consistency protocol. It informs the processor if the current line can go to the [E] state
(e.g., writeback) or must go to the [S] state (e.g., writethrough).

WB/WT# is used to ensure that the 82496 Cache Controller will always be aware of Pentium
processor potentially modified lines. The 82496 Cache Controller will only allow the
Pentium processor to go into exclusive states if the 82496 Cache Controller itself is making a
transition from [E] to [M] states or is already in [M] state (e.g., from a previous cycle with
DRCTM# asserted). This ensures that for any Pentium processor exclusive line ([E] or [M]),
the 82496 Cache Controller will be in a modified state.

The 82496 Cache Controller drives WB/WTHGH to the Pentium processor in the
following cases:

1. Write cycle to an 82496 Cache Controller line in Exclusive or Modified states.
2. Read cycle to an 82496 Cache Controller line in Modified state.
The 82496 Cache Controller drives WB/WT# LOW for all other CPU-initiated cycles.

When Driven
WB/WT# is valid with either NA# or the first BRDY# of the cycle (whichever comes first).

Relation to Other Signals

Pin Symbol Relation to Other Signals

BRDYC# WB/WT# is valid with either NA# or the first BRDY# of the cycle (whichever comes
NA# first).
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5.2.2.144. WBA

WBA Writeback Buffer Address

Indicates which line is loaded into replacement writeback buffer.

Output from 82496 Cache Controller (pin N15), Input to 82491 Cache SRAM (pin 38)

Synchronous to CLK

Signal Description

WBA is driven to the 82491 Cacl8RAM to indicate whichine will be written back during

the replacement writeback. If the 82496 Cache Controller uses 2 lines per sector, WBA
distinguishes to the 82491 CacBRAM whichline is to be written back. WBA low selects

line 1 and WBA high selects line 2.

In configurations with 1 line per sector (1,2,4,5), WBA is driven low to the 82491 Cache
SRAM during writeback cycles. In configurations with 2 lines per sector (3), WBA indicates
which line in the sector is being accessed. If WBA is low, the first line in the sector is being
accessed. If WBA is high, the second line in the sector is being accessed.

WBA is driven high to the 82491 CacB&AM for snoop cycles whichit the replacement
writeback buffer and low for cycles which miss the replacement writeback buffer.

Relation to Other Signals

Pin Symbol Relation to Other Signals
SEC2# WBA shares a pin with the configuration signal SEC2#.
WBWE# WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWEH#.
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5.2.2.145. WBTYP

WBTYP Writeback Cycle Type

Indicates a replacement or snoop writeback cycle.

Output from 82496 Cache Controller (pin P16), Input to 82491 Cache SRAM (pin 37)

Synchronous to CLK

Signal Description

WBTYP indicates the type of writeback cycle to the 82491 Cache SRAM. This signal is used
by the 82491 Cache SRAM to determine which buffer it will l[deeldata to be written back
into (either the snoop writeback buffer or the replacement writeback buffer).

If WBTYP is driven high for snoop writeback cycles, and low for replacement writeback
cycles.

Relation to Other Signals

Pin Symbol Relation to Other Signals
LRO WBTYP shares a pin with the configuration signal LRO.
WBWE# WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWEH#.
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5.2.2.146. WBWE#

WBWE# Writeback Buffer Write Enable

Indicates the writeback buffers can be loaded.

Output from 82496 Cache Controller (pin N16), Input to 82491 Cache SRAM (pin 39)

Synchronous to CLK

Signal Description

WBWE# indicates to the 82491 Cache SRAM that the next access will be a writeback (eithel
a snoop writeback from the snoop writeback buffer, or a replacement writeback from the
replacement writeback buffer). WBWE# will be active for 2 CLKs if the writeback is a
replacement of 2 lines (2 L/S mode), and for 1 CLK otherwise.

Relation to Other Signals

Pin Symbol Relation to Other Signals
LR1 WBWE# shares a pin with the configuration signal LR1.
WBA WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#.
WBTYP WBA and WBTYP are sampled by the 82491 Cache SRAM with WBWE#.
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5.2.2.147. WRARR#

WRARR# Write to 82491 Cache SRAM Array

Controls the writing of data into the 82491 Cache SRAM array and updating MRU bit.

Output from 82496 Cache Controller (pin M15), Input to 82491 Cache SRAM (pin 44)

Synchronous to CLK

Signal Description

WRARR#, when active, latches the WAY signal in the 82491 C&&teM to decide which
way should be updated or what MRU value to write.

For read cycles which miss the MRU bit, the 82491 C&RAM will updatethe MRU bit 1
CLK after WRARR# is sampled active. The WAY signal value becomes the MRU value.

For write cycles, WRARR# qualifies the WAY input to the 82491 CaSiRAM to
determine in which way the data will be written.

Relation to Other Signals

Pin Symbol Relation to Other Signals

WAY For write cycles, WRARR# qualifies the WAY input to the 82491 Cache SRAM to
determine in which way the data will be written.
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5.2.2.148. WWOR#

WWOR# Weak Write Ordering Mode

Enforces strong/weak write-ordering policy.

Configuration input to 82496 Cache Controller (pin R03)

Synchronous to CLK

Signal Description

When WWOR# is asserted during RESET, the 82496 Cache Controller enforces a weal
write-ordering policy. If WWOR# is de-asserted during RESET, the 82496 Cache Controller
enforces a strong write-ordering policy.

In strong write-ordering mode, memory bus writes occur in the order in which they were
given by the CPU. In weak write-ordering mode, the following situation can arise:

1. A data from CPU posted write (Write A) resides in an 82491 C&&wM memory
buffer

2. A subsequent CPU write (Write B) completes in the 82496 Cache Controller/82491
Cache SRAM's second-level cache because of a cache hit to a line in the [M] or [E] state

3. A snoop hit to B causes a writeback of the modified line from Write B before the line
from Write A is written back.

Here, the line modified by Write B is written to memory before the data from Write A,
causing a re-ordering of CPU writes. This scenario creates a potential operating syster
problem if Write A writes to a location locked by a semaphore which Write B unlocks
prematurely.

The reordering does not take place if Write B unlocks the semaphore using a read-modify
write sequence.

When Sampled

WWOR# is sampled during RESET as shown in the Initialization and Configuration chapter.
Following the falling edge of RESET, WWOR# becomes the MALE input.
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Relation to Other Signals

Pin Symbol Relation to Other Signals
RESET WWOR# is sampled when RESET is active. Refer to Chapter 4 for specific timing
requirements with respect to RESET.
EWBE# If the 82496 Cache Controller is configured in the weak write ordering mode, EWBE#
is always driven active to the CPU.
MALE WWOR# shares a pin with MALE.
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CHAPTER 6
MEMORY BUS FUNCTIONAL DESCRIPTION

The 82496 Cache Controller/82491 CacBRAM core supports a wide variety of bus
transfers to meet the needs of high performance systems. Bus transfers can be single cycle
multiple cycle, cacheable or non-cacheable, 64- or 128-bit (memory bus width), and locked
Depending on the configuration, multiple cycle transfers may be either 4 or 8 transfer cycles
To support multiprocessing systems there are cache back-invalidation, inquire, snooping
read for ownership, cache to cache transfers, and locked cycles.

This chapter begins with read cycles, both cacheable and non-cacheable. It moves on to wri
cycles, cacheable and non-cacheable. Snooping, locked, and 1/O cycles are also represen
by examples in this chapter.

The cycles shown in this chapter are examples of various types of Pentium processor cact
chip set cycles. The purpose of these examples is to show signal relationships, and are r
necessarily best case scenarios. Sample strobe mode inputs MISTB and MOSTB ar
indicated in the figures in this chapter for system designers implementing strobed memor)
bus mode.

6.1. READ CYCLES

6.1.1. Read Hit Cycles

Read Hit cycles are executed completely within the Pentium processor cache chip set, ar
will not be seen by the MBC.
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Figure 6-1. Pipe-lined Read Hits

Figure 6-1 illustrates a sequence of read hit cycles. It exemplifies MRU hits (A, B) and MRU
misses (C, D, E)]MRU (Most Recently Used) is the replacement algorithm used by the
82496 Cache Controller to determine in which set, sector, and line location a cache line will
be placed.

Cycle A

Cycle A is a single transaction (length=1) non-pipelined read cycle. The 82496 Cache
Controller executes a cache directory (TAGRAM) look-up and detects a cache hit with an
MRU hit. Concurrently the 82491 CacBRAM accessethe ARRAY, loads the CPU buffer

with the contents of both ways corresponding to the selected set. Its internal way multiplexer
selects the way pointed out by the 82491 C&RAM MRU bit (also corresponding to the
selected set). The W/R# signal sampled low causes the 82491 ERaM: to drive its data

pins onto the CPU data bus.

Since the 82496 Cache Controller detects an MRU hit, it activates the BRDYC# immediately
after ADS#(i.e., zero wait-state access). Since CACHE# is sampled inactive (clock 1) and
the BE# (byte enable) latch is empty (BLEC# active), the 82496 Cache Controller drives
NA# immediately after ADS# (clock 2). Notbat NA# is activated concurrently with the

look-up execution (blind NA#); it is not affected by the look-up results. This NA# does not
cause a pipe-lined cycle since it is activated with the last BRDYC#. In pipe-lined cycles,
another ADS# is activated before or with the BLAST# and BRDYC# of the present one.

The BLAST# signal is sampled active by the 82491 C&RAM by the end of clock 2
(concurrently with the BRDYC#), indicating the end of the cycle. BLAST# is generated by
the 82496 Cache Controller based on the CPU's burst length information (CACHE#).
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Cycle B

In clock 4, the Pentium processor issuesA@B# (cycle B) with a burst length of four
transactions. A CPU line-fill is executed in clocks 5-8 (burst length=4) since CACHE# was
sampled active (clock 4). As a result of the blind NA# (clock 5), the CPU issues another
ADS# (cycle C) in clock 7 (pipe-lined ADS#).

Cycle C

In clock 7 the CPU issues the ADS# for cycle C due to NA# activation in clock 5. As a result
of the MRU miss, the 82496 Cache Controller signals the correct WAY to the 82491 Cache
SRAM (usingthe WRARR# and WAY signals — not shown). Upon sampling WRARR#
active, the 82491 CacHeRAM will update its internal MRUWit with the way information
presented by the WAY signal. This information is also used by the 82491 Sk to

select from its CPU buffer the data corresponding to the correct way. The 82491 Cache
SRAM drivesthe CPU data bus by the end of clock 9. Note that the wait-state caused by the
MRU miss is hidden due to the pipeline.

KEN# is driven high to the CPU in the CLK of BRDYC# active (clock 9) in response to the
CACHE# signal being sampled inactive (clock 7).

Cycle D

In clock 11 (2 CLKs after the previous NA#), the CPU issues another pipe-lined ADS# (cycle
D). In this cycle a wait-state is added (clock 12) due to the MRU miss. WB/WT# is driven
high to the Pentium processor to indicate that the read hit was to a line in the Modified state

Cycle E

In clock 14 the CPU issues a pipe-lineBS# (cycle E) due to a previous NA# (clock 12).
CACHE# is sampled active (clock 14). Due to the 1.5 level of pipeline, the 82496 Cache
Controller waits until the last BRDYC# of the previous cycle (Cycle D in clock 16) to begin
the four transfers for cycle E.

Note that in all cycles BLEC# is deactivated immediately after ADS#. It is activated again in
the next clock, since all cycles are hits.
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6.1.2. Read Miss Cycles

6.1.2.1. WITH CLEAN REPLACEMENT
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Figure 6-2. Read Miss with Clean Replacement

Figure 6-2 illustrates CPU read cycles (A, B) that miss the 82496 Cache Controller. In such
cycles, the 82496 Cache Controller will instruct the MBC (memory bus controller) to
perform a cache line-fill cycle on the memory bus (a cache line-fill is a read of a complete
82496 Cache Controller line from the main memory). The line is then written into the 82491
Cache SRAM ARRAY, and data transferred to the CPU as requested. If the line fetched from
the main memory replaces a valid unmodified line ([E] or [S]), then a back-invalidation cycle
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is performed on the CPU bus, in order to guarantee that the replaced data is also remov
from the CPU internal cache, thus maintaining the inclusion property. Note that this example
shows a line ratio of 2 82496 Cache Controller cache lines to 1 Pentium processor cach
line.

In clock 1, the CPU issues &DS# of a reactycle (cycle A). The 82496 Cache Controller
looks-up the cache directory (TAGRAM) and finds the CPU request to be a cache miss. |
then asserts CADS# (also CDTS#) and associated cycle control signals to the MBC (CW/R#
CM/IO#, CD/C#, CCACHE#, RDYSRC, MCACHEH#), in order to schedule the cache line-fill
execution. MCACHE# is active, indicating that the read miss is potentially cacheable by the
82496 Cache Controller (PCD is also inactive in clock 1). RDYSRC is active (high), indi-
cating that the MBC will supply BRDYs to the CPU.

The 82496 Cache Controller will prepare the 82491 C&RAM for the cache line-fill
cycle, by asserting the MCYC#, WAY, and BUS# signals. MCYC# indicates to the 82491
Cache SRAM that this cycle involves the memory bus. The 82491 Cache SRAM samples an
latches WAY during MCYC# activation. BUS# indicates the 82491 C&RA&M should
switch the data source from the ARRAY to the memory-cycle buffer.

Since the cache directory look-up indicates that a line is going to be replaced, AHOLD is
driven active as a preparation for the CPU back invalidation (clock 3). The CPU address line:
float in clock 4. Thus, the 82496 Cache Controller starts driving the first line address to be
invalidated in clock 6, so it is valid with the setup time to clock 6.

The MBC arbitrates for the memory bus and returns BGT# (clock 4), meaning that the MBC
accepts ownership of the memory bus to complete the current cycle from the 82496 Cach
Controller.

When the memory bus has determined the cacheability attribute of the cycle, it drives the
MKEN# signal accordingly. At this point the MBC drives the KWEND# signal, indicating
the end of the cacheability window. The 82496 Cache Controller samples MKEN# during
KWEND# (clock 6) and realizes that the cycle in progress is cacheable. This determinatior
triggers the start of the back-invalidation (the 82496 Cache Controller waits for the
cacheability determination, in order to avoid unnecessary back-invalidations, in case the line
happens to be non-cacheable). With this determination, the 82496 Cache Controller als
activates MAWEA# to inform the 82491 CacB&®AM to deposithe memory-cycle buffer
content into the ARRAY upon CRDY# (clock 15). The actual physical write t&ARRRAY

takes place during clock 16.

In clocks 6 and 8, the 82496 Cache Controller drives EADS# and INV. INV indicates to the
CPU to invalidate the line if it hits its internal cache directory (line address is sampled by the
Pentium processor during EADS#). After completing the back-invalidationAth@LD

signal is deactivated (clock 9) and the CPU drives the address bus with thAaD&v
(clock 10).

When the snoop window ends on the memory bus, the MBC activates the SWEND# signal
The 82496 Cache Controller samples MWB/WT# during SWEND# (clock 8) and updates the
cache directory according to the consistency protocol. The closure of the snoop window alst
enables the MBC to start providing the CPU with data that has been collected in the 8249
Cache SRAM memory-cycle buffehe MBC supplies BRDYs to the CPU \BRDY#

6-5



]
MEMORY BUS FUNCTIONAL DESCRIPTION Intel ®

signal (clocks 8, 10, 12, and 14). BRDY# is an input to the 82496 Cache Controller needed to
track the burst continuation.

The 82496 Cache Controller deactivates BLEC# (clock 2) immediately aftékDBé in

order to keep the byte enable information latched in the external latch. BLEC# remains
inactive until CNA# is sampled active (clock 5), indicating that the MBC is ready to schedule
a new memory bus cycle. In case the MBC does not support a pipe-lined interface with the
82496 Cache Controller (CNA# always inactive), the BLEC# will remain inactive until
CRDY# is sampled active. Note that after CNA# activation, cycle control signals are not
guaranteed to be valid.

NA# (of cycle A) is activated after KWEND# (clock 6), in order to determine the state of
KEN# to the CPU (since KEN# is sampled by the CPU with NA# or first BRDY#). Note that
the CPU delays the new ADS# due to AHOLD activation.

The CPU issues aADS# in clock 10 (cycle B). This readycle also misses the cache
directory. Since the 82496 Cache Controller already sampled CNA# active (clock 5) it
activates a new CADS# (clock 12) before the CRDY# of the current memory bus(cgcle,

this cycle is pipe-lined in the MBC).

Note that once the cycle progress signals (BGT#, CNA#, KWEND#, SWEND#) of a cycle
are sampled active, the 82496 Cache Controller ignores them until the CRDY# of that cycle.
The 82496 Cache Controller does not pipeline the cycle progress signals, i.e., for a pipe-lined
access (cycle B), it will start sampling them (clock 16) after the CRDY# of the current
memory bus cycle (A).
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6.1.2.2. WITH REPLACEMENT OF MODIFIED LINE
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Figure 6-3. Read Miss with Replacement of Modified Line

Figure 6-3 illustrates CPU read cycles (A, B) that miss the 82496 Cache Controller cache
and require the replacement of two modified lines (tag replacement, lines/sector=1, line

ratio=1).

In clock 1, the Pentium processor issues an ADS# of a memorgyelad In clock 2, a miss
is detected, so CADS# (also CDTS#) and cycle control sigmalsdriven to the MBC on
clock 3. BUS# and MCYC# are pulsed active to the 82491 Cache SRAM.
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Since the cache directory look-up indicates that a modified line has to be replai€dd)

goes active in clock 3. After BGT# is received for the read cycle (clock 4), the 82491 Cache
SRAM writeback buffer is prefilled with the contents of the ARRAY locations corresponding
to the lines to be replaced. The 82491 CasRAM will actually performthe reading from

the ARRAY one clock after WBWE# is driven by the 82496 Cache Controller (which will be
drive around clocks 5 or 6). WBTYP will be driven low to the 82491 Ce&&RAM to
indicate a writeback due to a replacement (WBTYP high indicates a writeback due to a
snoop).

MKEN# is sampled active during KWEND# (clock 6), confirming the cacheability of the
read cycle. Since the line being replaced is Modified, an inquire cycle starts. (Waiting until
the cacheability of the cycle is confirmed is necessary in order to avoid unneeded
invalidations, (i.e., if the cycle turns out to be non-cacheable).)

In clock 6, the line is inquired (the 82496 Cache Controller drives EADS# with active INV
since it is a replacement case). In clock 8, HITM# is sampled active, indicating the line has
been modified in the CPU.

After the snoop window closes, the MBC starts serving the CPU read cycle, which is
completed in clock 11 (see BLAST#.BRDY#). In clock 13 the CPU starts flushing back the
contents of the inquired line (WBTYP will be valid during the writebAES# in order to
inform the 82491 Cach8RAM where to loadhe inquired data: replacement writeback or
snoop writeback buffer). The CPU data overwrites the corresponding 82491 SRal
writeback buffer. With the BLAST#.BRDYC# (clock 17) of the CPU writeback cycle, the
82496 Cache Controller activates CDTS# meaning allatlata is available in thg2491
Cache SRAM writeback buffer. AHOLD is deactivated (clock 18) one clock after
BLAST#.BRDYC# of the CPU writeback cycle.

On the memory bus, the 82496 Cache Controller issues a writeback (WB) cycle. CNA# is
sampled active in clock 5 causing the 82496 Cache Controller to issue the CADS# of the
writeback (clock 7). Note that CDTS# is issued later after completing the CPU writeback
cycle (clock 17). CNA# of a cycle can be activated only with or after CDTS# of that cycle.

In this example, CNA# is activated together with CDTS#.

Following the completion of the writeback cycle on the CPU bus (BLAST#.BRDYC1# in
clock 17), a new read cycle (B) is issued in clock 19 with ADS#.
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6.1.3. Non-Cacheable Read Miss Cycles
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NOTE:

1. In strobed mode, MISTB is used in place of MBRDY to indicate data transfer onto the memory bus.

Figure 6-4. Non-Cacheable Read Miss

Figure 6-4 illustrates a sequence of pipe-lined read misses that are non-cacheable by tt
CPU. The first two cycles (A, B) are also non-cacheable by the 82496 Cache Controller (e.g.
MCACHE# is inactive), while the other two (C, D) are potentially cacheable by the 82496
Cache Controller (active MCACHE#), but not cacheable by the memory bus (inactive
MKEN# during KWEND#). This example assumes that cycles A and B are single transaction
read misses (length=1), thus CACHE# is inactive. Cycles C and D are not cacheable due 1
an active cache disable bit in the current page table (PCD active).

Note the BLEC# signal. The 82496 Cache Controller deactivates BLEC# immediately upon
detecting the CPU read request (clock 2) in order to keep the byte enable information latche
in the external latch. Upon receiving CNA# from the MBC (clock 4), BLEC# is activated

again. This enables the sampling of a new cycle. (In case the MBC does not activate CNA#
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BLEC# will be activated again only after CRDY#.) Sampling the CNA# active causes the
82496 Cache Controller to drive the next read miss pending cycle (clock 6).

When the MBC drives BRDY#s to the CPU, the maximum level of pipe-lining is 1 since the
82496 Cache Controller has to sample the last BRDY# of the current CPU cycle in order to
issue another NA#. NA# activation for the second read miss (cycle B) is delayed from clock
5 (blind NA#) to clock 7 (after sampling active BLAST#.BRDY#). This behavior of the NA#

is also shown in the last cycle (D).

6.2. WRITE CYCLES

6.2.1. Write Hit to [E] or [M] State Cycles
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Figure 6-5. Write Hits to [E] or [M] State Cycles

Figure 6-5 illustrates a sequence of Pentium processor memory write cycles that hit 82496
Cache Controller entries marked in the [E] or [M] states. Such cycles are served by the 82496
Cache Controller by directly writing to the 82491 Ca®iRAM ARRAY, without any
memory bus activity. Note that the Pentium processor does not pipeline writeback cycles
into previous CPU bus cycles, and will not pipeline a following CPU bus cycle into a
Pentium processor data cache writeback cycle.

In clock 1, the first CPU write cycle (A) starts. The 82496 Cache Controller looks up the
cache directory (TAGRAM) and detects a hit to [E] or [M] states in clock 2. WRARR# is
activated by the 82496 Cache Controller in preparation for the ARRAY write, and WAY
points to the way to be written. The 82496 Cache Controller asserts BRDYC# in clock 2
(zero wait-state). Since the BLAST# is also active in clock 2, the 82491 (GRAbI
executes a write cycle into the ARRAY in the first half of clock 3.
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In clock 4, the CPU issues a four transaction writeback (length=4). The first transfer is placec
in the 82491 Cach8RAM buffer in clock 5, andhe last in clock 8. BLAST# is activated
with the fourth BRDYC#, indicating the completion of the cycle. Data is effectively written
into the 82491 Cache SRAM ARRAY during the first half of clock 9.

Since the Pentium processor will not pipeline a new cycle into a writeback cycle, cycle C is
issued in clock 10 (2 CLKs after BLAST#.BRDYC# for cycle B).

Cycles A, B, C, and D exemplify blind NA# assertion, thus the 82496 Cache Controller
asserts NA# one clock after the ADS#.
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6.2.2. Write Miss with No Allocation or Write Hit to
[S] State Cycles
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NOTE:
1. In strobed mode, MOSTB is used in place of MBRDY to indicate data transfer off of the memory bus.

Figure 6-6. Write Miss with No Allocation or Write Hit to [S] State Cycles

Figure 6-6 illustrates a sequence of pipe-lined posted writethrough cycles. Cycles A and B
exemplify memory writes that miss the 82496 Cache Controller directory, while C and D

exemplify write hit to [S] state cycles in the 82496 Cache Controller tagRAM.
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In clocks 1-3, the first write (cycle A) is posted in the 82491 Cache SRAM's memory-cycle
buffer, which was empty prior to that time. The write is completed without wait-states. NA#
is activated with the cache directory look-up (blind NA#g., in clock 2).MCYC# is
activated by the 82496 Cache Controller to indicate to the 82491 G&AM! that this

cycle will involve the memory bus. In clock 3 CADS# and cycle control sigaralsssued.
RDYSRC is low indicating that the 82496 Cache Controller is the source @RDe#s
supplied to the CPU, (the MBC will not provide BRDY#s for this cycle). PALLC# is low
indicating a potential allocate cycle after the writethrough one. CNA# is active in clock 5
indicating that the MBC is free to accept a new CADS#. Nevertheless, the 82496 Cache
Controller will not issue a new CADS# until after it resolves the allocatability of the current
memory write cycle. Since MKEN# is inactive during KWEND# (clock 6), an allocation
cycle will not be performed and a new write miss CADS# is issued in clock 7.

In clock 4, a new write cycle is requested by the CPU (cycle B). Since the memory-cycle
buffer is busy, the first transfer is collected in the 82491 Cache SRAM's CPU buffer in clock
5. The 82496 Cache Controller posts the transfer after MKEN# is sampled inactive (during
KWEND# in clock 6). If MKEN# was sampled active during KWEND#, then the transfer
would be collected after the BGT# of the allocation cycle.

In clock 8, a new pipe-lined write is requested by the CPU (cycle C). Since this cycle is a
write hit to [S] state, the data has to be written into the 82491 Cache SRAM's ARRAY. Thus,
the WRARR# signal is activated by the 82496 Cache Controller to indicate to the 82491
Cache SRAMs that they must write the data at the end of the cycle (i.e., in the first half clock
after sampling BLAST#.BRDYC# active). PALLC# is high indicating that an allocation
cycle will not be performed (regardless of MKEN# state) since the line is already available in
the cache. NA# is activated in clock 10 after sampling the CNA# of the previous memory
cycle (clock 9).

In clock 12 a similar write hit to [S] state cycle is illustrated. For this cycle the 82496 Cache
Controller issues the CADS# (clock 15) after sampling CNA# active (clock 14). The 82496
Cache Controller would not wait for KWEND# to provide CADS# since this is not a
potential allocate cycle (PALLC# is high).

Note that the 82496 Cache Controller will drive the WB/WT# signal low for all cycles shown
in this example to maintain the write once cache coherency protocol.
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6.2.3.  Write Miss with Allocation Cycles
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NOTE:

1. In strobed mode, MISTB/MOSTB are used in place of MBRDY to indicate data transfer onto/off of the
memory bus.

Figure 6-7. Write Miss with Allocation to Modified Line
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Figure 6-7 illustrates an 82496 Cache Controller/82491 Cache SRAM writeynleswhich
follows the write to main memory with an allocation cycle. The example assumes that
allocating the new line requires the replacement of a modified line (writeback to main
memory). This example displays a configuration of 1 line per sector and a line ratio of 1:1.

In clocks 1-3, the first write (cycle A) is posted in the 82491 Cache SRAM's memory-cycle
buffer, which was empty prior to that time. The write is completed without wait-states. NA#
is activated with the cache directory look-up (blind NA#g., in clock 2).MCYC# is
activated by the 82496 Cache Controller to indicate to the 82491 (GRAM that this
cycle will involve the memory bus. In clock 3, CADS# and cycle control sigmalsssued.
RDYSRC is low indicating that the 82496 Cache controller is the source dRBeY#s
supplied to the CPU (the MBC will not provide BRDY#s for this cycle). PALLC# is low
indicating a potential allocate cycle immediately following the writethrough cycle. CNA# is
active in clock 5 indicating the MBC is free to accept a new CADS#. Nevertheless, the
82496 Cache Controller will not issue a new CADS# until after it resolves the allocatability
of the current memory write cycle.

MKEN# is sampled active during KWEND# (clock 6), indicating that the missed line should

be allocated in the 82496 Cache Controller/82491 Cache SRAM. Thus, the 82496 Cach
Controller issues a second CADS# (LF) to request the line allocation (note MCACHE#,
RDYSRC and CW/R#).

Concurrently with the memory bus write, the Cache Controller serves a CPU read hit (cycle
B in clocks 4 to 9 — note the wait state in clock 10 due to the write-after-read back to back
cycles on the CPU bus). In clock 8, the CPU starts a write cycle (C), but since it misses th
cache, its service waits for the BGT# of the allocation. This wait is due to the fact that until
BGT# activation, a snoop could happen, thus the usage of the 82491 Cache SRAM's CP
buffer is not allowed. The last BRDYC# of this cycle (C) can be issued only after the
CRDY# of the allocation.

In clock 11, BGT# of the allocation is returned active. The cache controller activates
AHOLD in clock 12 to inquire the CPU. The cache controller also drives WBWE#, WBTYP,
and WBA to load the SRAM's writeback buffer from the ARRAY. The line is inquired in
clock 15 (the 82496 Cache Controller drives the inquired address, activates INV and pulse
EADS#). HITM# is sampled inactive in clock 17, so the data will come from the 82491
Cache SRAM's replacement writeback buffer. AHOLD is deactivated in clock 18 as a result
of the Pentiumprocessor cache miss (HITM# inactive).

The 82496 Cache Controller notifies the 82491 C&RAM on allocations by pulsing the
MAWEA# signal after sampling an active MKEN# during KWEND# (clock 6). Note that the
CDTS# of the writeback cycle is not asserted with CADS# since the data is not available ir
the 82491 Cache SRAM's writeback buffiirthe BLAST#.BRDYC# of the inquire cycle or

the CLK following HITM# results.

Cycle D (a read hit in the 82496 Cache Controller) is handled concurrently with the 82496
Cache Controller replacement writeback and cycle C handling on the memory bus (clocks
11-22). The CPU bus data transfers for cyclar® delayed due #®HOLD assertion from

the inquire cycle.
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6.3. LOCKED READ-MODIFY-WRITE CYCLES
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NOTE:
1. In strobed mode, MISTB/MOSTB are used in place of MBRDY to indicate data transfer onto/off of the
memory bus.

Figure 6-8. Locked Read Modify Write Cycles

The 82496 Cache Controller provides a facility to allow atomic accesses (requested by the
CPU,i.e., LOCK# is activated) through the KLOCK# signal. KLOCK# activation indicates

to the MBC that the memory bus should not be released between the Klocked cycles.
KLOCK# will remain active from the beginning of the first cycle (with CADS#) until
CADS# is issued for the last cycle. This KLOCK# behavior allows the MBC to distinguish
between back to back locked operations.

Figure 6-8 illustrates two back to back read-modify-write operations (A, B and C, D).

In clock 1, the Pentiumprocessor issues a read cycle (A) with an active LOCK# signal.
Since LOCK# is active, the 82496 Cache Controller issues a CADS# to the MBC with active
KLOCK# (clock 3). The 82496 Cache Controller issues a request for memory bus access
(CADS#) for every locked cycle (read or write) regardless of whether it hits the cache
directory (TAGRAM). The MBCactivatesBRDY# (clock 6) and CRDY# (clock 6) but will

not release the memory bus since the KLOCK# signal is active.
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In clock 8, an ADS# of a writeycle is issued. Since this is the last locked cycle, LOCK# is
deactivated one clock after BLAST#.BRDYC# (clock 10). The locked write is posted like
any other memory write cycle, thus the 82496 Cache Controller supplies the BRDYC# to the
CPU (clock 9). The 82496 Cache Controller issues CADS# with active KLOCK# for the
write cycle (clock 10). Since LOCK# is deactivated, the 82496 Cache Controller deactivates
KLOCK# one clock after CADS# (clock 11), indicating that the MB&n release the
memory bus after completion of the current cycle.

In clock 11 a similar locked sequence starts (C,D). Since the last locked write was posted,
new ADS# is issued even befoitee CRDY# of that write (clock 12). The 82496 Cache
Controller samples CNA# active (clock 11) and issues CADS# (clock 13). Note that the
82496 Cache Controller deactivates KLOCK# between unlocked operations for at least on
clock (in this example it is inactive for two clocks: 11 and 12).

In this example, SCYC (and, correspondingly, CSCYC) would be inactive (low)ARiS¥#
(CADS#) to indicate that the locked sequence is not split across a cache line boundary. If th
cycle is split, there would be multiple read cycles followed by multiple write cycles for the
split locked sequence.

6-17



L]
MEMORY BUS FUNCTIONAL DESCRIPTION Inu ®

6.4. SNOOP HIT TO [M] STATE — SYNCHRONOUS SNOOP
MODE
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NOTE:
1. In strobed mode, MOSTB is used in place of MBRDY to indicate data transfer off of the memory bus.

Figure 6-9. Snoop Hit to [M] State — Synchronous Snoop Mode

Figure 6-9 illustrates a snoop hit to [M] state sequence. This example assumes synchronous
snooping modei,.e., requests fosnoop are done ViI@BNPSTB# signal which is sampled by
the 82496 Cache Controller's clock (not SNPCLK).
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In clock 1, SNPSTB# is activated indicating the 82496 Cache Controller has a request fol
snooping. The 82496 Cache Controller checks that MAOE# and MBAOE# are sampled
inactive in order to recognize the snoop request. MAOE# is latched together with the snooj
address (MSET[10:0], MTAG[11:0], MCFA[6:0], MAP), SNPIN®gnd SNPNCA. These
signals are latched by the 82496 Cache Controller's clocSMBCLK) rising edge, during
SNPSTB# assertion. The look-up is done immediately after SNPSTB# (clocks 2-3) since
snoops have the highest priority in the cache directory arbiter (TAGRAM arbitration).
SNPCYCH#, in clock 2, indicates that snoop look-up is in progress. The results of the look-uf
are driven to the memory bus via MTHIT# and MHITM# signals. Since the snoop hits a
modified line, both signals are activated (clockSB)PBSY# is also driveactive indicating

the 82496 Cache Controller is busy with CPU bus inquires or the 82491 Sa&id's
snoop buffer is full. The 82496 Cache Controller will accept snoops only SREBSY# is
inactive.

Concurrently with the memory bus activity (snoop request), the CPU issudB S of a

read miss cycle (clock 1). The 82496 Cache Controller issues CADS#, CDTS# and cycle
control signals to the MBC (clock 3). Note that the CPU request look-up is done with ADS#
(clocks 1-2), while the snoop request look-up is done one clock after SNPSTB# (clocks 2-3)
The MBC samples CADS# active and waits for the memory bus to execute the pending
cycle.

In clock 5, the 82496 Cache Controller iss@&$PADS#and cycle control signals to the
MBC indicating a request to flush a modified line out of the caBiNPADS# activation
causes the MBC to abort the pending cycle. It is the 82496 Cache Controller's responsibility
to re-issue the aborted cycle after the completion of the writeback, since BGT# had not ye
been activated on the CLK when SNPSTB# was sampled active.

The 82496 Cache Controller issues AHOLD (clock 5) causing the CPU to float its address
lines. The 82496 Cache Controller issues WBWE#, WBTYP and WBA. WBTYP and WBA
would be active (high) indicating to the 82491 Cache SRAMSs that a snoop hitARE®RY
occurred. The 82491 Cacl8RAM performs an ARRAY readycle in clock 6 and thus
requires stable address and WAY at that time. Data is loaded into the 82491SBad\i&s

snoop buffer one clock after the ARRAY read cycle.

The 82496 Cache Controller drives the snoop address to the CPU bus (clockE&ES#.

is activated (clock 8) in order to inquire the CPU. Since SNPINV was sannpletive while
SNPSTB# (clock 1), the 82496 Cache Controller issues an inactive INV with EADS#. Thus
modified data from the CPU (clocks 14-17) will be written into both the ARRAY and snoop
buffer. HITM# is activated in clock 10 indicating that the line has been modified in the CPU
cache.AHOLD remains active until the inquire sequence completion. Thus AHOLD is
deactivated in clock 18 after the BLAST#.BRDYC# of the Pentium processor writeback
cycle. If HITM# would be sampled inactive in clock 10 then AHOLD would be deactivated
one clock after that (i.e., in clock 11).

Since the CPU waits for the read miss (cycle A) to be completed in order to provide the
modified data, and the MBC waits for the memory bus to execute the pending read miss (i.e
82496 Cache Controller writeback has to be completed), a deadlock occurs. To avoid thi
deadlock, the 82496 Cache Controller issB&4-F# in clock 11, causintpe CPU to abort

the read miss cycle. After BOFF# is deactivated (clock 12), the CPU issues a writeback cycls
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(ADS# in clock 13) in order to flush the modified data out of ¢hehe. The 82496 Cache
Controller provides BRDY#s to the CPU in clocks 14-17. Note that WRARR# is activated,
indicating to the 82491 Caclt®&RAM that it must write the data to the ARRAY. With the
BLAST#.BRDYC#, the 82496 Cache Controller activates CDTS# (clock 17) indicating to
the MBC that data is available in the snoop buffer.

The CPU does not guarantee that the same cycle which was aborted will be issued after
completing the inquire sequence. Thus, BLEC# is activated together wiBOfE# (clock

11). BLEC# is deactivated again (clock 20) after sampling the re-issued (in this example)
ADS# in clock 19.

After the Pentium processor writeback has completed (clock 17), the CPU issues (in this
example, re-issues) the read miss cycle (clock 19). In clock 21 the MBC actBRIR¢#
indicating the 82496 Cache Controller the completion of the writeback cycle on the memory
bus. As a result, the 82496 Cache Controller deacti&¥d#BSY# (clock 22) and issues the
pending read miss cycle (activates CADS#, CDTS# in clock 22).
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6.5. /O CYCLES
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STROBED MODE: ,

NOTE:

1. In strobed mode, MISTB/MOSTB are used in place of MBRDY to indicate data transfer onto/off of the
memory bus.

Figure 6-10. 1/O Cycles
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Figure 6-10 illustrates 1/0O write (cycle A) and read (cycle B) accesses. An I/O write is the
only write cycle that is not posted by the 82496 Cache Controller (i.e., the cycle is not fully
acknowledged to the CPU until it is completed on the memaory bus).

In clock 1, the Pentium processor issues an ADS# of an I/O write cycle. In clock 3 the 82496
Cache Controller issues CADS# (also CDTS#) veith cycle control signallRDYSRC is

high indicating the MBC to supply BRDY#s to the CPU. The MBC activates BRDY# (clock
8) to both the 82496 Cache Controller and the CPU. CRDY# is activated in clock 9
indicating to the 82496 Cache Controller the completion of the cycle on the memory bus.
The 82496 Cache Controller can pipeline 1/O cycles CBLA# is recognized duringll 1/0
cycles). Note that BLEC# is activated either after CNA# (cycle A, clock 7), orGIREYY#

(cycle B, clock 14).

In clock 4, the CPU issues a&kDS# of an I/O reactycle. This cycle is similar to non-
cacheable read miss cycles with burst length = 1 (i.e., CACHE# is high). Upon completing
the access on the memory bus, the MBC activates BRDY# (since RDYSRC is high) and
CRDY#. Note that BRDY# of a cycle may come before (cycle A), with (cycle B), or after the
CRDY# of the same cycle.
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CHAPTER 7
ELECTRICAL SPECIFICATIONS

7.1. POWER AND GROUND

For clean on-chip power distribution, the Pentium processor hag§@péwer) and 49 Y
(ground) inputs. The 82496 Cache Controller has 56 (power) and 67 ¥s(ground) inputs
and the 82491 CachB8RAM has 9 V¢ (power) and 9 ¥s (ground) inputs. Power and
ground connections must be made to all exterrg) &d ks pins of the Pentium processor,
82496 Cache Controller, and 82491 Cache SRAM. On the circuit boar¢g@fils must be
connected to a yc plane. All Vss pins must be connected togg Mane.

7.2. DECOUPLING RECOMMENDATIONS

Liberal decoupling capacitance should be placed near the Pentium processor and 824¢
Cache Controller/82491 Cache SRAM sectiat| cache. Th€PU Cache Chip Set driving

its large address and data buses at high frequencies can cause transient power surg
particularly when driving large capacitive loads.

Low inductance capacitors (i.e., surface mount capacitors) and interconnects are rec
ommended for best high frequency electrical performance. Inductance can be reduced b
connecting capacitors directly to theyand Vg planes, with minimal trace length between

the component pads and vias to the plane. Capacitors specificaftafopackageare also
commercially available.

These capacitors should be evenly distributed among each component. Capacitor value
should be chosen to ensure they eliminate both low and high frequency noise components.

7.3. CONNECTION SPECIFICATIONS
All NC pins must remain unconnected.

For reliable operation, always connect unused inputs to an appropriate signal level. Unuse
active low inputs should be connected t@cV Unused active high inputs should be
connected to ground.

7.4. MAXIMUM RATINGS

Table 7-1 is a stress rating only. Functional operation at the maximums is not guaranteec
Functional operating conditions are given in the AC and DC specification tables.

7-1



]
ELECTRICAL SPECIFICATIONS Intel ®

Extended exposure to the maximum ratings may affect device reliability. Furthermore,
although the Pentium processor, 82496 cache controller, and 82491 £RAaM: contain
protective circuitry to resist damage from static electric discharge, always take precautions to

avoid high static voltages or electric fields.

Table 7-1. Absolute Maximum Ratings
65 Ct0110°C

Case temperature under bias

Storage temperature -65°Ct0 150 C

Voltage on any pin with respect to ground -0.5 Ve to Ve + 0.5 (V)
-0.5V to +6.5V

Supply voltage with respect to Vgg

7.5. DC SPECIFICATIONS
Table 7-2 lists the DC specifications associated with the CPU Cache Chip Set.
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Table 7-2. DC Specifications

ELECTRICAL SPECIFICATIONS

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Ve = See Notes 16, 17, T casg = See Notes 18, 19

Symbol Parameter Min Max Unit Notes
VL Input Low Voltage -0.3 +0.8 TTL Level (6) (13)
Vi Input High Voltage 2.0 Vce+0.3 \% TTL Level (6) (13)
VoL Output Low Voltage 0.45 \% TTL Level (1) (6)
VoH Output High Voltage 24 \% TTL Level (2) (6)
lec Power Supply Current 900 CC 66MHz (7), (4)

850 CC 60 MHz (7) (4)
400 CS 66 MHz (3), (9)
365 CS 60 MHz (3) (9)
I Input Leakage Current +15 uA 0<V|N< Ve (8)
Lo Output Leakage Current +15 uA 0<Vout <Vee (8)
Tristate
m Input Leakage Current -400 uA VN = 0.45V, (5)
I Input Leakage Current 200 uA VN = 2.4V, (10)
CiN Input Capacitance 15 pF PP, (11) (12)
11 pF CC, (11) (12)
5 pF CS, (11) (12)
Co Output Capacitance 20 pF PP, (11) (12)
22 pF CC, (11) (12)
- pF CS, (11) (12)
Ci/o 1/0O Capacitance 25 pF PP, (11) (12)
17 pF CC, (11) (12)
10 pF CS, (11) (12)
Celk CLK Input Capacitance 7 pF PP, (11) (12)
7 pF CC, (11) (12)
7 pF CS, (11) (12)
CTIN Test Input Capacitance 15 pF PP, (11) (12)
9 pF CC, (11) (12)
5 pF CS, (11) (12)
CTouT Test Output Capacitance 15 pF PP, (11) (12)
14 pF CC, (11) (12)
7 pF CS, (11) (12)
CTtcK Test Clock Capacitance 7 pF PP, (11) (12)
9 pF CC, (11) (12)
5 pF CS, (11) (12)
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NOTES:
(1) Parameter measured at 4 mA load.

For MCFA6-MCFAQ, MSET10-MSETO, MTAG11-MTAGO, and MBT3-0, this parameter is measured at
12 mA load.

(2) Parameter measured at 1 mA .

For MCFA6-MCFAOQ, MSET10-MSETO0, MTAG11-MTAGO, and MBT3-0, this parameter is measured at
2 mA load.

(3) 82491 Cache SRAM Icc may be considerably less depending on cycle mix. (For example, idle clocks only
require approximately 75 mA)

(4) Typical 82496 Cache Controller Supply current is 800 mA at 66 MHz and 750 mA at 60 MHz.
(5) This parameter is for input with pullup.

(6) TTL levels used for external interface signals.

(7) Worst case average I for a mix of test patterns.

(8) This parameter is for input without pullup or pulldown.

(9) Typical 82491 Cache SRAM Supply current is 250 mA at 66 MHz and 230 mA at 60 MHz, assuming a
typical cycle mix of: 50% Read Hit - MRU Hit Burst=4, 20% Write Hit Burst=4, 30% Idle.

(10) This parameter is for input with pulldown.

(11) For additional granularity, refer to the I/O models.

(12) Not 100% tested. Guaranteed by design/characterization.

(13) VL min and V| max are not 100% tested. Guaranteed by design/characterization.
(14) Ve =5V + 5% at 60 MHz

(15) PP V¢ = 4.90V to 5.40V at 66 MHz; CC, CS V¢ =5V + 5% at 66 MHz

(16) PP Tcage = 0°C to +80°C at 60 MHz; CC, CS Teage = 0°C to +85°C at 60 MHz
(17) PP Tcage = 0°C to +70°C at 66 MHz; CC, CS Teage = 0°C to +85°C at 66 MHz

7.6. AC SPECIFICATIONS

The AC specifications consist of two sections, Optimized and External interface
specifications.

7.6.1. Optimized Interface

The optimized interface is the high-performance interconnect between the Pentium
processor, 82496 Cache Controller and 82491 Cache SRAM. This interface is tuned for the
known configuration options of the chip set and includes specially designed (non-standard)
input and output buffers optimized for the defined electrical environment of each signal path.
The specification of this interface is also non-standard; this section describes the signal flight
times, signal quality and buffer types parameters used throughout this interface.

The specifications that follow define the requirements of each path in the optimized
interface. As outlined in Table 7-3 there are three classes of specificationstiftighto
guarantee signal timing; signal quality to guarantee reliable operation; and, buffer models to
specify completely flight time and signal quality. Tablés3 through 7-17 define the
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optimized interface for th@56-Kbyte and 512-Kbyte configurations of the CPU-Cache
Chip Set.

Table 7-3. Three Specification Classes, Their Purpose and the New Parameters

Specification Class Purpose Parameters
Flight Time Guarantee Timing Maximum Flight Time
Signal Quality Guarantee Reliable Absolute Maximum Signal Overshoot (Undershoot)
Operation

Maximum Group Average Overshoot (Undershoot)
Absolute Maximum Time Beyond the Supply
Maximum Group Average Time Beyond the Supply
Maximum Signal Ring-back

Maximum Settling Time

Buffer Models Completely Specify Cin - Input Capacitance
Flight Time and Signal

Quality Lp - Package Inductance

Cp - Package Capacitance
dV/dt - Voltage source rate of change

Ro - Output impedance

Co - Output Capacitance

7.6.1.1. FLIGHT TIME SPECIFICATION

The first new parameter is flight time. Flight time is the difference in output delay measured
between a loaded and an unloaded output buffer.

The most straight forward definition of flight time is the time difference between the loaded
and unloaded output signals at the 50¢¢Voltage level as illustrated in Figure 7-1 (50%
Vccis the normal CMOS switching threshold. The loaded delay must be measured at the las
receiver to cross this threshold). This delay is called the 50% delay time.

Unfortunately, it is also necessary to measure delays to the g% dkage level (or 35%

V¢ for falling transitions). This is due to differences between waveforms generated in the
actual system and for an unloaded buffer, which are caused by the transmission line nature
the system environment. Delays measured to the 6ggdexel must be extrapolated back to

the 50% \¢c level using a line with a 1V/ns slope (i.e., subtract 0.75 ns whes3¥), as
shown in Figure 7-2. This delay is called the 65% delay time.

Flight time is defined as the greater of the 50% delay or that obtained by extrapolation
from the 65% delay.
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Signal Level
A
Driver Pin with 0'pF Load
Vee [~~~ ~~——2~
65%Vee F-—-F-—-—"—""""F-""""""""“""“"“~"~"—"—"—"—~"—"—~"—~"—"—~—"—"—~—"—"—"——"————
50% Delay
Flight Time
50%V, [ €= oo
3%%Vee VLo
At Receiver Pin
Vss )
Time
CDB70

Figure 7-1. Determination of Flight Time

Figure 7-1 shows determination of fligitne based on the 50%c¥ level measurement of a
0 pF load output with reference to the 50%c\Mevel of at the receiver pin. The 50%¥to
65% Vcrise time is faster than 1 volt/nsec in this example.
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Signal Level

A
Driver Pin with 0 pF Lo
Ve |

65%Vee |--7/-—-—-—-—-—-—-ffp---""""-""""""""""""— -

65% Delay
Flight Time

50%Ve, | -[€——Df- -
% Vee 1 Volt/nsec

Reference Slope

35%Vee |f - \ *********************************

At Receiver Pin

Time

CDB71

Figure 7-2. Derating the Flight Time

In a system environment it will not usually be possible to measure the delay of an unloadec
driver. Figure 7-3 shows the method for measuring fltghe in a system environment. As
shown, the voltage measured at the pin of the loaded driver will have a ledge near the centt
of the transition. According to Transmission Line Theory, the time required to reach half the
voltage level of the ledge is equivalent to the time required for an unloaded driver to reackt
the 50% \tc level. The oscillation (if any) seen at the ledge defines the measurement
uncertainty for this technique.

To measure flight time via this technique, first measure the maximum and minimum voltages
of the ledge and take the average of these two valuggx(M* Vmin) / 2, to arrive at the
ledge voltage. Finally, divide the ledge voltage by twaouA¥ + Vmin) / 4. The result is the
voltage level that approximately corresponds to the point in time at which an unloaded
driver's signal would reach the 50%level. The flight time is determined by measuring
the difference in time between thep(}x + Vmin) / 4 point and the extrapolated 50% point

on the receiver. The uncertainty of this technique is the time difference betweegifi2 Vv

and Myax/2 points.
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Signal Level
A
v SN N
ce NS
1 Volt/nsec
Reference Slope
At Driver Pin
VMAX
65% V. /N
VMINi /
50% V¢ /
(VMAX+VMIN)I4 /
% Vec F:;/.,ht Fime
< >
/ At Receiver Pin
VSS )
Time
CDB72

Figure 7-3. In-System Measurement of Flight Time

Table 7-4 describes the maximum flighthe and clock skew specifications. Table$ to
Table 7-16 list the flightime and maximum clock skew specifications for each driver-
receiver network in the optimized interface. For each net, the driver first order output buffer
model type and receiver input buffer model type are also listed. Some signalsnmoave
buffer types listed in the "Driver Buffer Type" column. These are the signals whose buffer
type is selected using BUSCHK# (Pentium processor) an@€LDRV (82496 Cache
Controller) as described in Table 4-1. The first entry corresponds to driving these
configuration signals HIGH during reset aheé second to driving them LOW. Tables 7-5 to
7-8 list the flighttime and clock skew for the 66-MHz 256-Kby@®PU Cache Chip Set.
Tables 7-9 to 7-12 list the flighime and clock skew for the 60-MHz 256-Kby@®U Cache

Chip Set. Tables 7-13 to 7-16 list the flighhe and clock skew for the 60-MHz 512-Kbyte
CPU Cache Chip Set.

7-8



intgl.

ELECTRICAL SPECIFICATIONS

Table 7-4. Description of Maximum Flight Time and Clock Skew

Parameter

Description

Maximum Flight Time

Maximum time delay for a signal to reach the receiving component referenced
from the driving component's pin, when the driver is unloaded. It includes the
time to traverse the PC board trace and any added output delay on the output
buffer due to the trace and receiving component loading and is dependent on
rise time at the receiving component.

Maximum Clock Skew

Maximum clock skew is the difference in time of the clock signal arriving at dif-
ferent components. It is measured at 0.8V, 1.5V, and 2.0V.

7.6.1.1.1.

66-MHz 256-Kbyte Flight Times

Table 7-5. Signal Group: CPU to Cache RAM (CPU-CRAM) (66-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Min Max
CLK Skew | Flight Time | Flight Time Driver Receiver
Driver Receiver (ns) (ns) (ns) Buffer Type | Buffer Type
PP D0-D63 CS CDATAO-7 0.7 1.0 2.2 ZD2 ZR10
PP DPO-7 CS CDATAO-3 0.7 1.0 2.2 ZD2 ZR10
CS CDATAO0-7 | PP D0-D63 0.7 1.0 2.2 ZD10 ZR4
CS CDATA0-3 | PP DPO-7 0.7 1.0 2.2 ZD10 ZR4
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Table 7-6. Signal Group: CPU to Cache (CPU-Cache) (66-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A3-A4 CC CFAO0-1 0.2 2.8 ZD6/ZD6a ZR8
PP A5 CC CFA6 0.2 2.8 ZD6/ZD6a ZR8
PP A6-A16 CC SETO0-10 0.2 2.8 ZD6/ZD6a ZR8
PP A3-Al16 CS A2-A15 0.7 2.8 ZD6/ZD6a ZR9
CC CFA0-1 PP A3-A4 0.2 9.5 ZD7 ZR6
CC CFA6 PP A5 0.2 9.5 ZD7 ZR6
CC SETO0-10 PP A6-Al16 0.2 9.5 ZD7 ZR6
CC CFA0-1 CS A2-A3 0.7 9.5 ZD7 ZR9
CC CFA6 CS A4 0.7 9.5 ZD7 ZR9
CC SETO0-10 CS A5-A15 0.7 9.5 ZD7 ZR9
PP W/R# CC W/R# 0.2 3.0 ZD5/ZD5a ZR7
PP W/R# CS W/R# 0.7 33 ZD5/ZD5a ZR9
PP HITM# CC HITM# 0.2 3.0 ZD5/ZD5a ZR7
PP HITM# CS HITM# 0.7 3.2 ZD5/ZD5a ZR9
PP ADS# CS ADS# 0.7 2.7 ZD5/ZD5a ZR9
PP BEO-7# CS BE# 0.7 23 ZD1 ZR9
PP BEO-7# CS CDATA4-7 0.7 23 ZD1 ZR10
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(66-MHz 256-Kbyte Version)

Table 7-7. Signal Group: CPU to Cache Controller (CPU-CCTL)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A17-A20 CC TAGO-3 0.2 1.7 ZD6/ZD6a ZR8
PP A21-A28 CC TAG4-11 0.2 1.7 ZD3 ZR8
PP A29-A31 CC CFA2-4 0.2 1.7 ZD3 ZR8
PP BTO-BT3 CC BTO-BT3 0.2 1.7 ZD3 ZR8
CC TAGO-3 PP A17-A20 0.2 3.2 ZD7 ZR6
CC TAG4-11 PP A21-A28 0.2 3.2 ZD7 ZR5
CC AP PP AP 0.2 2.7 ZD7 ZR3
CC CFA2-4 PP A29-A31 0.2 3.2 ZD7 ZR5
CC BTO-BT3 PP BTO-BT3 0.2 3.2 ZD7 ZR5
PP AP CC AP 0.2 1.6 ZD4 ZR8
PP SCYC CC SCYC 0.2 1.6 ZD1 ZR7
PP PWT CC PWT 0.2 1.6 ZD1 ZR7
PP PCD CC PCD 0.2 1.6 ZD1 ZR7
PP M/IO# CC M/I0# 0.2 1.6 ZD1 ZR7
PP D/C# CC D/C# 0.2 14 ZD1 ZR7
PP LOCK# CC LOCK# 0.2 1.6 ZD1 ZR7
PP CACHE# CC CACHE# 0.2 1.6 ZD1 ZR7
PP ADSC# CC ADS# 0.2 15 ZD1 ZR7a
CC AHOLD PP AHOLD 0.2 1.7 ZD8 ZR1
CC EADS# PP EADS# 0.2 1.7 ZD8 ZR1
CC KEN# PP KEN# 0.2 1.7 ZD8 ZR1
CC BRDYC1# PP BRDYC# 0.2 1.6 ZD8 ZR2
CC WBWT# PP WBWT# 0.2 1.7 ZD8' ZR1
CC INV PP INV 0.2 1.7 ZD8 ZR1a
CC NA# PP NA# 0.2 1.7 ZD8' ZR1
CC EWBE# PP EWBE# 0.2 1.7 ZD8 ZR1
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Table 7-8. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM)
(66-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type

CC BOFF# PP BOFF# 0.2 3.0 ZD9/ZD9%a ZR1
CC BOFF# CS BOFF# 0.7 3.0 ZD9/ZD9%a ZR9
CC BLAST# CS BLAST# 0.7 25 ZD9/ZD9%a ZR9
CC WRARR# CS WRARR# 0.7 25 ZD9/ZD9%a ZR9
CC WAY CS WAY 0.7 2.7 ZD9/ZD9%a ZR9
CC MCYC# CS MCYC# 0.7 2.7 ZD9/ZD9%a ZR9
CC MAWEA# CS MAWEA# 0.7 2.7 ZD9/ZD9%a ZR9
CC BUS# CS BUS# 0.7 2.7 ZD9/ZD9%a ZR9
CC WBA CS WBA 0.7 2.7 ZD9/ZD9%a ZR9
CC WBWE# CS WBWE# 0.7 2.7 ZD9/ZD9%a ZR9
CC WBTYP CS WBTYP 0.7 2.7 ZD9/ZD9%a ZR9
CC BRDYC2# CS BRDYC# 0.7 25 ZD9/ZD9%a ZR9
CC BLEC# CS BLEC# 0.7 25 ZD9/ZD9%a ZR9
7.6.1.1.2. 60-MHz 256-Kbyte Flight Times

Table 7-9. Signal Group: CPU to Cache RAM (CPU-CRAM) (60-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Min Max
CLK Skew | Flight Time | Flight Time Driver Receiver
Driver Receiver (ns) (ns) (ns) Buffer Type | Buffer Type
PP D0-D63 CS CDATAO-7 0.8 1.0 2.7 ZD2 ZR10
PP DPO-7 CS CDATAO-3 0.8 1.0 2.7 ZD2 ZR10
CS CDATAO0-7 | PP D0-D63 0.8 1.0 2.7 ZD10 ZR4
CS CDATA0-3 | PP DPO-7 0.8 1.0 2.7 ZD10 ZR4
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Table 7-10. Signal Group: CPU to Cache (CPU-Cache) (60-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A3-A4 CC CFAO0-1 0.3 33 ZD6/ZD6a ZR8
PP A5 CC CFA6 0.3 33 ZD6/ZD6a ZR8
PP A6-A16 CC SETO0-10 0.3 33 ZD6/ZD6a ZR8
PP A3-A16 CS A2-A15 0.8 33 ZD6/ZD6a ZR9
CC CFAO0-1 PP A3-A4 0.3 10 ZD7 ZR6
CC CFA6 PP A5 0.3 10 ZD7 ZR6
CC SETO0-10 PP A6-Al16 0.3 10 ZD7 ZR6
CC CFA0-1 CS A2-A3 0.8 10 ZD7 ZR9
CC CFA6 CS A4 0.8 10 ZD7 ZR9
CC SETO0-10 CS A5-A15 0.8 10 ZD7 ZR9
PP W/R# CC W/R# 0.3 35 ZD5/ZD5a ZR7
PP W/R# CS W/R# 0.8 3.8 ZD5/ZD5a ZR9
PP HITM# CC HITM# 0.3 35 ZD5/ZD5a ZR7
PP HITM# CS HITM# 0.8 3.7 ZD5/ZD5a ZR9
PP ADS# CS ADS# 0.8 3.2 ZD5/ZD5a ZR9
PP BEO-7# CS BE# 0.8 2.8 ZD1 ZR9
PP BEO-7# CS CDATA4-7 0.8 2.8 ZD1 ZR10
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(60-MHz 256-Kbyte Version)

Table 7-11. Signal Group: CPU to Cache Controller (CPU-CCTL)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

intgl.

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A17-A20 CC TAGO-3 0.3 2.2 ZD6/ZD6a ZR8
PP A21-A28 CC TAG4-11 0.3 2.2 ZD3 ZR8
PP A29-A31 CC CFA2-4 0.3 2.2 ZD3 ZR8
PP BTO-BT3 CC BTO0-BT3 0.3 2.2 ZD3 ZR8
CC TAGO-3 PP A17-A20 0.3 3.7 ZD7 ZR6
CC TAG4-11 PP A21-A28 0.3 3.7 ZD7 ZR5
CC AP PP AP 0.3 3.2 ZD7 ZR3
CC CFA2-4 PP A29-A31 0.3 3.7 ZD7 ZR5
CC BTO-BT3 PP BTO-BT3 0.3 3.7 ZD7 ZR5
PP AP CC AP 0.3 21 ZD4 ZR8
PP SCYC CC SCYC 0.3 21 ZD1 ZR7
PP PWT CC PWT 0.3 21 ZD1 ZR7
PP PCD CC PCD 0.3 21 ZD1 ZR7
PP M/IO# CC M/I0# 0.3 21 ZD1 ZR7
PP D/C# CC D/C# 0.3 1.9 ZD1 ZR7
PP LOCK# CC LOCK# 0.3 21 ZD1 ZR7
PP CACHE# CC CACHE# 0.3 21 ZD1 ZR7
PP ADSC# CC ADS# 0.3 2.0 ZD1 ZR7a
CC AHOLD PP AHOLD 0.3 2.2 ZD8 ZR1
CC EADS# PP EADS# 0.3 2.2 ZD8 ZR1
CC KEN# PP KEN# 0.3 2.2 ZD8 ZR1
CC BRDYC1# PP BRDYC# 0.3 21 ZD8 ZR2
CC WBWT# PP WBWT# 0.3 2.2 ZD8' ZR1
CC INV PP INV 0.3 2.2 ZD8 ZR1a
CC NA# PP NA# 0.3 2.2 ZD8' ZR1
CC EWBE# PP EWBE# 0.3 2.2 ZD8 ZR1
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Table 7-12. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM)

ELECTRICAL SPECIFICATIONS

(60-MHz 256-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type

CC BOFF# PP BOFF# 0.3 35 ZD9/ZD9%a ZR1
CC BOFF# CS BOFF# 0.8 35 ZD9/ZD9%a ZR9
CC BLAST# CS BLAST# 0.8 3.0 ZD9/ZD9%a ZR9
CC WRARR# CS WRARR# 0.8 3.0 ZD9/ZD9%a ZR9
CC WAY CS WAY 0.8 3.2 ZD9/ZD9%a ZR9
CC MCYC# CS MCYC# 0.8 3.2 ZD9/ZD9%a ZR9
CC MAWEA# CS MAWEA# 0.8 3.2 ZD9/ZD9%a ZR9
CC BUS# CS BUS# 0.8 3.2 ZD9/ZD9%a ZR9
CC WBA CS WBA 0.8 3.2 ZD9/ZD9%a ZR9
CC WBWE# CS WBWE# 0.8 3.2 ZD9/ZD9%a ZR9
CC WBTYP CS WBTYP 0.8 3.2 ZD9/ZD9% ZR9
CC BRDYC2# CS BRDYC# 0.8 3.0 ZD9/ZD9%a ZR9
CC BLEC# CS BLEC# 0.8 3.0 ZD9/ZD9%a ZR9
7.6.1.1.3. 60-MHz 512-Kbyte Flight Times

Table 7-13 to Table 7-16 list the fligtine and clock skew for the 60-MHz 512-Kbyte CPU
Cache Chip Set. Note the maximum frequency of the 512K chip set is 60 MHz. All external
interface specifications remain unchanged except for the maximum frequency.

Table 7-13. Signal Group: CPU to Cache RAM (CPU-CRAM) (60-MHz 512-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Min Max
CLK Skew | Flight Time | Flight Time Driver Receiver
Driver Receiver (ns) (ns) (ns) Buffer Type | Buffer Type
PP D0-D63 CS CDATAO0-3 0.8 1.0 2.7 ZD2 ZR10
PP DPO-7 CS CDATAO0-3 0.8 1.0 2.7 ZD2 ZR10
CS CDATAO0-3 | PP D0-D63 0.8 1.0 2.7 ZD10 ZR4
CS CDATAO0-3 | PP DPO-7 0.8 1.0 2.7 ZD10 ZR4
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Table 7-14. Signal Group: CPU to Cache (CPU-Cache) (60-MHz 512-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A3-A4 CC CFAO0-1 0.3 33 ZD6/ZD6a ZR8
PP A5-A6 CC CFA5-6 0.3 33 ZD6/ZD6a ZR8
PP A7-A17 CC SETO0-10 0.3 33 ZD6/ZD6a ZR8
PP A3-A17 CS A1-A15 0.8 33 ZD6/ZD6a ZR9
CC CFA0-1 PP A3-A4 0.3 10.6 ZD7 ZR6
CC CFA5-6 PP A5-A6 0.3 10.6 ZD7 ZR6
CC SETO0-10 PP A7-Al7 0.3 10.6 ZD7 ZR6
CC CFA0-1 CS Al1-A2 0.8 10.6 ZD7 ZR9
CC CFA5-6 CS A3-A4 0.8 10.6 ZD7 ZR9
CC SETO0-10 CS A5-A15 0.8 10.6 ZD7 ZR9
PP W/R# CC W/R# 0.3 3.9 ZD5/ZD5a ZR7
PP W/R# CS W/R# 0.8 4.0 ZD5/ZD5a ZR9
PP HITM# CC HITM# 0.3 3.8 ZD5/ZD5a ZR7
PP HITM# CS HITM# 0.8 3.9 ZD5/ZD5a ZR9
PP ADS# CS ADS# 0.8 3.2 ZD5/ZD5a ZR9
PP BEO-7# CS BE# 0.8 2.8 ZD1 ZR9
PP BEO-7# CS CDATA4-7 0.8 2.8 ZD1 ZR10
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Table 7-15. Signal Group: CPU to Cache Controller (CPU-CCTL)

ELECTRICAL SPECIFICATIONS

(60-MHz 512-Kbyte Version)

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type
PP A18-A21 CC TAGO-3 0.3 2.2 ZD6/ZD6a ZR8
PP A22-A29 CC TAG4-11 0.3 2.2 ZD3 ZR8
PP A30-A31 CC CFA2-3 0.3 2.2 ZD3 ZR8
PP BTO-BT3 CC BTO-BT3 0.3 2.2 ZD3 ZR8
CC TAGO-3 PP A18-A21 0.3 3.7 ZD7 ZR6
CC TAG4-11 PP A22-A29 0.3 3.7 ZD7 ZR5
CC AP PP AP 0.3 3.2 ZD7 ZR3
CC CFA2-3 PP A30-A31 0.3 3.7 ZD7 ZR5
CC BTO-BT3 PP BTO-BT3 0.3 3.7 ZD7 ZR5
PP AP CC AP 0.3 21 ZD4 ZR8
PP SCYC CC SCYC 0.3 21 ZD1 ZR7
PP PWT CC PWT 0.3 21 ZD1 ZR7
PP PCD CC PCD 0.3 21 ZD1 ZR7
PP M/IO# CC M/I0# 0.3 21 ZD1 ZR7
PP D/C# CC D/C# 0.3 1.9 ZD1 ZR7
PP LOCK# CC LOCK# 0.3 21 ZD1 ZR7
PP CACHE# CC CACHE# 0.3 21 ZD1 ZR7
PP ADSC# CC ADS# 0.3 2.0 ZD1 ZR7a
CC AHOLD PP AHOLD 0.3 2.2 ZD8 ZR1
CC EADS# PP EADS# 0.3 2.2 ZD8 ZR1
CC KEN# PP KEN# 0.3 2.2 ZD8 ZR1
CC BRDYC1# PP BRDYC# 0.3 21 ZD8 ZR2
CC WBWT# PP WBWT# 0.3 2.2 ZD8' ZR1
CC INV PP INV 0.3 2.2 ZD8 ZR1a
CC NA# PP NA# 0.3 2.2 ZD8' ZR1
CC EWBE# PP EWBE# 0.3 2.2 ZD8 ZR1
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Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

intgl.

Table 7-16. Signal Group: Cache Controller to Cache RAM (CCTL-CRAM)
(60-MHz 512-Kbyte Version)

Max Max
CLK Skew Flight Time Driver Buffer Receiver
Driver Receiver (ns) (ns) Type Buffer Type

CC BOFF# PP BOFF# 0.3 3.7 ZD9/ZD9%a ZR1
CC BOFF# CS BOFF# 0.8 3.7 ZD9/ZD9%a ZR9
CC BLAST# CS BLAST# 0.8 3.0 ZD9/ZD9%a ZR9
CC WRARR# CS WRARR# 0.8 3.0 ZD9/ZD9%a ZR9
CC WAY CS WAY 0.8 3.2 ZD9/ZD9%a ZR9
CC MCYC# CS MCYC# 0.8 3.2 ZD9/ZD9%a ZR9
CC MAWEA# CS MAWEA# 0.8 3.2 ZD9/ZD9%a ZR9
CC BUS# CS BUS# 0.8 3.2 ZD9/ZD9%a ZR9
CC WBA CS WBA 0.8 3.2 ZD9/ZD9%a ZR9
CC WBWE# CS WBWE# 0.8 3.2 ZD9/ZD9%a ZR9
CC WBTYP CS WBTYP 0.8 3.2 ZD9/ZD9%a ZR9
CC BRDYC2# CS BRDYC# 0.8 3.0 ZD9/ZD9%a ZR9
CC BLEC# CS BLEC# 0.8 3.0 ZD9/ZD9%a ZR9
7.6.1.2. SIGNAL QUALITY

Acceptable signal quality must be maintained over all operating conditions.
illustrates the parameters used to verify acceptable signal quality. Table 7-17 describes each
of these parameters.

7-18

Figure 7-4



]
I ntel ® ELECTRICAL SPECIFICATIONS

Signal Level
Maximum Overshoot (Volts)

A \2

Maximum Ring-back (Volts) Vg +-10%

65%Vee |---Ff--—-—--F--—-NF--"-S - P

Setting Time

50% V¢
At Receiver Pin

35% V.

Time

CDB73

Figure 7-4. Driver and Receiver Signal Waveforms Showing Signal Quality Parameters

Beyond the absolute maximum values shown in Figure 7-4, each of the four signal group:
defined by Tables 7-5 to 7-16 in the CPU-Cache Chip Set optimized interfaceneeisa
maximum group average for Overshoot (Undershoot) and Time Beyond the Supply.
Maximum group average overshoot (undershoot) is the numeric average of the maximun
signal overshoot (undershoot) for each signal within the signal group. Maximum group
average Time Beyond the Supply is the numeric average of the Maximum Time Beyond the
Supply for each signal within the signal group.

Group average is calculated assuming one component is driving the line. For example th
CPU-CRAM group includethe data bus between the Pentium processor and 82491 Cache
SRAM. The averages should be calculated assuming the Pentium processor is driving th
data bus. A second average is calculated assuming the 82491 SFaghkis driving. Both

must be less than the specified limit.

Since the maximum value for signal overshoot and undershoot will be limited by the
component's ESD diodes, both the absolute and group average specifications for oversho
and undershoot must be met under the simulation conditions described by Tables 7-5 to 7-1-
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Table 7-17. Specifications for Signal Quality

intgl.

Parameter Description Group Specification
Absolute Absolute value of the maximum voltage at the re- NA 3.0 Volts
Maximum Signal | ceiving pin above V¢ (or below Vgg) relative to Ve
Overshoot (or Vgg) level. (Assumes input diodes are not
(Undershoot) present.)

Absolute Maximum time a signal may exceed V¢ (or Vssg). NA 6 ns
Maximum Time Time beyond supply can be ignored if the overshoot
Beyond the is less than 0.5 volts.
Supply
Maximum Signal | Absolute value of the maximum voltage at the re- NA 65% V¢ Volts
Ring-back ceiving pin below V¢ (or above Vgg) relative to Ve (low to high)
(or Vgg) level after the signal has reached its
maximum voltage level. 35% Vcc Volts
(high to low)
Maximum Settling | Total time required for a signal to settle within 10% | NA 12.5 nsec
Time of its final value referenced from the unloaded
(Guideline) driver's initial crossing of the 50% level.
Maximum Group | The maximum numeric average of the CPU-CRAM 1.5 Volt
Average signal overshoot (undershoot) for all CPU-Cache 2.5 Volt
Overshoot signals within a signal group. CPU-CCTL 1.5 Volt
(Undershoot) CCTL-CRAM | 2.5 Volt
Maximum Group | The maximum numeric average of the CPU-CRAM | 3.0ns
Average Time time a signal may exceed V¢ (or Vgs) CPU-Cache |4.5ns
Beyond Supply for all signals within a signal group. CPU-CCTL 3.0ns
(Signals whose overshoot is less than 0.5V should | CCTL-CRAM | 4.5 ns
be ignored in calculating this average.)

The settling time is defined as the time a signal requires at the receiver to settle within 10%
of V¢ or Vgg Settling time is the maximum time allowed for a signal to reach within 10%
of its final value.

Most available simulation tools are unable to simulate settling time so that it accurately
reflects silicon measurements. On a physical board, second order effects and other effects
serve to dampen the signal at the receiver. Because of all these concerns, settling time is a
recommendation or a tool for layout tuning and not a specification.

Settling time is simulated at the slow corner, to make sure that there is no impact on the
flight times of the signals if the waveform has not settled. Settling time may be simulated

with the diodes included or excluded from the input buffer model. If diodes are included,

Settling Time recommendation will be easier to meet.

Although simulated settling time has ngltlown good correlation with physical, measured
settling time, settling time simulations can still be used as a tool to tune layouts.

Use the following procedure to verify board simulation and tuning with concerns for settling
time.

1. Simulate settling time at the slow corner for a particular signal.
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2. If settling time violations occur (signal requires more than 12.5 ns. to settle to +/- 10% of
its final value), simulate signal trace with DC diodes in place at the receiver pin.

3. |If settling time violations still occur, simulate flight times for 5 consecutive cycles for
that particular signal.

4. If flight time values are consistent over the 5 consecutive cycles, settling time should not
be a concern. If however, flight times are not consistent over the 5 consecutive cycles
tuning of the layout is required.

5. Note that, for signals that are allocated 2 cycles for flight time, the recommended settling
time is doubled.

Figure 7-4 depicts settling time. Note that the maximum settling time to within 10% of VIH
or VIL is 12.5ns.

7.6.2. External Interface

The external interface is the interface between the chip set components and the memory b
controller, memory address bus, and memory data bus. Intel supplies buffer models for thi
interface to aid system designers simulation of this section of their design. Unlike the
optimized interface, Intel supplies the AC specifications of output valid delay and input setup
and hold times.

Tables 7-18 to 7-21 list the 66-MHz AC specifications and Tables 7-22 to 7-25 list the
60-MHz AC specifications associated with the chip set's external interface signals.

All timings are referenced to 1.5 volts for both "0" and "1" logic levels unless otherwise
specified. Within the sampling window, a synchronous input must be stable for correct
Pentium processor, 82496 Cache Controller, and 82491 Cache SRAM operation.

Care should be taken to read all notes associated with a particular timing parameter. |
addition, the following list of notes apply to the timing specification tables in general and are
not associated with any one timing. They are 6, 13, 14, 15, 37, 47, 48, and 50.
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7.6.2.1. 66-MHz AC SPECIFICATIONS
Table 7-18. 66-MHz CPU Cache Chip Set Common Timings
Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max |Unit |Fig. Notes

t1 CLK Frequency 33.33 | 66.66 | MHz 1X clock, (1), (49)

t2 CLK Period 15 30 ns 7-5

t3 CLK High Time 4 ns 7-5 2)

t4 CLK Low Time 4 ns 7-5 ?3)

t5 CLK Rise Time 0.15 |15 ns 7-5 4)

t6 CLK Fall Time 0.15 |15 ns 7-5 4

t7 CLK Stability +-250 | pS (18), (19), (20), (21)

t8 RESET, INIT Setup Time 5 ns 7-9 To gL_Jarantee rec-
ognition on a given
CLK edge. (16), (17)

t9 RESET, INIT Hold Time 15 ns 7-9 To guarantee rec-
ognition on a given
CLK edge.

t10 RESET Pulse Width, CLK and V¢ Stable | 15 CLKs |7-9 |(11), (17)

111 INIT Pulse Width, Async. 2 CLKs To guarantee asyn-
ghronous recogni-
tion.

t13 RESET Active After CLK and V¢ Stable | 1 ms 7-9 Power Up (11), (12)

t20 TCK Frequency — 16 MHz

t21 TCK Period 62.5 ns 7-5

t22 TCK High Time 25 ns 7-5 2

t23 TCK Low Time 25 ns 7-5 ?3)

t24 TCK Rise Time 5 ns 7-5 9), 4)

t25 TCK Fall Time 5 ns 7-5 9), @
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Table 7-18. 66-MHz CPU Cache Chip Set Common Timings (Contd.)

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max | Unit | Fig. Notes

t28 TRST# Pulse Width 40 ns 7-15 | (46), Asynchronous
t29 TDI, TMS Setup Time 5 ns 7-14 | (7)

t30 TDI, TMS Hold Time 13 ns 7-14 | (7)

t31 TDO Valid Delay 3 20 ns 7-14 | (8)

t32 TDO Float Delay 25 ns 7-14 | (8), (46)

t33 All Non-Test Outputs Valid Delay 3 20 ns 7-14 | (8), (10)

t34 All Non-Test Outputs Float Delay 25 ns 7-14 | (8), (10), (46)

t35 All Non-Test Inputs Setup Time 5 ns 7-14 | (7), (8)

t36 All Non-Test Inputs Hold Time 13 ns 7-14 | (7), (8)
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Table 7-19. 66-MHz Pentium ® Processor Memory Bus Interface Timings

Legend: PP=Pentium® Processor, CC=82496 Cache Controller, CS=82491 Cache SRAM

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF
Symbol Parameter Min Max |Unit |Fig. Notes
t40 PP reset configurations Setup Time 5 ns 7-9
t41 PP reset configurations Hold Time 15 ns 7-9
t42 PP reset configurations Setup Time 2 CLKs | 7-9
Referenced to Falling Edge of RESET
t43 PP reset configurations Hold Time 2 CLKs | 7-9
Reference to Falling Edge of RESET
150 HLDA Valid Delay 15 |8 ns 7-6 | (5)
t51 BREQ Valid Delay 15 8 ns 7-6
t52 PCHK#, APCHK#, FERR#, IERR# Valid 15 8.3 ns 7-6 5)
Delay
t53 U, IV, IBT Valid Delay 15 10 ns 7-6
t54 BPO0-3, PMO-1 Valid Delay 15 10 ns 7-6
t55 A20M#, FLUSH#, IGNNE#, NMI, INTR, 5 ns 7-7 (16), (17)
Setup Time
t56 A20M#, FLUSH#, IGNNE#, NMI, INTR, 15 ns 7-7
Hold Time
t57 FLUSH#, IGNNE#, NMI, Pulse Width, 2 CLKs a7
Async
t58 PEN#, BUSCHK# Setup Time 5 ns 7-7
t59 PEN#, BUSCHK# Hold Time 15 ns 7-7
t60 HOLD Setup Time 5 ns 7-7
t61 HOLD Hold Time 15 ns 7-7
162 BRDY# Setup Time 5 ns 7-7
163 BRDY# Hold Time 15 ns 7-7
64 R/S#, SMI# Setup Time 5 ns 7-7 | (16), (17)
t65 R/S#, SMI# Hold Time 15 ns 7-7
66 R/S#, SMI# Pulse Width, Async 2 CLKs (17)
t67 PRDY, SMIACT# Valid Delay 15 8 ns 7-6
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Table 7-20. 66-MHz 82496 Cache Controller Memory Bus Interface Timings

ELECTRICAL SPECIFICATIONS

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max | Unit | Fig. Notes
t70 CFGO0-2, CLDRV, HIGHZ#, MALDRYV, 6 ns 7-9 (12), (22), (36)
SLFTST#, SNPMD, WWOR#,
FLUSH#[Vc] Setup Time
t71 CFGO0-2, CLDRV, HIGHZ#, MALDRYV, 1 ns 7-9 (12), (23), (36)
SLFTST#, SNPMD, WWOR#,
FLUSH#[Vcc] Hold Time
t72 CFGO0-2, CLDRV, HIGHZ#, MALDRYV, 10 CLKs | 7-9 (12), (36)
SLFTST#, SNPMD, WWOR#,
FLUSH#[Vc] Setup Time Referenced to
Falling Edge of RESET
t73 CFGO0-2, CLDRV, HIGHZ#, MALDRYV, 0 CLKs | 7-9 (12), (36)
SLFTST#, SNPMD, WWOR#,
FLUSH#[Vc] Hold Time Referenced to
Falling Edge of RESET
t75 FLUSH#, SYNC# Setup Time 6 ns 7-7 (34)
t76 FLUSH#, SYNC#, Hold Time 1 ns 7-7 (34)
t77 FLUSH#, SYNC#, Pulse Width, Async 2 CLKs
t80 CADS#, CDTS# Valid Delay 15 8.2 ns 7-6 Glitch Free
t81 KLOCK#, MCACHE#, RDYSRC Valid 15 8.2 ns 7-6 KLOCK# is Glitch
Delay Free
t82 CW/R#, CD/C#, CMI/O# Valid Delay 15 8.2 ns 7-6
t83 CPWT, CPCD, CCACHE#, CSCYC Valid |15 8.2 ns 7-6
Delay
t84 CAHOLD, CWAY, PALLC# Valid Delay 15 8.2 ns 7-6
t85 FSIOUT# Valid Delay 15 8.2 ns 7-6
t86 NENE#, SMLN# Valid Delay 15 12 ns 7-6
t87 APERR#, IPERR#, MAPERR# Valid Delay | 1.5 8.2 ns 7-6 Glitch Free
t88 APIC# Valid Delay 15 12 ns 7-6
t89 BLE# Valid Delay 15 8.2 ns 7-6 (35)
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Table 7-20. 66-MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.)

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max |Unit |Fig. Notes

t90 MCFAO0-6, MSET0-10, MTAGO-11, MAP, |15 11 ns 7-6 (25), (43)
MBTO-3 Valid Delay

t91 MCFAO0-6, MSET0-10, MTAGO-11, MAP, | 1.5 11 ns 7-10 | (26), (43)
MBTO-3 Valid Delay

t92 MCFAO0-6, MSET0-10, MTAGO-11, MAP, | 1.5 10 ns 7-10 | (27), (43)
MBTO-3 Valid Delay

t93 MCFAO0-6, MSET0-10, MTAGO0-11, MAP, 11 ns 7-10 | (28), (46)
MBTO-3 Float Delay

t95 BRDY#, CRDY# Setup Time 6.5 ns 7-7

t96 BRDY#, CRDY# Hold Time 1 ns 7-7

t97 BGT#, CNA#, KWEND#, SWEND# Setup |6 ns 7-7
Time

t98 BGT#, CNA#, KWEND#, SWEND# Hold 1 ns 7-7
Time

t100 DRCTM#, MRO#, MWB/WT# Setup Time | 6 ns 7-7 (24)

t100a MKEN# Setup Time 6.5 ns 7-7 (24)

t101 DRCTM#, MKEN#, MRO#, MWB/WT# 1 ns 7-7 (24)
Hold Time

t110 SNPCLK Frequency 8.3 66.66 | MHz 1X clock

t111 SNPCLK Period 15 120 ns 7-5

t112 SNPCLK High Time 4 ns 7-5

1113 SNPCLK Low Time 4 ns 7-5

t114 SNPCLK Rise Time 15 ns 7-5 (38)

t115 SNPCLK Fall Time 15 ns 7-5 (38)

1118 SNPADS#, SNPCYC# Valid Delay 15 8.2 ns 7-6 Glitch Free.

t120 MCFAO0-6, MSETO0-10, MTAGO-11, MAP, |6 ns 7-7 (29)
MBTO-3 Setup Time

t121 MCFAO0-6, MSETO0-10, MTAGO-11, MAP, |1 ns 7-7 (29)
MBTO-3 Hold Time

t122 MCFAO0-6, MSETO0-10, MTAGO-11, MAP, |6 ns 7-7 (30)
MBTO-3 Setup Time
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Table 7-20. 66-MHz 82496 Cache Controller Memory Bus Interface Timings (Contd.)

ELECTRICAL SPECIFICATIONS

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max | Unit | Fig. Notes

t123 MCFAO0-6, MSETO0-10, MTAGO0-11, MAP, |1 ns 7-7 (30)
MBTO-3 Hold Time

t124 MCFAO0-6, MSETO0-10, MTAGO0-11, MAP, |1 ns 7-8 (31)
MBTO-3 Setup Time

t125 MCFAO0-6, MSETO0-10, MTAGO0-11, MAP, |6 ns 7-8 (31)
MBTO-3 Hold Time

t130 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7-7 (29)
Setup Time

t131 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7-7 (29)
Hold Time

t132 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7-7 (30)
Setup Time

t133 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7-7 (30)
Hold Time

t134 MAOE#, MBAOE#, SNPINV, SNPNCA 1 ns 7-8 (31)
Setup Time

t135 MAOE#, MBAOE#, SNPINV, SNPNCA 6 ns 7-8 (31)
Hold Time

t140 SNPSTB# Setup Time 6 ns 7-7 (29)

t141 SNPSTB# Hold Time 1 ns 7-7 (29)

t142 SNPSTB# Setup Time 6 ns 7-7 (30)

t143 SNPSTB# Hold Time 1 ns 7-7 (30)

t144 SNPSTB# Active Time 6 ns 7-16 | (32)

1145 SNPSTB# Inactive Time 6 ns 7-16 | (32)

t148 MHITM#, MTHIT#, SNPBSY# Valid Delay | 1.5 10 ns 7-6
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Table 7-21. 66-MHz 82491 Cache SRAM Memory Bus Interface Timings

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max |Unit |Fig. Notes

1150 MDLDRYV, MSTBM, MTR4/8#, MX4/8%#, 5 ns 7-9 (22), (42)
PAR# Setup Time

1151 MDLDRYV, MSTBM, MTR4/8#, MX4/8%#, 1 ns 7-9 (23), (42)
PAR# Hold Time

1152 MDLDRYV, MSTBM, MTR4/8#, MX4/8%#, 4 CLKs | 7-9 (41), (42)
PAR# Setup Time Referenced to Falling
Edge of RESET

1153 MDLDRYV, MSTBM, MTR4/8#, MX4/8%#, 0 CLKs | 7-9 (41), (42)
PAR# Hold Time Referenced to Falling
Edge of RESET

1155 BRDY#, CRDY# Setup Time 5 ns 7-7

1156 BRDY#, CRDY# Hold Time 1 ns 7-7

t160 MDATA Setup to CLK 5 ns 7-7 | (44)
(CLK before BRDY# Active)

t161 MDATA Valid Delay From CLK 13 ns 7-6 (49)
(CLK from CDTS# Valid, MDOE# Active)

1162 MDATA Valid Delay From MDOE# Active 8 ns 7-10

1163 MDATA Float Delay From MDOE# Inactive 10 ns 7-10

t165 MBE# Valid Delay 15 |8 ns 7-6 | (39)

Clocked Mode

t170 MCLK, MOCLK Frequency 66.66 | MHz 1X clock, (49)

1171 MCLK, MOCLK Period 15 ns 7-5

1172 MOCLK High Time 4 ns 7-5

1173 MOCLK Low Time 4 ns 7-5

t174 MCLK High Time 5 ns 7-5 | (40)

t175 MCLK Low Time 5 ns 7-5 (40)

1176 MCLK, MOCLK Rise Time 15 ns 7-5

t177 MCLK, MOCLK Fall Time 15 ns 7-5
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Table 7-21. 66-MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.)

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max | Unit | Fig. Notes
Clocked Mode

1180 MOCLK Falling Edge To MCLK Rising 2 ns

Edge
1181 MFRZ#, MZBT# Setup Time 5 ns 7-7 Referenced to MCLK
1182 MFRZ#, MZBT# Hold Time 1 ns 7-7 Referenced to MCLK
1183 MBRDY#, MSEL#, MEOC# Setup Time 5 ns 7-7 Referenced to MCLK
t184 MBRDY#, MSEL#, MEOC# Hold Time 1 ns 7-7 Referenced to MCLK
1185 MDATA Setup Time 5 ns 7-7 Referenced to MCLK
t186 MDATA Hold Time 1 ns 7-7 Referenced to MCLK
1187 MDATA Valid Delay From 2 12 ns 7-6

MCLKeMBRDY#
1188 MDATA Valid Delay From MCLK*MEOC# | 2 20 ns 7-6
1189 MDATA Valid Delay From MCLK*MSEL# |2 18 ns 7-6 (45)
1190 MDATA Valid Delay From MOCLK 15 10 ns 7-6

Strobed Mode

t195 MEOC# High Time 8 ns 7-16 | (49)
1196 MEOC# Low Time 8 ns 7-16
1197 MISTB, MOSTB High Time 12 ns 7-16 | (49)
1198 MISTB, MOSTB Low Time 12 ns 7-16
1199 MEOC#, MISTB, MOSTB Rise Time 2 ns
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Table 7-21. 66-MHz 82491 Cache SRAM Memory Bus Interface Timings (Contd.)

Vcc = See Note 51, Tcase = See Note 52, C | =0 pF

Symbol Parameter Min Max |Unit |Fig. Notes
Strobed Mode

t200 MEOC#, MISTB, MOSTB Fall Time 2 ns

t201 MSEL# High Time for Restart 8 ns 7-16

t202 MSEL# Setup Before Transition on MISTB |5 ns 7-12 | (49)
or MOSTB

t203 MSEL# Hold After Transition on MISTB or | 10 ns 7-12
MOSTB

t204 MSEL# Setup Before Transition on 5 ns 7-12
MEOCH#

t205 MSEL# Hold After Transition on MEOC# 1 ns 7-12

t206 MISTB, MOSTB Transition to/from MEOC# | 10 ns
Falling Transition

t207 MZBT# Se