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 ABSTRACT

File system redirection is an established technique in personal
computer local area networks for providing location transparent
file access. This paper argues that redirection can be used for
multimedia file access, and considers the extensions needed in
the client, server, transport and network subsystems to enable
multimedia redirection. Results are presented on an IBM LAN
Server prototype which provides quality of service guarantees to
multimedia clients on the Token Ring.

 INTRODUCTION

Today, we have data networks in workplaces and campuses
throughout the world, and we have file systems which manage
data files. Multimedia networks and multimedia files are distin-
guished by having a wider range of quality of service (QoS)
requirements. Quality of service in data networks usually
means a choice between reliable or unreliable service depending
upon whether the user of the service wants the system to auto-
matically retransmit lost or corrupted data. But QoS in multi-
media systems may include delay, delay variation, throughput,
and error guarantees [2, 7]. Thus multimedia networks and file
systems encompass all of the functions of data networks and
data file systems.

Multimedia applications lie along a continuum with applications
that require no guarantees for error, delay, or throughput at one
end, and applications that require guaranteed high throughput
and low delay service at the other end. Between these two
extremes are multimedia playback applications such as media on
demand (e.g., music or movies on demand), electronic book
applications (i.e., digital documents that integrate sound, voice,
video), and hypermedia applications, which are electronic books
that permit document navigation through links.

A distinction can be made between multimedia applications that
play back recorded multimedia and live multimedia applications
in which two or more people communicate, digitally, through a
computer network in a teleconferencing session [3]. Playback
applications access stored media from disk, and are less sensi-
tive to delay and delay variation when large playout buffers are
used. Unlike live multimedia, many playback applications are
“standalone,” meaning that computer networks are not needed
for the presentation. Electronic books and hypermedia applica-
tions, for example, may come packaged on one or more
compact discs. Here the storage and distribution mechanisms
are one and the same.

Standalone multimedia applications are limited by what can fit
upon a workstation floppy or hard disk drive. But multimedia
playback from remote file servers will greatly expand the variety
and availability of digital multimedia. A server plays back a
multimedia file when it delivers file elements, such as sound,
voice or video, to the client at the rate at which these elements
are delivered to multimedia devices.

Textual data, though not played back, are often integrated into
multimedia presentations. Distributed multimedia systems will
usually be required to support the text processing applications
which are found on today's personal computer local area net-
works (PC LAN's). In PC LAN environments, remote file
access is commonly supported through file system redirection in
which access to a remote file is made indistinguishable to local
file access by a software component called a Redirector. Since
practically any multimedia application can and will be run
standalone, there are obvious benefits to providing location
transparency for multimedia file access, and for using common
services for both reserved (multimedia) and unreserved (non-
multimedia) access to data files: This permits a gradual intro-
duction of multimedia applications into existing environments; it
minimizes the software and hardware costs as well as the risks
of running distributed multimedia. This paper describes a file
system Redirector which can enable client access to multimedia
server and transport services, and considers the resource reserva-
tion requirements for a multimedia client implementation.

MULTIMEDIA APPLICATIONS AND OS EXTENSIONS

At the very least, memory resources must be reserved in a
standalone computer or client workstation to provide service
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guarantees to multimedia streams. Dedicated memory buffers
between disk storage and multimedia devices are required.
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Figure 1. Multimedia synchronization and streaming

Figure 1 shows a simplified multimedia system in which file
elements are read by a file stream handler into one or more
buffers. The elements are copied from the buffers to the multi-
media devices such as CODEC's after they are synchronized and
streamed. Streaming restores the temporal relationship among
file elements before delivery to a multimedia device. Synchroni-
zation restores the temporal relationship among multiple streams
[20]. Following bursty disk accesses, temporal relationships
must be restored prior to delivery of stream elements to multi-
media devices so the the sound, voice, or video elements are
delivered without disruption. Increasingly, extensions are being
made to operating systems in order to provide streaming and
synchronization services to multimedia applications.
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Figure 2. Distributed multimedia playback

Today, there are at least two multimedia systems available for
IBM compatible Personal Computers (PC's). Both are exten-
sions to PC operating systems. Microsoft's Multimedia Exten-
sions to Windows, now packaged with Window's 3.1, provides a
generic Media Control Interface (MCI) for various digital and
analog multimedia devices, and it provides a synchronization
and streaming subsystem [12]. IBM's Multimedia Presentation
Manager/2 provides similar functions for OS/2 computers [13].
Apple's QuickTime for the MacIntosh is also available on
Windows computers. We are not aware of any explicit features
in these multimedia extensions for remote playback of multi-
media files.

Figure 2 is a simple depiction of distributed playback where the
multimedia file is stored on a file server that is remote from the
workstation on which the file is played. The streaming sub-
system is located in the client workstation of Figure 2. There
may be a streaming subsystem in the server as well, but when-
ever packet networks are used, client streaming is necessary.
The client playout buffers shown in Figure 2 perform additional
functions beyond those shown in Figure 1 since they remove
variations in delay from the network and file server in addition

to those from the disk subsystem. In general, the buffer needs
to be large enough to sustain a playback during the maximum
time it takes to move a block of data between server disk and
multimedia device. It is crucial that the network, server and
disk subsystems deliver media elements at the rate at which they
are displayed otherwise discontinuities occur in which a media
element does not correctly follow another media element.

The elements being delivered and presented could range from
video frames to audio samples [17, 18]. At the multimedia
device, therefore, the presentation unit could be less than a byte
or it could exceed 400 bytes, and the period of time it takes to
consume a presentation unit could be greater than 1/30th of a
second or less than a millisecond. At the file system, however,
the granularities are different: Rather than an audio sample or
video frame, the file system burst could be a 64 kilobyte READ
operation.

In Table 1, the average throughput, T, is the rate of DVI Pro-
duction Level Video [19], CD-ROM audio, and voice over still-
frame. The average burst, B, is the READ size, and the period,
P is computed as in equation (1).

P = B
T

(1)

P is the seconds between successive requests. At minimum, a
playout buffer at least as large as the burst, B, is necessary. In
practice, the playout buffer size is (k+1) × B. The rationale for
setting k > 0 will usually be to accommodate transient extremes
in delay (i.e., delay variation). If the client/server system cannot
supply file elements (the burst, B) to the device at the required
rate (the inverse of the period) over k periods, then a disconti-
nuity will occur. A discontinuity is a missed deadline [8] in
which a multimedia playout buffer experiences underflow; this
usually results in disrupted sound, voice or video.

Thus a playout buffer must be maintained in the client work-
station and the size of the buffer is a function of delay variation
from the server's disk to the multimedia device. This does not
mean that the client Redirector necessarily has to maintain
playout buffers. The value of Multimedia systems such as the
OS/2 Multimedia Presentation Manager/2 to multimedia redi-
rection is that they already provide playout buffers which are
adjustable in size. The OS/2 Presentation Manager/2 also pro-
vides a configurable READ size, another multimedia client
requirement since the burst, B, is the READ size. When these
parameters are configurable in the client, we have shown that no
change is needed to the Redirector provided that resource reser-
vation is implemented in the server and communications trans-
port (see “Multimedia Client/Server Implementation”).

Table 1. Video, Audio and Still Frame Flows

DVI PLV CD ROM V/SF

T 150 KBps 175 KBps 37 KBps

B 64 KB 64 KB 64 KB

P 0.43 0.37 1.73



  
 

THE MULTIMEDIA REDIRECTOR

A Redirector is a software component installed on the client
workstation and server computer that provides at least three
functions [10].

1. File abstraction definition, such as the definition of a file as
a stream of bytes and also metadata such as size, creation
date and extended attributes.

2. File object services such as open, read and write oper-
ations.

3. File access protocols including the use of primitive services
such as those provided by the communications transport.

IBM's LAN Server uses the Server Message Block (SMB) pro-
tocol which has been standardized through X/Open. There are
obvious commercial advantages to using a standard protocol
such as SMB for multimedia client/server computing since the
installed base is quite large. There are also technological
advantages to using existing protocols since they will permit
rapid introduction of multimedia applications into existing envi-
ronments. To accomplish this, the multimedia Redirector
includes three extensions to the redirection functions listed
above.

1. Quality of Service (QoS) metadata is associated with multi-
media files.

2. Service guarantees for file operations are provided.

3. A resource reservation protocol exchange is defined
between the client and the server and with the service pro-
viders that support them, such as the communications trans-
port.

The quality of service (QoS) descriptors characterize the traffic
for real-time delivery of file system elements: The QoS descrip-
tors express the deadline constraints. The IBM LAN Server and
Redirector use file system Extended Attributes, metadata about
the file, for storing and accessing QoS information about a file.
The descriptors are shown in Table 2, below.

Throughput, T, is expressed in bytes per second and measured
over the time interval or period, P. The period is a parameter
derived from throughput and burst as in equation (1), above.
These definitions are consistent with the QoS parameters con-
tained in the ISDN Frame Relay specification [16]. The
end-to-end descriptors shown in Table 2 must be mappable into
descriptors needed for the disk, network and transport subsys-
tems. Each of these subsystems must provide service guaran-
tees and usually perform resource reservation.

When the application plays back exactly one file, then the reser-
vation can be based upon the resource requirements of the par-
ticular file. This is file-oriented reservation. There are file
formats, such as the Resource Interchange File Format (RIFF)
that may contain sound, voice, video text, or practically any
media - in a single file. Many hypermedia applications,
however, can be expected to use multiple files, and in this case
the reservation should be session-oriented: If an individual res-
ervation is made for each file when it is opened, then over-
reservation will occur when the files are not accessed
concurrently. If the application requires that the resource reser-
vation be dynamically changed, then the application must have
some way to communicate the resource reservation request to
the Redirector, and the Redirector must have some way of com-
municating this to the server. Resource reservation protocol is
needed for dynamic, session-oriented resource reservation of
server and transport resources.

THE MULTIMEDIA SERVER

Resource reservation of disk and CPU is needed in the server to
ensure that the server can meet the clients' service deadlines Pi
from equation (1). It is clear that the number of client multi-
media streams which can be supported by each server and each
disk depends upon the scheduling algorithms, not considered in
this paper, which are used by the server.

The server obtains a quality of service specification from the
file's Extended Attributes, in the case of file-oriented reserva-
tion, or from the application via the Redirector's Application
Programming Interface, in the case of session-oriented reserva-
tion. When the server is presented with the service specification
as shown in Table 2, it must either accept or refuse the resource
reservation request. Acceptance means that the server will guar-
antee to deliver up to Bread elements at a rate at least equal to
Tread within an amount of time not exceeding some multiple of
Pread seconds. The same contract holds for write operations.
Thus, the service specification of Table 2 contains the informa-
tion which a server needs to perform scheduling: The period is
computable, the computation of moving a sequence of bytes
must be known for a particular server, and if the size of the
client's playout buffer is also known, then server memory usage
can be optimized as well. There is an implicit protocol between
the server and the client in that each READ request must com-
plete within (k + 1) × P, for some k ≥ 0.

The propagation of READ requests from the Redirector to the
server may be seen as unnecessary overhead when the streams
are periodic and access to the file is sequential. For the most
part, today's client/server file systems use byte oriented, client-
pull access semantics. Byte-oriented means that the file is
accessed as a stream of bytes, and most PC file systems do not
recognize any additional structure beyond a byte structure.
Client-pull access for file READ operations means that the
client determines how many bytes will be retrieved from a par-
ticular byte offset in the file. These semantics do not exploit
the periodic and sequential nature of multimedia file streams.
Rangan and Vin have shown that optimal use of a server for
Media on Demand applications can be achieved through server-
push access where the server streams multimedia file elements
at the necessary rate with only timestamp feedback from the
client [18]. When the server controls transmissions based on

Table 2. Client/Server Resource Reservation Descrip-
tors

Average Read Throughput Tread

Average Write Throughput Twrite

Maximum Read Burst Bread

Maximum Write Burst Bwrite



  
 

information about needed rates, it may adjust the rate and size
of disk block retrieval to maximize the number of concurrent
multimedia playback sessions that it can support. In the disk
subsystem, therefore, it is senseless for each multimedia client
READ to result in a transfer from disk.

In addition to disk scheduling, there are at least three potential
advantages to server-push for multimedia. First, read operations
from the redirector to the server are not necessary when traffic
is periodic, though some means are needed to start, stop and
pause flows. The savings in eliminating read operations are in
network bandwidth, server interrupts, and server control over
scheduling of disk accesses. Regarding network bandwidth,
elimination of read operations for a full-motion video session
saves approximately one hundred bytes per second which would
need to flow from the client to the server for READ requests.
Though this is negligible on packet-based local area networks, it
may prove valuable over ISDN links, such as T1 service if
acknowledgements are also eliminated. A second advantage is
the saving of interrupts caused by read requests from the client
to the server, though acknowledgements will still need to be
sent to the server following frame transmissions (e.g., on a
sliding window basis), and elimination of read interrupts will
reduce the total usually less than 8%. Finally, there is potential
advantage for streaming and synchronization to be performed
only in the server, but streaming and synchronization will
always need to occur in the client when running over packet
networks which have statistical delays and delay variations.

For today's packet LAN environments, there are no clear advan-
tages to pushing multimedia frames through the network from
server to client. Our lab tests show that maximum reservable
capacity can be obtained on the Token Ring without changing
the read semantics from a pull to a push (see “Multimedia
Client/Server Implementation”).

LAN delivery is the current multimedia server bottleneck. A
server that could support hundreds of multimedia video sessions
could be attached to multiple 100 Mpbs links as a means to
deliver sessions to clients. At present, however, each reserved
bandwidth LAN attachment generally will not exceed 16 Mbps,
in the case of the Priority Token Ring. Alternatives such as
Dedicated Ethernet are either very expensive or restricted (see
“Multimedia Transport and Network Services,” below). LAN
attachment costs contribute substantially to the price of server
hardware. Intel 486 and low-end RISC servers generally have
about one to six LAN attachments, and will be limited to about
40 DVI Production Level Video sessions running at 1.2 Mbps
on average. As discussed below (“Multimedia Client/Server
Implementation”), an Intel 486 server equipped with a disk
array can support this number of streams relatively cheaply.
And the number of multimedia streams that can be provided at
reasonable cost (i.e., without an entirely new network and
system infrastructure) is constrained by LAN delivery.

MULTIMEDIA TRANSPORT AND NETWORK SERVICES

LAN's are shared media links: Multiple stations share a ring or
bus. It is therefore hard to guarantee throughput, delay or delay
variation for multimedia traffic from a single workstation when
it has no control and little information about the traffic coming

from other workstations. A multimedia workstation can do very
little to compensate for congested links in present-day networks.

Applications with high bandwidth, time sensitive, or periodic
streams (or all of the above) need reserved or dedicated band-
width service. A reserved bandwidth network provides quality
of service (QoS) guarantees on shared links to some classes of
traffic. The Priority Token Ring, Synchronous FDDI and Dedi-
cated Ethernet are examples of reserved bandwidth networks.
Unlike a reserved bandwidth network, a dedicated bandwidth
network is a circuit or physical link, such as an Integrated Ser-
vices Digital Network (ISDN) B channel that is not necessarily
shared among multiple stations. Primary Rate Interface ISDN
(PRI-ISDN) can provide low-quality digital video service at
approximately 1.5 megabits per second. But there is some ques-
tion as to the long-term acceptance of this video quality, espe-
cially to the home. And PRI-ISDN may never be ubiquitous in
North America, Japan or Europe. Broadband ISDN Asynchro-
nous Transfer Mode (B-ISDN ATM) research and development
work promises to integrate our data and telephone networks [9,
6]. Such an integration is needed to remove the communi-
cations impediments to generalize use of digital multimedia.
Until B-ISDN ATM becomes commercially-available, packet-
based LAN's augmented with bandwidth reservation are the best
multimedia client/server solution.

In order to make use of reserved and dedicated bandwidth net-
works, a traffic contract is needed between the application and
the network. As part of the contract, the application provides
descriptors of the traffic it will offer and the quality of service it
requires; the network may then agree to meet the needed QoS
so long as the traffic stays within the declared traffic parameters
[5]. Traffic descriptors and quality of service have been stand-
ardized in the CCITT ISDN standards. The ISDN Frame Relay
standard [16] defines a set of parameters which is suitable for
packet networks (see Table 3), and a bandwidth reservation pro-
tocol between an endstation requesting network service guaran-
tees and a network provider.

The multimedia Redirector and server described in this paper do
not use the frame relay protocol, only the service parameters.
Since the B-ISDN ATM specification, Q.93b, should be
upwardly compatible with Q.933, use of these parameters seems
to meet immediate needs as well as future requirements. The
following mappings are defined between the parameters of
Table 2 and Table 3.

max_transit_delay ≤ (k + 1) × P
desired_outgoing_throughput = Tread
outgoing_committed_burst = Bread
incoming_committed_burst = Bwrite

In all cases, the desired and acceptable values are set to the
same value. The server will initialize the max_transit_delay to
be within (k+1) × P, k being determined by the buffers reserved
in the client computer. The exact delay value depends upon
how much of the end-to-end delay is consumed by the server,
its file system and disk subsystem. The multimedia Redirector
and server may choose to initialize the excess_burst parameters
to be a function of the playout buffer size since the rate of flow
will be exceeded while the playout buffer fills.



  
 

nous FDDI, which is a finished standard, current proposals for
100 Mbps Ethernet include a priority mechanism which could
be used for reserving bandwidth on the bus.

Today, the best choice for a multimedia LAN protocol is
arguably the Token Ring. Our lab tests show that the Token
Ring can reliably deliver multimedia streams, at least within a
single LAN segment (see “Multimedia Client/Server
Implementation” below). Token Rings are more expensive than
Ethernets, which cannot reserve bandwidth at all, but are
cheaper than other alternatives such as FDDI, Dedicated
Ethernet, and B-ISDN ATM.

The Multimedia LAN Server uses the priority feature of the
Token Ring for reliable delivery of multimedia streams [22].
The Priority Token Ring, is a Token Ring in which access to the
architected IEEE 802.5 priority mechanism is restricted so as to
provide service guarantees. It is necessary to prevent too many
sessions from being granted reserved bandwidth than can actu-
ally be supported on the LAN or LAN subnetwork. The Pri-
ority Token Ring, a software extension to existing Token Ring
network hardware, has been shown to be effective in reserving a
proportion of the ring bandwidth to a server for its multimedia
sessions. These sessions, moreover, will be protected against
normal data traffic on the ring. When there are more than one
multimedia server, the amount of reservable bandwidth is
limited by the ring speed, and there is no question that at least
50% of the bandwidth can be reserved for multimedia traffic
coming from any server on the Token Ring. This figure is
derived from the 50% Rule which governs the functioning of
most commercially-used Token Ring adapters that release the
token after transmitting each frame [1]. When such an adapter
is sending the highest priority frames, it will capture no more
than 50% of the tokens if there are active data sources on the
ring: Each time the server completes a priority transmission, it
releases the token to any data station with a frame to send; the
server can make a reservation in the passing frame and receive
the next token. Thus the amount of bandwidth which any single
server can capture is bounded by ratio (2).

SH

(SH + S0) 
(2)

Where SH is the average size non-zero priority frame sent by the
single high priority server and S0 is the average size of the zero
priority frames sent by all other stations on the ring. It is clear
that the server will capture only half the bandwidth when its
frame sizes are equal to the zero priority frames sent by other
stations. This is the limiting case of increasing reservable band-
width by increasing SH since S0, the size of zero priority frames,
can be increased as much as SH. An alternative approach is to
decrease S0, and we have implemented a prototype which uses
this technique to increase reservable bandwidth on the Priority
Token Ring to at least 80%. These techniques are beyond the
scope of this paper.

MULTIMEDIA CLIENT/SERVER IMPLEMENTATION

It is not surprising that off-the-shelf multimedia files can be
installed on a server computer and successfully accessed by a
LAN-attached client workstation. The client Redirector locates

Table 3. ISDN Q.933 Service parameters

max_transit_delay

max_acceptable_delay

outgoing_maximum_frame_size

incoming_maximum_frame_size

desired_outgoing_thruput

desired_incoming_thruput

min_acceptable_outgoing_thruput

min_acceptable_incoming_thruput

outgoing_committed_burst

incoming_committed_burst

outgoing_excess_burst

incoming_excess_burst

X213_priority

Over 70% of packet LAN's are Ethernet, and it is unfortunate
that Ethernet cannot provide any of the service guarantees
shown in Table 3 since it uses a collision detection protocol
which lacks any means for guaranteeing throughput and delay.
Adaptation schemes [8] may provide acceptable multimedia
delivery for smaller enterprises that are willing to tolerate some
amount of disruption to multimedia playback. The extensions
needed to a Redirector to support adaptation are not considered
in this paper.

An alternative to shared media Ethernet is Dedicated Ethernet
where a network hub (switching or bridging hub) provides dedi-
cated bandwidth of up to 10 Mbps to the endstation. This sol-
ution sounds better than it really is, however, since for many
enterprises there will be more workstations than can be sup-
ported by a single hub (an expensive, switched hub may accom-
modate dozens, not hundreds, of workstations). If the hubs
need to be bridged, then the Dedicated Ethernet solution
requires that 10 Mbps be reserved for each Dedicated Ethernet
workstation throughout the entire LAN subnetwork. The sim-
plicity of the Dedicated Ethernet solution comes from the
absence of bandwidth reservation protocol since this solution
assumes that any station will be running at its maximum rate.
And this assumption does not scale well when going through
internetworks. In order to solve this problem, a bandwidth res-
ervation protocol and network implementation is necessary, and
these services will be provided in a standard way by B-ISDN
ATM nearly as soon as they can be provided by Dedicated
Ethernet products.

Synchronous FDDI, however, is a reserved bandwidth network
which has been standardized, and which may become
commercially-available as early as 1993. Synchronous FDDI,
an implementation of the FDDI bandwidth reservation standard
SMT 7.1, defines a negotiation process among stations on a
FDDI ring (and only on a single ring) for bounding token
holding time and token rotation time. In addition to Synchro-



  
 

and accesses multimedia files as it does any other file. And if
the system is underutilized, the rates for even full-motion video
will be supported between the client and server.

It is surprising, however, how many video sessions can be sup-
ported by commercially-available PC servers. Recent work on
high performance servers at the IBM Boca Raton lab has used a
50 MHz 486 PS/2 Model 95 server running the OS/2 LAN
Server to support twenty eight DVI Production Level Video ses-
sions. The video was delivered over three 16 Mbps Token
Rings, and the workload consists of repeated play of video clips
of varying duration, and run at an average rate of 150 kilobytes
per second [15].

The current release of the IBM LAN Server, though it can
support dozens of video sessions playing different files on the
configuration described above, provides no service guarantees.
Work on the LAN Server implementation for multimedia has
focussed on three goals.

1. To protect multimedia sessions on the network from non-
multimedia data traffic and from too much multimedia
traffic.

2. To protect multimedia sessions on the server from non-
multimedia data traffic and too much multimedia traffic.

3. To increase reservable disk capacity on the server.

Table 4 provides measurements from the playback of ten video
clients (DVI PLV at approximately 150 kilobytes per second)
from a PC server running the current LAN Server product
release which has no special support for multimedia. The cells
of the table are counts of discontinuities, per client, when data
traffic was introduced at various size frames. A discontinuity
occurs when a media element N is not followed by media
element N+1, at least not in the correct temporal order [8]. The
traffic generator is configured to capture a free token and send a
frame of a specified size at every opportunity. Although these
clients can run indefinitely with a negligible or zero number of
discontinuities, once data traffic is introduced the degradation

becomes noticeable. And when the size of the data frames
increase, the discontinuities worsen. We have instrumented the
application program provided with the ActionMedia II video
product to detect buffer starved messages from the video device,
and to record the amount of time between the receipt of the
message and the replenishment of the buffer. The results of
Table 4 demonstrate what happens when there is no resource
reservation on the LAN for multimedia. The situation is analo-
gous for unreserved file transfers going to and from a disk
which supports both multimedia and non-multimedia file access.

A test similar to that of Table 4 was run using eight Ethernet
stations. Since Ethernet does not have a fair medium access
protocol, a single file transfer introduced discontinuities in only
one or two stations. Three or four stations were affected by a
second file transfer. As more file transfers occurred from dif-
ferent stations on the bus, all of the workstations experienced
discontinuities which completely disrupted the playback. The
solution to the problem of client discontinuities is to reserve
bandwidth for multimedia sessions and give them priority over
unreserved sessions. This can be done on the Token Ring, pro-
vided that a system is in-place to specify the service require-
ments of the multimedia sessions.

Up to 4 separate
Token Ring networks
may be served
by one server

16 Mbps Token Ring

Full-motion
compressed digital video

clients

Figure 3. Prototype hardware configuration

The Multimedia LAN Server prototype provides resource reser-
vation in the disk, transport and network subsystems. Figure 3
shows the hardware configuration used by the Multimedia LAN
Server prototype. The hardware configuration of Figure 3 is a
relatively low cost multimedia client/server platform: A 50
MHz 486 platform supports the OS/2 LAN Server which has
software extensions in the file system and transport for disk,
server computer and network resource reservation. The server
is connected to several Token Rings, possibly with a high-
performance multi-priority adapter to provide efficient service
for both reserved and unreserved traffic to the server. Our pro-
totype configuration uses the IBM LANStreamer Token Ring
adapters which have two transmit channels. The multi-priority
service can be implemented in software as well as hardware
with some loss in throughput. Our first prototype relies on new
network hardware - in the server. The client workstations are
PC's, 386 or above, and may use inexpensive Token Ring
adapters. All of the multimedia flows are single segment.
Bridges and routers may be attached to the server's rings, but
reserved flows do not traverse them since multimedia bridges
and routers are not yet available.

Table 4. Zero Priority 16 Mbps Token Ring Server Dis-
continuity Counts over 5 Minutes

MM
Client

Unreserved Data Frame Size

2 KB 4 KB 8 KB 16 KB

1 1,169 3,333 5,679 6,586

2 1,397 3,308 5,074 6,727

3 1,373 3,480 5,096 6,742

4 1,052 2,969 4,863 6,458

5 1,288 2,935 4,820 6,555

6 1,278 3,268 4,946 6,546

7 927 3,373 5,094 6,777

8 1,063 3,026 4,914 6,468

9 1,002 2,834 4,823 6,417

10 1,263 2,684 4,704 6,399



  
 

We tested the prototype using the application program provided
with the ActionMedia II digital video product. ActionMedia II
provides configurable playout buffers and READ sizes for play-
back of DVI files. We used Production Level Video (PLV)
files for our tests which stream at approximately 150 kilobytes
per second. Table 5 shows the result of tests which were run
using priority service for the multimedia sessions: The zero dis-
continuity counts in the cells indicate that playback delivery was
satisfactory. As shown by the number of concurrent multimedia
clients in Table 5, our implementation reserves over 75% of the
ring bandwidth for multimedia flows, and this reservation is pro-
tected against unreserved (zero priority) flows on the ring. We
tested the prototype with twelve ActionMedia II clients, and all
clients were protected against data traffic when the unreserved
frames did not exceed 8 kilobytes in length. Thus over 90% of
the ring bandwidth can be reserved when the frame size on the
ring is below 8 kilobytes. For most commercial or industrial
environments, it is recommended that the ring be configured to
keep utilization below 80% [21] though a dedicated, unbridged
multimedia Token Ring probably may be run up to 90%. We
plan future tests to validate the 90% claim, but it seems clear
that a client-pull implementation can obtain the maximum
reservable capacity on a Token Ring - there is no benefit to
changing READ semantics from a pull to a push across this LAN
type.

For our tests, there was no change to the client Redirector apart
from instrumenting the application program to detect underflow
in the ActionMedia II device. No time protocol was needed
since client pull file access implicitly synchronizes the flow to
the client's clock. Nor did we split the media flow from the
control flow though this is, in principle, desirable for multimedia
delivery [3]. Unlike the MPEG standard [14], multimedia
encoding standards such as DVI, Indeo, and Ultimotion all
assume reliable delivery so the file elements require the same
service as the control flow.

Reliable delivery of multimedia packets is not a problem on
single segment Token Rings: Table 5 shows zero discontinui-
ties after five minutes of play, though the error rate on the
shielded twisted pair Token Ring medium is 10-9, and approxi-
mately one error occurs every thousand seconds for a flow
which is on the order of 1 Mbps. For ten clients, we expect a
frame to be lost due to error once per hundred seconds.
Although the error would result in retransmissions of up to an
entire window (four 4 kilobyte frames were used in the test), no
discontinuities were recorded.

Resource reservation was implemented in the server and on the
network using priority service for the multimedia sessions. In
order to maximize the reservable bandwidth for the single, high
priority server, a change was implemented in the IEEE 802.2
protocol, which is not described in this paper.

The server reservation in the prototype is file-oriented rather
than session-oriented though we have designed the extensions to
support dynamic, session-oriented resource reservation. In order
to support many multimedia streams having different periods to
the same application, some indication of the period (or deadline)
needs to be conveyed between the server and its transport [11,
4]. There are two ways in which this can be accomplished:
Either a separate session or connection is established for each

Table 5. High Priority Token Ring 16 Mbps Server
Discontinuity Counts over 5 Minutes

MM
Client

Unreserved Data Frame Size

2 KB 4 KB 8 KB 16 KB

1 0 0 0 0

2 0 0 0 0

3 0 0 0 0

4 0 0 0 0

5 0 0 0 0

6 0 0 0 0

7 0 0 0 0

8 0 0 0 0

9 0 0 0 0

10 0 0 0 0

Note:  Change to IEEE 802.2 protocol used

stream, or the streams must be differentiated across the API.
We have chosen the former, and have implemented a reserved-
send operation, so that the deadline can be passed across the
transport interface. B-ISDN ATM solves this problem using a
virtual channel and virtual path relationship where each virtual
channel has its own QoS and there is a 1:N mapping of paths to
channels [9, 6].

Session-oriented resource reservation permits the client applica-
tion to dynamically change the resource reservation. When
there are many opened files which are never concurrently
played, or when it is desirable to release reservations when an
application pauses, client/server resource reservation protocol is
used: A file system control call from the client Redirector
causes an SMB protocol Remote Procedure Call to be invoked
from the client to the server requesting a change in the resource
reservation for the application's session.

Resource reservation protocol is multi-layered: It can occur
between the client and the server, and between the network
service user and the network service provider. In our prototype,
we have extended the IEEE 802.5 priority mechanism, the IEEE
802.2 message passing protocol and the file system Server
Message Block protocol to achieve multi-layered resource reser-
vation.

 CONCLUSION

Extensions to the IBM LAN Server provide guaranteed service
for multimedia file access. The guarantees include an upper
bound on the amount of time it takes for a multimedia file
READ operation, and they are achieved through disk and
network resource reservation. For a large class of applications,
no change is needed in the client computer to support multi-
media redirection to the IBM LAN Server: When the client
computer supports configurable playout buffers and READ



  
 

sizes, then no changes are needed to the Redirector for reserved
access to multimedia files.

Reliable playback of ten video streams to ten clients has been
shown in which zero discontinuities occur when abnormally
high data traffic is introduced onto the Token Ring. Up to 80%
of the Token Ring bandwidth can be reserved for multimedia
sessions, though an extension to the IEEE 802.2 protocol is
required to protect multimedia sessions from active data sources
on the ring. All software and hardware used in the client work-
stations are commercially-available and unchanged for the test
except for instrumentation to detect buffer underflow. Resource
reservation and priority transmission occur in the server com-
puter only.

When playout buffers and READ sizes are not configurable,
these functions must be provided in the Redirector. And when
hypermedia applications open many multimedia files but do not
access them concurrently, then session-oriented resource reser-
vation protocol exchange is needed between the client and
server for dynamically allocating resources on a session, rather
than file-oriented basis.
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