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About This Book

This book contains information for understanding the concepts of the AlX operating system
and the tasks that you perform in your day—to—day life as a system administrator, as well as
the tools AIX provides for system management. Use this book together with the AIX 4.3
System Management Guide: Operating System and Devices, 86 A2 99HX.

Note: You can also find the information in this book on the "Hypertext Library for AIX 4.3”
CD-ROM. This online documentation is designed for use with an HTML version 3.2
compatible web browser.

Who Should Use This Book

This book is for persons performing system management on the computer and operating
system. Readers of this book are expected to know basic operating system commands.

It is assumed that you are familiar with the information and concepts presented in the
following publications:

AIX 4.3 System User’s Guide: Operating System and Devices, 86 A2 97HX
AlX 4.3 System User’s Guide: Communications and Networks, 86 A2 98HX
AIX 4.3 Installation Guide, 86 A2 43GX

How to Use This Book

This book is organized to help you quickly find the information you need. The tasks of each
chapter are arranged in the following order:

Overview of topic/task group
Configuration tasks
Maintenance tasks
Troubleshooting

Note: The troubleshooting sections are helpful when you know the cause of your
problem. If you encounter a problem for which you do not know the cause, refer to the
AlX Version 4.3 Problem Solving Guide and Reference.

Overview of Contents
This book contains the following chapters and appendixes:

Chapter 1, "AIX System Management,” introduces the major tools provided to assist you
in system management and the features specific to the system.

Chapter 2, "System Startup and Shutdown,” contains conceptual information about
starting and stopping the system as well as procedural information to guide you in
performing these tasks.

Chapter 3, "Security,” introduces the security features, including the Trusted Computing
Base (TCB), the virscan command that detects viruses, auditing, and access control.

Chapter 4, "Administrative Roles,” contains conceptual information about roles and
authorization as well as procedural information to guide you in setting up and maintaining
roles.

Chapter 5, "Users and Groups,” discusses the features available to manage individual
users and illustrates procedures used to manage groups of users.
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Chapter 6, "Logical Volumes,” contains an overview of managing logical volume storage
concepts and procedures.

Chapter 7, "File Systems,” contains in—depth concepts and procedures for managing
files, directories, and file systems.

Chapter 8, "Paging Space and Virtual Memory,” discusses the practical uses of paging
space allocations, how to create and maintain paging space for your system, and the
Virtual Memory Manager program.

Chapter 9, "Backup and Restore,” introduces the commands and concepts used to save
your data and restore it from backup.

Chapter 10, "System Environment,” discusses basic environment components you can
manage and how to work with these components. Also included are instructions that
explain how to change the message of the day, broadcast messages to users, and work
with profiles.

Chapter 11, "National Language Support,” introduces the special considerations
necessary for managing a system in various languages and time zones.

Chapter 12, "Process Management,” introduces system processes and how to use them.

Chapter 13, "System Resource Controller and Subsystems,” introduces this feature and
discusses ways to use the controller.

Chapter 14, "System Accounting,” introduces the conceptual background information
needed to use the wide array of system accounting commands and subroutines.

Chapter 15, "Web-based System Manager” describes Web-based System Manager in
both stand—alone and Client—Server environments.

Chapter 16, "System Management Interface Tool,” describes the use and structure of the
System Management Interface Tool (SMIT). SMIT is a command—building user interface
that assists the system manager in constructing and recreating many system
management tasks. The interface can be used in an ASCII or windows environment.

Chapter 17, "CDE Desktop,” describes the CDE Desktop.

Chapter 18, "Documentation Search Service” allows you to search online HTML
documents on your documentation server that have been indexed. This section provides
information on installation and configuation, and how to create your own indexes to
search User created documents.

Chapter 19, "Power Management,” describes the system management and general user
tasks for Power Management.

Chapter 20, "Devices,” provides a brief overview of the methods used by the operating
system to manage a wide range of devices.

Chapter 21, "Tape Drives,” discusses system management functions related to tape
drives.

Appendix A, "AlX for BSD System Managers,” contains information for system managers
who are familiar with the 4.3 BSD UNIX or System V operating system. This chapter
explains both similarities and differences.
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Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files,

structures, directories, and other items whose names are
predefined by the system. Also identifies graphical objects
such as buttons, labels, and icons that the user selects.

Italics Identifies parameters whose actual names or values are to

be supplied by the user.

Monospace Identifies examples of specific data values, examples of text

ISO 9000

similar to what you might see displayed, examples of
portions of program code similar to what you might write as
a programmer, messages from the system, or information
you should actually type.

ISO 9000 registered quality systems were used in the development and manufacturing of
this product.

Other Key Sources of System Management Information

Publications Covering Other Aspects of System Management
In today’s computing environment, it is impossible to create a single book that addresses all
the needs and concerns of a system administrator. While this guide cannot address
everything, we have tried to structure the rest of our library so that a few key books can
provide you with direction on each major aspect of your job.

The following books cover other key topics of interest to you:

AlX 4.3 System Management Guide: Communications and Networks, 86 A2 31JX, covers
network administration and maintenance.

AIX 4.3 Installation Guide, 86 A2 60AP

Problem Solving and Messages:

— AIX Version 4.3 Problem Solving Guide and Reference, 86 A2 32JX
— AIX Messages Guide and Reference, 86 A2 33JX

AIX General Programming Concepts: Writing and Debugging Programs, 86 A2 34JX,
introduces you to the programming tools and interfaces available for writing and
debugging application programs.

AIX Communications Programming Concepts, 86 A2 35JX, provides conceptual and
procedural information about various communications programming tools.

AlX Files Reference, 86 A2 79AP.
Monitoring and tuning system performance:

— AIX Performance Tuning Guide, 86 A2 72AP, describes the performance monitoring
and tuning tools available with the base operating system.

— Performance Toolbox 1.2 and 2.1 for AIX: User’s Guide, 86 A2 10AQ, describes the
additional monitoring tools available with Performance Toolbox for AIX.

AlX 4.3 Network Installation Management Guide and Reference, 86 A2 17HX, covers
configuration and maintenance of diskless workstations.

Distributed SMIT 2.2 for AlX: Guide and Reference, 86 A2 09AQ , covers information
about the Distributed System Management Interface Tool (DSMIT).

Common Desktop Environment 1.0: Advanced User’s and System Administrator’s Guide,
86 A2 85AT, covers advanced tasks in customizing the appearance and behavior of the
Common Desktop Environment (CDE).

Preface \"/



AIX Support for the X/Open UNIX95 Specification

Beginning with AlX Version 4.2, the operating system is designed to support the X/Open
UNIX95 Specification for portability of UNIX-based operating systems. Many new
interfaces, and some current ones, have been added or enhanced to meet this specification.
Beginning with Version 4.2, AIX is even more open and portable for applications.

At the same time, compatibility with previous AIX releases is preserved. This is
accomplished by the creation of a new environment variable, which can be used to set the
system environment on a per—system, per—user, or per—process basis.

To determine the proper way to develop a UNIX95—portable application, you may need to
refer to the X/Open UNIX95 Specification, which can be obtained on a CD—ROM by
ordering the printed copy of AIX Commands Reference, order number 86 A2 38JX to 86 A2
43JX, or by ordering Go Solo: How to Implement and Go Solo with the Single Unix
Specification, a book which includes the X/Open UNIX95 Specification on a CD—ROM.

Reference Information

The following publications contain information on the commands and files used in the
operating system.

o AIX Commands Reference, 86 A2 38JX to 86 A2 43JX, is a six—volume set that contains
supported commands in alphabetical order.

o AIX Files Reference, 86 A2 79AP, contains information on the files available with the
operating system.

The following books contain other information you may find useful in day—to—day managing:

e AIX Quick Reference, 86 A2 55AP, contains brief descriptions of frequently used
commands, along with brief summaries of the commands.

o AIX INed Editor User’s Guide contains information on the INed editor.

Ordering Publications

Vi

You can order this book separately from Bull Electronics Angers S.A. CEDOC. See address
in the Ordering Form at the end of this book.

To order additional copies of this book, use order number 86 A2 21KX.

Use AlX and Related Products Documentation Overview for information on related
publications and how to obtain them.
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Chapter 1. AIX System Management

System management is the task of an individual who is usually referred to in UNIX literature
as the system administrator. Unfortunately, only a few of the system administrator’s
activities are straightforward enough to be properly called administration. This and related
guides are intended to help system administrators with their numerous duties.

The System Administrator’s Objectives

The system administrator has three main objectives:

See to it that the system does its job effectively and efficiently.

¢ Ensure that the information stored on the system is secure from intentional or accidental

destruction.

Administer the system owner’s rules for the use of the system.

To achieve these objectives the system administrator must understand more than just the
structure and interaction of the hardware and software under his or her control. He or she
must also understand the interconnected environment in which almost all of today’s systems
exist, and the effects of that environment on the local system’s function and performance.

A System Is More Than a Computer
A contemporary computer system includes a number of hardware, software, and
information elements that must work cooperatively if the system is to satisfy the needs of its
users. The main elements and their management functions are:

Fixed—disk drives

— Control the grouping and subdivision of disk space

— Control the location of data and programs for optimum performance
— Control the amount of space allocated for different purposes
Application programs

— Control the use of sensitive or costly programs

— Install and performance—tune major applications

Application data

— Control access to sensitive data

— Ensure that appropriate backup measures are taken

Individual computer processors and memory

— Ensure that resources are used in accordance with the organization’s priorities
— Control access to the system by individuals and groups

— Tune the operating system for optimal use of the available resources
Local area networks

— Ensure that networks are tuned for optimum performance

— Control network addressing mechanisms

Local terminals

AIX System Management
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— Control the connection of terminals to processors

— Ensure that terminals and processors are set up for maximum performance

e Connections to other networks

— Ensure that bridges and gateways to other networks are properly configured

— Ensure that interaction with remote networks does not degrade local systems

e Access to and from remote systems

— Control the access permissions in both directions

— Monitor and performance—tune the workload imposed by remote connections

¢ Access to remotely owned data

— Control the methods and availability of access

AlIX-Unique Aspects of System Management
AIX provides its own particular version of system—management support in order to promote
ease of use and to improve security and integrity. This chapter presents information on
these unique features:

¢ Available interfaces

e Unique features of the operating system

¢ the man command

Available Interfaces

In addition to conventional command-line system administration, AlX provides these
optionally installable interfaces:

e System Management Interface Tool (SMIT), a menu—based user interface that constructs
commands from the options you choose and executes them.

With SMIT, you can:

Install, update, and maintain software

Configure devices

Configure disk storage units into volume groups and logical volumes
Make and extend file systems and paging space

Manage users and groups

Configure networks and communication applications

Print

Perform problem determination

Schedule jobs

Manage system environments.

See System Management Interface Tool (SMIT) Overview, on page 16-1 for more
information on managing your system with SMIT.

¢ Distributed System Management Interface Tool (DSMIT), an ASCll-based user interface
that allows you to perform system administration tasks on “"clusters” of workstations,
including machines running Sun/OS 4.1.3 and HP/UX 9.0. This product can be
purchased separately. For more information on this product, see the Distributed SMIT 2.2
for AIX: Guide and Reference.
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Unique Features of the Operating System
Following are brief discussions of unique system—management features of the operating
system.

Logical Volume Manager
The Logical Volume Manager (LVM) allows logical volumes to span multiple physical
volumes. Data on logical volumes appears to be contiguous to the user, but can be
discontiguous on the physical volume. This allows file systems, paging space, and other
logical volumes to be resized or relocated, span multiple physical volumes, and have their
contents replicated for greater flexibility and availability.

For more detailed information, see the overview of logical volume storage, on page 6-2.

System Resource Controller
The System Resource Controller (SRC) provides a set of commands and subroutines for
creating and controlling subsystems and is designed to minimize the need for human
intervention in system processing. It provides a mechanism to control subsystem processes
by using a command-line C interface. This allows you to start, stop, and collect status
information on subsystem processes with shell scripts, commands, or user—written
programs.

For more detailed information, see the overview of the System Resource Controller, on
page 14-2.

Object Data Manager
The Object Data Manager (ODM) is a data manager intended for the storage of system
data. Many system management functions use the ODM database. Information used in
many commands and SMIT functions is stored and maintained as objects with associated
characteristics. System data managed by ODM includes:

e Device configuration information

¢ Display information for SMIT (menus, selectors, and dialogs)
¢ Vital product data for installation and update procedures

e Communications configuration information

e System resource information.

Software Vital Product Data
Certain information about software products and their installable options is maintained in
the Software Vital Product Data (SWVPD) database. The SWVPD consists of a set of
commands and Object Data Manager (ODM) object classes for the maintenance of software
product information. The SWVPD commands are provided for the user to query (Islpp) and
verify (Ippchk) installed software products. The ODM object classes define the scope and
format of the software product information that is maintained.

The installp command uses the ODM to maintain the following information in the SWVPD
database:

¢ Name of the installed software product
¢ \Version of the software product

¢ Release level of the software product, which indicates changes to the external
programming interface of the software product

¢ Modification level of the software product, which indicates changes that do not affect the
external programming interface of the software product

¢ Fix level of the software product, which indicates small updates that are to be built into a
regular modification level at a later time

¢ Fix identification field
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e Names, checksums, and sizes of the files that make up the software product or option

¢ Installation state of the software product: available, applying, applied, committing,
committed, rejecting, or broken.

Man Command
The man command is used mainly to access reference information on commands,
subroutines, and files. For example, to view information on the gprof command, enter:

>man gprof

Most of the information displayed is actually taken from formatted HTML files. Many system
managers find using the man command more convenient than starting a web browser
session when they simply need to find out about a certain flag or the syntax of a given
command.

For more information on the man command, see the AIX Commands Reference. Also see
the man command for BSD 4.3 system managers, on page A-25.

AIX Updates

For detailed information on software updates, also termed service updates, see “Installing
Optional Software and Service Updates” in AlX Installation Guide.
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Chapter 2. Starting and Stopping the System

This chapter explains system startup activities such as booting, creating boot images or files
for starting the system, and setting the system run level. The chapter also focuses on
stopping the system using the reboot and shutdown commands.

Topics covered in this chapter are:

e Starting the System, on page 2-2

¢ Understanding the Boot Process, on page 2-3

¢ Understanding System Boot Processing, on page 2-4
e Understanding the Service Boot Process, on page 2-8
e Understanding the RAM File System, on page 2-9

¢ Understanding the Shutdown Process, on page 2-10
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Starting the System

When the base operating system boots, the system initiates a complex set of tasks. Under
normal conditions, these tasks are performed automatically. For additional information about
booting the system, see:

¢ Understanding the Boot Process, on page 2-3

¢ Diagnosing Boot Problems in AlIX 4.3 System Management Guide: Operating System
and Devices.

Booting the System
There are some situations when you want to instruct the system to boot; for example, to
cause the system to recognize newly installed software, to reset peripheral devices, to
perform routine maintenance tasks like checking file systems, or to recover from a system
hang or crash. For information on these procedures, see:

¢ Booting an Uninstalled System in AIX 4.3 System Management Guide: Operating System
and Devices.

e Rebooting a Running System in A/X 4.3 System Management Guide: Operating System
and Devices.

¢ Booting a System That Crashed in AlX 4.3 System Management Guide: Operating
System and Devices.

Creating Boot Images
When the system is first installed, the bosboot command creates a boot image from a
RAM (random access memory) disk file system image and the operating system kernel. The
boot image is transferred to a particular media such as the hard disk. When the machine is
rebooted, the boot image is loaded from the media into memory.

For more information, see "Creating Boot Images” in AIX 4.3 System Management Guide:
Operating System and Devices.

Identifying and Changing the System Run Level
The system run level specifies the system state and defines which processes are started.
For example, when the system run level is 3, all processes defined to operate at that run
level are started. Near the end of the system boot phase of the boot process, the run level is
read from the initdefault entry of the /etc/inittab file. The system run level can be changed
with the init command. The /etc/inittab file contains a record for each process that defines
run levels for that process. When the system boots, the init command reads the /etc/inittab
file to determine which processes to start. For information on these procedures, see:

e |dentifying System Run Levels in AIX 4.3 System Management Guide: Operating System
and Devices.

e Changing System Run Levels in AIX 4.3 System Management Guide: Operating System
and Devices.

e Changing the /etc/inittab File in AIX 4.3 System Management Guide: Operating System
and Devices.
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Understanding the Boot Process

During the boot process, the system tests the hardware, loads and executes the operating
system, and configures devices. To boot the operating system, the following resources are
required:

¢ A boot image that can be loaded after the machine is turned on or reset.
e Access to the root and /usr file systems.

There are three types of system boots:

Hard Disk Boot A machine is started for normal operations with the key in
the Normal position. For more information, see
"Understanding System Boot Processing”, on page 2-4.

Diskless Network Boot A diskless or dataless workstation is started remotely over
a network. A machine is started for normal operations with
the key in the Normal position. One or more remote file
servers provide the files and programs that diskless or
dataless workstations need to boot.

Service Boot A machine is started from a hard disk, network, tape, or
CD-ROM with the key set in the Service position. This
condition is also called maintenance mode. In maintenance
mode, a system administrator can perform tasks such as
installing new or updated software and running diagnostic
checks. For more information, see "Understanding the
Service Boot Process”, on page 2-8.

During a hard disk boot, the boot image is found on a local disk created when the operating
system was installed. During the boot process, the system configures all devices found in
the machine and initializes other basic software required for the system to operate (such as
the Logical Volume Manager). At the end of this process, the file systems are mounted and
ready for use. For more information about the file system used during boot processing, see
"Understanding the RAM File System”, on page 2-9.

The same general requirements apply to diskless network clients. They also require a boot
image and access to the operating system file tree. Diskless network clients have no local
file systems and get all their information by way of remote access.
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Understanding System Boot Processing

Most users perform a hard disk boot when starting the system for general operations. The
system finds all information necessary to the boot process on its disk drive.

When the system is started by turning on the power switch (a cold boot) or restarted with
the reboot or shutdown commands (a warm boot), a number of events must occur before
the system is ready for use. These events can be divided into the following phases:

1. Read Only Storage (ROS) Kernel Init Phase
2. Base Device Configuration Phase

3. System Boot Phase

ROS Kernel Init Phase

2-4

The ROS Kernel Init Phase diagram illustrates the kernel initialization that takes place
before the system boot process is started.
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The ROS kernel initialization phase involves the following steps:

1. The On—Chip Sequencer (OCS) bring—up microprocessor (BUMP) checks to see if there
are any problems with the system motherboard. Control is passed to ROS, which
performs a power—on self—test (POST).

2. The ROS initial program load (IPL) checks the user boot list, a list of available boot
devices. This boot list can be altered to suit your requirements using the bootlist
command. If the user boot list in NVRAM is not valid or if a valid boot device is not found,
the default boot list is then checked. In either case, the first valid boot device found in the
boot list is used for system startup. If a valid user boot list exists in NVRAM, the devices
in the list are checked in order. If no user boot list exists, all adapters and devices on the
bus are checked. In either case, devices are checked in a continuous loop until a valid
boot device is found for system startup.
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Note: The system maintains a default boot list located in ROS and a user boot list stored
in NVRAM, for a normal boot. Separate default and user boot lists are also maintained
for booting from the Service key position.

3. When a valid boot device is found, the first record or program sector number (PSN) is
checked. If it is a valid boot record, it is read into memory and is added to the initial
program load (IPL) control block in memory. Included in the key boot record data are the
starting location of the boot image on the boot device, the length of the boot image, and
instructions on where to load the boot image in memory.

4. The boot image is read sequentially from the boot device into memory starting at the
location specified in the boot record. The disk boot image consists of the kernel, a RAM
file system, and base customized device information.

5. Control is passed to the kernel, which begins system initialization.
6. Process 1 executes init, which executes phase 1 of the rc.boot script.

When the kernel initialization phase is completed, base device configuration begins.

Base Device Configuration Phase
The Base Device Configuration Phase diagram illustrates this part of the boot process.
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Base Device Configuration Phase

The init process starts the rc.boot script. Phase 1 of the rc.boot script performs the base
device configuration, and it includes the following steps:
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1. The boot script calls the restbase program to build the customized Object Database
Manager (ODM) database in the RAM file system from the compressed customized data.

2. The boot script starts the configuration manager, which accesses phase 1 configuration
rules to configure the base devices.

3. The configuration manager starts the sys, bus, disk, SCSI, and the Logical Volume
Manager (LVM) and rootvg volume group (RVG) configuration methods.

4. The configuration methods load the device drivers, create special files, and update the
customized data in the ODM database.

System Boot Phase

The System Boot Phase diagram illustrates the steps involved in the system boot process.
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System Boot Phase

1. The init process starts phase 2 execution of the rc.boot script. Phase 2 of rc.boot
includes the following steps:

a. Call the ipl_varyon program to vary on the rootvg volume group (RVG).
b. Mount the hard disk file systems onto the RAM file system.

c. Run swapon to start paging.
d

. Copy the customized data from the ODM database in the RAM file system to the
ODM database in the hard disk file system.

e. Unmount temporary mounts of hard disk file systems and then perform permanent
mounts of root, /usr, and /var.
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f.

Exit the rc.boot script.

2. After phase 2 of rc.boot, the boot process switches from the RAM file system to the hard
disk root file system.

3. Then the init process executes the processes defined by records in the /etc/inittab file.
One of the instructions in the /etc/inittab file executes phase 3 of the rc.boot script,
which includes the following steps:

a.
b.
c.
d.

Mount /tmp hard disk file system.
Start the configuration manager phase 2 to configure all remaining devices.
Use the savebase command to save the customized data to the boot logical volume.

Exit the rc.boot script.

At the end of this process, the system is up and ready for use.
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Understanding the Service Boot Process

Occasions may arise when a service boot is needed to perform special tasks such as
installing new or updated software, performing diagnostic checks, or maintenance. In this
case, the system starts from a bootable medium (CD—ROM, tape), a network, or from the
disk drive with the key in the Service position.

The service boot sequence of events is similar to the sequence of a normal boot. The
events can be outlined as follows:

1. The On—Chip Sequencer (OCS) checks to see if there are any problems with the system
motherboard.

2. Control is passed to ROS, which performs a power—on self-test (POST).

3. ROS checks the user boot list, which can be altered to suit your requirements using the
bootlist command. If the user boot list in NVRAM is not valid or if no valid boot device is
found, the default boot list is checked. In either case, the first valid boot device found in
the boot list is used for system startup.

Note: The system maintains a default boot list, located in ROS, and a user boot list,
stored in NVRAM, for normal boot. Separate default and user boot lists are also
maintained for booting from the Service key position.

4. When a valid boot device is found, the first record or program sector number (PSN) is
checked. If it is a valid boot record, it is read into memory and is added to the initial
program load (IPL) control block in memory. Included in the key boot record data are the
starting location of the boot image on the boot device, the length of the boot image, and
the offset to the entry point to start execution when the boot image is in memory.

5. The boot image is read sequentially from the boot device into memory, starting at the
location specified in the boot record.

6. Control is passed to the kernel, which begins executing programs in the RAM file
system.

7. The Object Data Manager (ODM) database contents determine which devices are
present, and the cfgmgr command dynamically configures all devices found, including
all disks which are to contain the root file system.

8. If CD—ROM, tape, or the network is used to boot the system, the rootvg volume group
(RVG) is not varied on, since the RVG may not exist (as is the case when installing the
operating system on a new system). Network configuration may occur at this time. No
paging occurs when a service boot is performed.

At the end of this process, the system is ready for installation, maintenance, or diagnostics.

Note: If the system is booted from the hard disk, the RVG is varied on,the hard disk root
file system and the hard disk user file system are mounted in the RAM file system, a
menu is displayed which allows you to enter various diagnostics modes or single—user
mode. Selecting single—user mode allows the user to continue the boot process and
enter single—user mode, where the init’s run level is set to ”S”. The system is then ready
for maintenance, software updates, or running the bosboot command.
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Understanding the RAM File System

The RAM file system, part of the boot image, is totally memory—resident and contains all
programs that allow the boot process to continue. The files in the RAM file system
determine the type of boot.

A service boot RAM file system might not have the logical volume routines, since the rootvg
volume group may not need to be varied on. During a hard disk boot, however, it is
desirable that the rootvg volume group be varied on and paging activated as soon as
possible. Although there are differences in these two boot scenarios, the structure of the
RAM file system does not vary to a great extent.

The init command on the RAM file system used during boot is actually the ssh (simple
shell) program. The ssh program controls the boot process by calling the rec.boot script.
The first step for rc.boot is to determine from what device the machine was booted. The
boot device determines which devices should be configured on the RAM file system. If the
machine is booted over the network, the network devices need to be configured so that the
client’s file systems can be remotely mounted. In the case of a tape or CD—ROM boot, the
console is configured to display the BOS install menus. After the rc.boot script finds the
boot device, then the appropriate configuration routines are called from the RAM file
system. The rc.boot script itself is called twice by the ssh program to match the two
configuration phases during boot. A third call to rc.boot occurs during a disk or a network
boot when the real init command is called. There is a rc.boot stanza in the inittab file that
does the final configuration of the machine.

The RAM file system for each boot device is also unique due to the various types of devices
to be configured. There is a prototype file associated with each type of boot device. The
prototype file is a template of files making up the RAM file system. The mkfs command is
used by the bosboot command to create the RAM file system using the various prototype
files. See the bosboot command for more details.
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Understanding the Shutdown Process
There are several controlled situations in which you may want to shut down your system:
e After installing new software or changing the configuration for existing software
e When a hardware problem exists
¢ When the system is irrevocably hung
¢ When system performance is degraded

e When the file system is possibly corrupt

2-10 AIX Management Concepts: OS & Devices



Chapter 3. Security

This chapter explains advanced system security topics. System security is covered in
AIX 4.3 System User’s Guide: Operating System and Devices.

Topics covered in this chapter are:

e Security Administration, on page 3-2

e System Security Guidelines, on page 3-6

¢ Trusted Computing Base Overview, on page 3-11

¢ Auditing Overview, on page 3-16
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Security Administration

Proper system administration is vital to maintaining the security of information resources on
a computer system. AlIX security is based on establishing and maintaining proper access
control and accountability policies. It is an administrator’s responsibility to configure the
following aspects of security:

Managing Protected Resources with Access Control

Addresses the privacy,
integrity, and availability of
information on your system.

Identification and Authentication, on page 3-2

Determines how users are
identified and how their
identities are authenticated.

Trusted Computing Base (TCB), on page 3-11

Enforces the information
security policies of the
system.

Auditing, on page 3-16
Records and analyzes

events that take place on the
system.

Aspects of Computer Security
The primary goal of security is the detection and prevention of security violations on a
system. Computer security includes the following fundamental aspects.

User Administration
User administration consists of creating users and groups and defining their attributes. A
major attribute of users is how they are authenticated. Users are the primary agents on the
system. Their attributes control their access rights; environment; how they are
authenticated; and how, when, and where their accounts can be accessed.

Groups are collections of users who can share access permissions for protected resources.
A group has an ID and is composed of members and administrators. The creator of the
group is usually the first administrator.

The operating system supports the standard user attributes usually found in the
/letc/passwd and /etc/group files, such as:

Authentication Specifies the password.

Information

Credentials Specifies the user identifier, principal group, and the
supplementary group ID.

Environment Specifies the home or shell environment.

The operating system allows for greater control, if desired, with extended attributes. Security
information can also be separately protected from public access.

Some users and groups can be defined as administrative. These users and groups can be
created and modified only by the root user.
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User Account Control
Each user account has a set of associated attributes. These attributes are created from
default values when a user is created using the mkuser command. They can be altered by
using the chuser command. The following are examples of user attributes:

ttys Limits certain accounts to physically secure areas.
expires Manages student or guest accounts; also can be used to turn off accounts
temporarily.

logintimes Restricts when a user can log in. For example, a user may be restricted to
accessing the system only during normal business hours.

The complete set of user attributes is defined in the /usr/lib/security/mkuser.default,
/etc/security/user, /etc/security/limits, /etc/security/lastlog files. Several of these
attributes control how a user can login, and these attributes can be configured to lock the
user account (prevent further logins) under specified conditions.

Once the user’s account is locked, the user will not be able to login until the system
administrator resets the user’s unsuccessful_login_count attribute in the
/etc/security/lastlog file to be less than the value of login retries. This can be done using
the following chsec command:

chsec —-f /etc/security/lastlog —s username -—a
unsuccessful_login_count=0

The defaults can be changed by using the chsec command to edit the default stanza in the
appropriate security file, such as the /etc/security/user, /ust/lib/security/mkuser.default,
or /etc/security/limits files. Many of the defaults are defined to be the standard behavior.

Identification and Authentication
Identification and authentication establish a user’s identity. Each user is required to log in to
the system. The user supplies the user name of an account and a password, if the account
has one (in a secure system, all accounts should either have passwords or be invalidated).
If the password is correct, the user is logged in to that account; the user acquires the access
rights and privileges of the account. The /etc/passwd and /etc/security/passwd files
maintain user passwords.

Alternative methods of authentication are integrated into the system by means of the
SYSTEM attribute that appears in /etc/security/user. For instance, the Distributed
Computing Environment (DCE) requires password authentication but validates these
passwords in a manner different from the encryption model used in /etc/passwd and
/etc/security/passwd. Users who authenticate by means of DCE may have their stanza in
/etc/security/user set to SYSTEM=DCE .

Other SYSTEM attribute values are compat, files, and NONE. The compat token is used
when name resolution (and subsequent authentication) follows the local database, and if no
resolution is found, the Network Information Services (NIS) database is tried. The files
token specifies that only local files are to be used during authentication. Finally, the NONE
token turns off method authentication. To turn off all authentication, the NONE token must
appear in the SYSTEM and auth1 lines of the user’s stanza.

Other acceptable tokens for the SYSTEM attribute may be defined in
/etc/security/login.cfg.

Note: The root user should always be authenticated by means of the local system
security file. The SYSTEM attribute entry for the root user is specifically set to SYSTEM
= “compat” in /etc/security/user.

See the AIX 4.3 System User’s Guide: Operating System and Devices for more information
on protecting passwords.
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Configuring Password Restrictions
Proper password management can only be accomplished through user education. But to
provide some additional security, AIX provides configurable password restrictions. These
allow the administrator to constrain the passwords chosen by users and to force passwords
to be changed regularly. These restrictions are recorded in the /etc/security/user attribute
file and are enforced whenever a new password is defined for a user. All password
restrictions are defined per user. By keeping restrictions in the default stanza of the
/etc/security/user file, the same restrictions are enforced on all users. To maintain proper
password security, all passwords should be similarly protected.

The operating system also provides a method for administrators to extend the password
restrictions. Using the pwdchecks attribute of the /etc/security/user file, an administrator
can add new subroutines (known as methods) to the password restrictions code. Thus, local
site policies can be added to and enforced by the operating system. See "Extending
Password Restrictions”, on page 3-5 for more information.

Restrictions should be applied sensibly. Attempts to be too restrictive, such as limiting the
password space (making guessing easier) or forcing the user to select
difficult—to—remember passwords (which are then written down) can jeopardize password
security. Ultimately, password security rests with the user. Simple password restrictions,
coupled with proper guidelines and an occasional audit (checking current passwords to see
if they are unique), are the best policy.

The restrictions that can be applied are:

minage Minimum number of weeks that must pass before a password can
be changed.

maxage Maximum number of weeks that can pass before a password must
be changed.

maxexpired Maximum number of weeks beyond maxage that a password can

be changed before administrative action is required to change the
password. (Root is exempt.)

minalpha Minimum number of alphabetic characters the new password must
contain.
minother Minimum number of nonalphabetic characters the new password

must contain. (Other characters are any ASCII printable characters
that are nonalphabetic and are not national language code points).

minlen Minimum number of characters the new password must contain.

Note: The minimum length of a password on the system is minlen or minalpha plus
minother, whichever is greater. The maximum length of a password is eight characters.
minalpha plus minother should never be greater than eight. If minalpha plus minother
is greater than eight, then minother is reduced to eight minus minalpha.

maxrepeats Maximum number of times a character can appear in the new
password.

mindiff Minimum number of characters in the new password that must be
different from the characters in the old password.

histexpire Number of weeks that a user will not be able to reuse a password.

histsize Number of previous passwords that cannot be reused.

Note: If both histexpire and histsize are set, the system retains the number of
passwords required to satisfy both conditions up to the system limit of 50 passwords per
user. Null passwords are not retained.

3-4 AIX Management Concepts: OS & Devices



dictionlist

pwdchecks

List of dictionary files checked when a password is changed.
Dictionary files contain passwords that are not allowable.

List of external password restriction methods that are used when a

password is changed.

Recommended, Default, and Maximum Password Attribute Values

Restriction Values | Advised Values Default Values Maximum Values
minage 0 0 52
maxage 8 0 52
maxexpired 4 —1 52
minalpha 4 0 8
minother 1 0 8
minlen 6 0 8
mindiff 3 0 8
maxrepeats 1 8 8
histexpire 26 0 260*
histsize 0 0 50
dictionlist NA NA NA
pwdchecks NA NA NA

*A maximum of 50 passwords are retained. NA = not applicable

Restrictions should be set so that passwords are hard to guess, yet not hard to remember.
Passwords that are hard to remember are often written down somewhere, which
compromises system security.

If text processing is installed on the system, the administrator can use the
/ust/share/dict/words file as a dictionlist dictionary file. In such a case, the administrator
should set minother to 0. Since most words in this dictionary file do not contain characters
that fall into the minother category, setting minother to 1 or more would eliminate the need
for the vast majority of words in this dictionary file.

Extending Password Restrictions
The rules used by the password program to accept or reject passwords (the password
composition restrictions) can be extended by system administrators to provide site—specific
restrictions. Restrictions are extended by adding subroutines, known as methods, which are
called during a password change. The pwdchecks attribute in the /etc/security/user file
specifies the methods called.

The AIX Technical Reference contains a description of the pwdrestrict_method, the
subroutine interface that specified password restriction methods must conform to. To
properly extend the password composition restrictions, the system administrator must
program this interface when writing a password restriction method. Caution is advised in
extending the password composition restrictions. These extensions directly affect the login
command, the passwd command, the su command, and other programs. The security of
the system could easily be subverted by malicious or defective code. Only use code that
you trust.

Login User IDs
All audit events recorded for this user are labeled with this ID and should be examined when
you generate audit records. Refer to the AIX 4.3 System User’s Guide: Operating System
and Devices for more information about login user IDs.
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System Security Guidelines

The following guidelines are for system administrators who need to implement and maintain
system security.

Introduction
Attention: Any operating environment may have unique security requirements that are
not addressed in these guidelines. To ensure a secure system, system administrators
may need to implement additional security measures not discussed here.

This information does not provide security guidelines for all operational environments. It is
impossible to create a single set of guidelines for all security requirements. These
guidelines are not intended to represent the only requirements for achieving a secure
system.

It is helpful to plan and implement your security policies before you begin using the system.
Security policies are very time consuming to change later, so a little planning now can save
a lot of time later.

The security guidelines by category are:
e Basic Security, on page 3-6

— User Accounts, on page 3-6

Groups, on page 3-7
File System Security, on page 3-8

Root Access, on page 3-9

PATH Environment Variable, on page 3-9

e Advanced Security, on page 3-10
— Accounting, on page 3-10
— Auditing, on page 3-10
— Trusted Computing Base (TCB), on page 3-10

¢ Networks and Communications Security, on page 3-10

Basic Security
Every system should maintain the level of security represented by these basic security
policies.

User Accounts
Many attributes can be set for each user account, including password and login attributes.
(For a list of configurable attributes, see the "Managing Users and Groups Tasks” table in
AlX 4.3 System Management Guide: Operating System and Devices.) The following are
recommended:

e Each user should have a user ID that is not shared with any other user. All of the security
safeguards and accountability tools only work if each user has a unique ID.

e Give user names that are meaningful to the users on the system. Actual names are best,
since most electronic mail systems use the user ID to label incoming mail.

¢ Add, change, and delete users using the Web-based System Manager or SMIT interface.
Although you can perform all these tasks from the command line, these interfaces help
reduce small errors.
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¢ Do not give a user account an initial password until the user is ready to log on to the
system. If the password field is defined as an * (asterisk) in the /etc/passwd file, account
information is kept, but no one can log in to that account.

¢ Do not change the system—defined user IDs that are needed by the system to function
properly. The system—defined user IDs are listed in the /etc/passwd file.

¢ In general, do not set the admin parameter to true for any user IDs. Only the root user
can change attributes for users with admin=true set in the /etc/security/user file.

File Ownership and User Groups

Groups

When a file is created, the operating system assigns the user ID of the new file the effective
user ID of the process that created it. The group ID of the file is either the effective group 1D
of the process or the group ID of the directory that contains the file, based on the set group
ID (SUID) bit of that directory.

File ownership can be changed with the chown command.

The id command shows your user ID (UID), group ID (GID), and the names of all groups
you belong to.

In file listings (such as the listings shown by the li or Is command), the three groups of users
are always represented in the following order: user, group, and others. If you need to find
out your group name, the groups command shows all the groups for a user ID.

The "File Ownership and User Groups” in AlIX 4.3 System User’s Guide: Operating System
and Devices contains more information about file and directory access modes.

Groups are collections of users who can share access permissions for protected resources.
Plan your system groups before you begin creating them. Groups can make administration
easier, but once you start using the system, it is harder to change your group organization.
There are three types of groups: user, system administrator, and system—defined.

User Groups
In general, create as few user groups as possible.

Groups should be made for people who need to share files on the system, such as people
who work in the same department, or people who are working on the same project.

For example, consider a small engineering office with three sets of people in the office:
office support personnel, system administrators, and engineers. Only two user groups, one
for each function in the office, are needed: OFFICE (for the office management staff), and
ENGINEER (for the engineers). Later, for example, if a small group of engineers begins
work on a special project, a new group called PROJECT can be created and those engineer
user IDs can be added to the PROJECT group. Though users can be in more than one
group at a time, as in this case, they can only have one primary group at a time. Users can
change their primary group with the newgrp command.

It is also recommended for simple systems that you do not set the admin characteristic
when creating groups. If a group has admin=true set in the /etc/security/group file, only
the root user can administer that group.

System Administrator Groups

System administrators should be members of the SYSTEM group. SYSTEM group
membership allows an administrator to perform some system maintenance tasks without
having to operate with root authority.

System-Defined Groups

There are several system—defined groups. The STAFF group is the default group for all
nonadministrative users created in the system. You can change the default group by using
the chsec command to edit the /usr/lib/security/mkuser.default file.
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The SECURITY group is a system—defined group having limited privileges for performing
security administration. SECURITY group members have access to programs and files in
/ete/security directory. SECURITY group members can change most attributes for
nonadministrative users and groups, such as the user’s login shell or the membership of a
nonadministrative group.

Most systems do not need to use this group; only multiuser systems with many users should
consider using this group. Otherwise, system administrators can perform the same tasks as
SECURITY group members by using the su command to gain root privilege.

The other system—defined groups are used to control certain subsystems. Consult the
subsystem information to see if certain users should be defined as a member of those
groups. The system—defined groups and users appear in the /etc/group file.

File System Security
All file system objects (including files, directories, special files, link files, symbolic link files,
and pipes) have security mechanisms associated with them. The most commonly used is
the access control list (ACL), but the following additional ways of controlling file security can

also be used:

Base ACLs Specifies the permissions for the owner, group, and others.
These permissions are controlled through the chmod
command. For more information, see the section on "File
Directory and Access Modes” in the AIX 4.3 System User’s
Guide: Operating System and Devices.

Extended ACLs Provides finer access control than the base ACLs. For

more information about the extended ACLs, see the section
on "Access Control Lists” in the AIX 4.3 System User’s
Guide: Operating System and Devices.

Status of Extended ACLs  The extended ACL must be enabled for a file system
object; otherwise, the extended ACL is ignored.

Owner ID This is the user ID of the owner of the file system object.
Only this user ID has the permissions granted for the owner
of the object.

Group ID This is the ID of the group associated with the object. Only
members of this group have the permissions granted for the
group associated with the object.

Sticky bit If the sticky bit is set for a directory, only the owner of the
directory or the owner of a file can delete or rename a file
within that directory, even if others have write permission to
the directory. This can be set with the t flag with the chmod
command.

TCB bit If the TCB bit is set for a file system object, it identifies that
object as part of the Trusted Computing Base (TCB).

umask The umask environment parameter specifies the default
permissions for any file or directory created.

Status of the file system A file system can be mounted with read/write or read—only
permissions.

Follow these guidelines when dealing with file system objects:

¢ In general, do not use extended ACLs. For most systems, base ACLs are sufficient for
administration. If you do need the extra security control provided by extended ACLs, use
them only when necessary and in an organized manner. Maintaining relevant entries in
many extended ACLs can become very time—consuming. Also, do not use extended
ACLs at all if you are in a heterogeneous network because they are only recognized by
AlX systems.
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e Use the sticky bit on directories where everyone has write permissions.
e Protect user .profile files with 740 permissions.
¢ Do not let users have write access to system directories.

¢ Do not change permissions on any files or directories installed as part of the system.
Changing those permissions affects system integrity.

Root Access
Attention: The root account should always have a password, and it should never be
shared. Only one person, the system administrator, should know the root password. System
administrators should only operate as root to perform system administration functions that
require root privileges, and then return to a normal user account. Routinely operating as root
can result in damage to the system as root overrides many safeguards in the system.

The system administrator should have the root password to gain root authority by using the
su command. Immediately after the system is installed, the root account should be given a
password.

The root account should always be authenticated by means of the local security files.

PATH Environment Variable
The PATH environment variable is an important security control. It specifies the directories
to be searched to find a command. The default systemwide PATH value is specified in the
/etc/profile file, and each user normally has a PATH value in the user’s $SHOME/.profile file.
The PATH value in the .profile file either overrides the systemwide PATH value or adds
extra directories to it.

Unauthorized changes to the PATH environment variable can enable a user on the system
to "spoof” other users (including root users). Spoofing programs (also called Trojan Horse
programs) replace system commands and then capture information meant for that
command, such as user passwords.

For example, suppose a user changes the PATH value so that the system searches the
/tmp directory first when a command is executed. Then the user places in the /tmp directory
a program called su that asks for the root password just like the su command. Then the
/tmp/su program mails the root password to the user and calls the real su command before
exiting. In this scenario, any root user who used the su command would give away the root
password and not even be aware of it. This is just one of many scenarios for gaining
confidential information by altering PATH values.

However, following a few simple steps will prevent any problems with the PATH environment
variable for system administrators and users:

e When in doubt, specify full path names. If a full path name is specified, the PATH
environment variable is ignored.

¢ Never put the current directory (specified by . (period)) in the PATH value specified for
the root user. Never allow the current directory to be specified in /etc/profile.

e The PATH value in the /etc/profile file is used by the root user. Only specify directories
that are secure, that is, that only root can write to. It is recommended also that you do not
create a .profile file in the / (root) directory. The .profile files should only be in users’
$HOME directories.

e Warn other users not to change their .profile files without consulting the system
administrator. Otherwise, an unsuspecting user could make changes that allow
unintended access. A user’s .profile file should have permissions set to 740.

e System administrators should not use the su command to gain root privilege from a user
session, because the user’s PATH value specified in the .profile file is in effect. User’s
can set their .profile files to whatever they please. System administrators should log on
to the user’s machine as root, or should use the following command:

su — root
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This will ensure that root’s environment is used during the session. If a system
administrator does operate as root in another user’s session, then the system
administrator should specify full path names throughout the session.

¢ Protect the IFS (input field separator) environment variable from being changed in the
letc/profile file. And beware of any user who changes the IFS variable in the .profile file.
It too can be used to alter the PATH value.

Advanced Security

Accounting

Auditing

These security policies provide a greater level of security, but also require more work to
maintain. Consequently, many system administrators use these security features only in a
limited way, or not at all.

System accounting is not a direct security function, but the information it gathers is
important for detecting security problems. You should activate basic accounting on your
system, as explained in "Setting Up an Accounting System” in AIX 4.3 System Management
Guide: Operating System and Devices, although you may want to consider not activating
disk accounting and printing accounting as specified in the procedure. Both of these
accounting functions produce a large amount of data, and they are not vital to system
security.

For smaller systems, auditing is generally not necessary. However, on large multiuser
systems, it can provide useful information about system activity. For more information, see
”"Auditing Overview”, on page 3-16.

Trusted Computing Base (TCB)

The Trusted Computing Base (TCB) allows administrators to closely monitor trusted
programs and enhance the security of the system.

Most systems should use only two parts of the TCB: the tcbck command and the default
/ete/security/sysck.cfg configuration file. The tcbek command uses information in the
/letc/security/sysck.cfg file to compare the security status of key elements of the system
against the base data stored in the sysck.cfg file. All the administrator must do is protect
the sysck.cfg file and run the tcbck command regularly.

For larger systems, the TCB can monitor the system more extensively and provide a secure
set of system components. But this extra security requires extra administrative effort. For
more information, see "Trusted Computing Base Overview”, on page 3-11.

Administrative Roles

AlX Version 4.2.1 and later supports the system administrator assigning to a user a set of
administrative roles with various levels of authority. For more information, see "Roles
Administration”, on page 4-1.

Networks and Communications Security

Networks and communications security are described fully in AIX 4.3 System Management
Guide: Communications and Networks.

e TCP/IP Security

e TCP/IP Command Security

¢ Understanding BNU Security

¢ Data Security and Information Protection
e NIS Security

e Configuring Secure NFS
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Trusted Computing Base Overview

The Trusted Computing Base (TCB) is the part of the system that is responsible for
enforcing the information security policies of the system. All of the computer’s hardware is
included in the TCB, but a person administering the system should be concerned primarily
with the software components of the TCB.

Many of the TCB functions are now optionally enabled at installation time. Selecting yes for
the Install Trusted Computing Base option on the Installation and Settings menu enables
the trusted path, trusted shell, and system integrity checking (tcbck command). Selecting
no disables these features. These features can only be enabled at installation time.

The TCB software consists of:
¢ The kernel (operating system)
e The configuration files that control system operation

e Any program that is run with the privilege or access rights to alter the kernel or the
configuration files

Most system files are accessible only by the root user; however, some can also be
accessed by members of an administrative group. Only the root user can alter the operating
system kernel. The TCB contains the following trusted programs:

e All setuid root programs
e All setgid programs to administrative groups
e Any program that is exclusively run by the root user or by a member of the system group

e Any program that must be run by the administrator while on the trusted communication
path (for example, the Is command)

In the operating system, the person who administers the system can mark trusted files as
part of the Trusted Computing Base (the chtcb command), so that they can be clearly
distinguished.

The person who administers the system must be careful to add only software that can be
fully trusted to the TCB. Consider trusting software if, for example:

¢ You have fully tested the program.
¢ You have examined the program’s code.
e The program is from a trusted source that has tested or examined the program.

The system administrator must determine how much trust can be given to a particular
program. This determination should include considering the value of the information
resources on the system in deciding how much trust is required for a program to be installed
with privilege.

tcbck Checking Programs
An important aspect of the tcbek program is the program attribute, located in the
/etc/security/sysck.cfg file. The program attribute lists an associated program that can
check additional status. This attribute allows for more thorough and flexible checking than
other attributes provide.

You can use these checking programs to check the integrity and consistency of a file’s
contents and its relationship with other files. Checking programs need not be bound to a
particular file.

For example, assume you wrote a program, /etc/profile, which verifies that each user’s
.profile file is writable only by that user. The program should have the following aspects:

e Owned by root.
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e Member of system group.
e Has a mode of 0750.
e Tagged as part of the TCB.

You can add your program, /etc/profile, to the system security checker by entering the
following:

tcbck —a /etc/profile
"program=/etc/profile” class=profiles \ owner group mode

This command creates the following entry in the database:

/etc/profile:

class = profiles
owner = root

group = system

mode = TCB, rwxr—x——-—

program = ”/etc/profile”

The following tcbck command verifies the installation of the /etc/profile program and runs
the program:

tcbck -t profiles
There are several requirements for tcbck checking programs:

¢ tcbck must accept the —n, -y, —p, and -t flags and handle these similarly to the sysck
command.

e tcbck must return 0 to indicate that no errors were found and write all error messages to
standard error.

¢ ltis important to note that these programs are run with an effective user ID of 0;
therefore, they are fully privileged. They should be written and inspected as setuid—root
programs.

TCB Checking Programs

The operating system supplies the following TCB checking programs:

pwdck Checks the /etc/passwd and /etc/security/passwd files for internal and
mutual consistency.

grpck Checks the /etc/group and /etc/security/group files for internal and
mutual consistency.

usrck Verifies the accuracy of the user definitions in the user database files by
checking the definitions for all the users or for specific users.

Secure System Installation and Update
Installing or updating a program consists of importing files into the system, usually creating
new directories for the program, and occasionally reconfiguring the system itself. From a
security standpoint, the program may need to add user accounts, define new audit events,
and assign privileges to one of the program files.

In the simplest mode, a program installation consists of installing a new subdirectory tree
(from /usr/lpp) and possibly adding new symbolic links in the /usr/bin directory. However,
there are two problems:

¢ Most real programs need to alter the system configuration and contain commands that
need to be installed with some degree of administrative privilege.
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e Each installation should be done under a separate access domain so that the installation
procedure of one program cannot interfere with that of another.

To provide for secure program installation and update, two strategies are employed. First,
privilege and access rights are delineated and limited during installation and update. This
minimizes the potential for damage by untrustworthy installation packages. Second, the
entire process is auditable. The auditing can be done by examining the system audit trail
after installation or update of the program is complete, or auditing can be interactive. The
watch command is provided for interactive use. The watch command can be used to
execute a specified program and display the stream of audit records (if any) that are
generated during the execution of that program.

This approach provides a great deal of flexibility in installation, while still providing a high
degree of security. Even though the security is detection rather than prevention, this is still
effective. Since the process is interactive, the installation of malicious programs can be
halted quickly.

Guidelines for Ownership and Modes for Files

Normal User Commands

Normal user commands do not need a real owner or group since they can be executed by
anyone and are not set user ID (SUID) or set group ID (SGID). If the command is expected
to be run on the trusted path (for example, using the vi, grep, and cat commands), its TCB
bit should be set. The following is an example of ownership and modes:

owner: bin r-x
group: bin r—x
others: r—x

Administrative User Commands

Administrative user commands are executable only by root, members of an administrative
group, and members who are specified in the extended access control list (ACL) entries.
Since they usually perform privileged operations, some of these commands may need to be
run with privilege (set user ID, or SUID). The following is an example of ownership and
modes: owner: root r-x (possibly SUID)

group: system r-x (possibly SGID)

others: (possibly extended Access Control List entries)

For an example of a typical administrative user command scenario, consider network files
containing critical network configuration information:

owner: root rw-—
group: netgroup rw—
others: -

Use the changenet command to modify the information in the network file. owner:
root r—x

group: netgroup -=s

others: (extended Access Control List entry)
permit r—-x g:net

permit r—-x u:john

In this example, group netgroup is an administrative privilege group with no members. Only
processes running with group netgroup (or root user) can read or write the network files.
Running the changenet command, which is the set group ID (SGID) netgroup, gives users
the ability to change the network files. Only root users, members of group net , and user
john can execute this command.

The Extended ACL Controls figure shows how the extended ACL is associated with the
command instead of with the data files themselves.
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The changenet command is the gateway to the network configuration files. The extended
Access Control List on the changenet command is the guard that allows only certain users
through.

This example assumes that there are more data files than programs that operate on them. If
the reverse were true, it might make more sense to have ACLs on the data files.

Configuration Files
The following example shows the admin group as an administrative privilege group with no
members. The exact name of the admin group depends on what type of configuration file
the group applies to (for example, auditing, authentication, and mail).

owner: root rw—
group: admin rw-—
others: r—-—
mode: TCB

In general, most configuration files should be readable by all users, with the exception of
auditing and authentication data.

Device Special Files
In general, devices should not be readable or writable by normal users. Exceptions to this
rule are terminal devices that should be writable so users can send messages to each other
and floppy disks that should be both readable and writable so users can transfer files.

Trusted Communication Path

The operating system trusted communication path allows for secure communication
between users and the Trusted Computing Base. Users start the trusted communication
path by pressing the secure attention key (SAK). This allows only trusted processes to
access the user’s terminal. A trusted communication path is used whenever the user must
enter data that must not be compromised (a password, for example). A trusted
communication path can also be used by the person who administers the system to
establish a secure environment for administration.

Note: If the Install Trusted Computing Base option was not selected during the initial
installation, the trusted communications path will be disabled. The path can be properly
enabled only by reinstalling the system.

The trusted communication path is based on:

e A trusted command interpreter (tsh command) that only executes commands that are
marked as being a member of the Trusted Computing Base.

e Restricting access to a terminal to trusted programs.

¢ Areserved key sequence, called the secure attention key (SAK), which allows the user to
request a trusted communication path.
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After the SAK has been pressed, the init command starts either the getty command or the
shell command that:

¢ Changes the owner and mode of the terminal so that only processes run by a user can
open the terminal.

e |ssues a frevoke subroutine to invalidate all previous open calls of the terminal.

This assures that only the current getty or shell command has access to the terminal.

Trusted Command Interpreter
The getty command runs the shell command in response to a SAK only if the user was
logged in to this terminal. This command establishes the terminal modes and runs the
trusted shell (tsh command).

The tsh command provides a subset of the functions of the normal shell (Korn shell). The
trusted shell executes only trusted programs (for example, programs tagged with the TCB
bit). The built—in shell command allows the user to drop the trusted communication path
and execute the user login shell.
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Auditing Overview

The auditing subsystem provides the system administrator with the means to record
security—relevant information, which can be analyzed to detect potential and actual
violations of the system security policy. The auditing subsystem has three functions: event
detection, information collection, and information processing. Each of these functions can
be configured by the system administrator.

Event Detection
Event detection is distributed throughout the Trusted Computing Base (TCB), both in the
kernel (supervisor state code) and the trusted programs (user state code). An auditable
event is any security—relevant occurrence in the system. A security—relevant occurrence is
any change to the security state of the system, any attempted or actual violation of the
system access control or accountability security policies, or both. The programs and kernel
modules that detect auditable events are responsible for reporting these events to the
system audit logger, which runs as part of the kernel and can be accessed either with a
subroutine (for trusted program auditing) or within a kernel procedure call (for supervisor
state auditing). The information reported should include the name of the auditable event, the
success or failure of the event, and any additional event—specific information that would be
relevant to security auditing.

Event detection configuration consists of turning event detection on or off, either at the
global (system) level or at the local (process) level. To control event detection at the global
level, use the audit command to enable or disable the audit subsystem. To control event
detection at the local level, you can audit selected users for groups of audit events (audit
classes).

Information Collection

Information collection encompasses logging the selected auditable events. This function is
performed by the kernel audit logger, which provides both an SVC (subroutine) and an
intra—kernel procedure call interface that records auditable events.

The audit logger is responsible for constructing the complete audit record, consisting of the
audit header, which contains information common to all events (such as the name of the
event, the user responsible, the time and return status of the event), and the audit trail,
which contains event—specific information. The audit logger appends each successive
record to the kernel audit trail, which can be written in either (or both) of two modes:

BIN mode The trail is written into alternating files, providing for safety and
long—term storage.

STREAM mode The trail is written to a circular buffer that is read synchronously
through an audit pseudo—device. STREAM mode offers immediate
response.

Information collection can be configured at both the front end (event recording) and at the
back end (kernel trail processing). Event recording is selectable on a per—user basis. Each
user has a defined set of audit events which are actually logged in the kernel trail when they
occur. At the back end, the modes are individually configurable, so that the administrator
can employ the back—end processing best suited for a particular environment. In addition,
BIN mode auditing can be configured to shut down the system in the event of failure.

Information Processing

The operating system provides several options for processing the kernel audit trail. The BIN
mode trail can be compressed, filtered or formatted for output, or any reasonable
combination of these prior to archival storage of the audit trail, if any. Compression is done
through Huffman encoding. Filtering is done with standard query language (SQL)-like audit
record selection (using the auditselect command) and provides for both selective viewing
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and selective retention of the audit trail. Formatting of audit trail records can be used to
examine the audit trail, to generate periodic security reports, and to print a paper audit trail.
The STREAM mode audit trail can be monitored in real time, to provide immediate threat
monitoring capability. Configuration of these options is handled by separate programs that
can be invoked as daemon processes to filter either BIN or STREAM mode trails, although
some of the filter programs are more naturally suited to one mode or the other.

Event Selection

The set of auditable events on the system defines which occurrences can actually be
audited and the granularity of the auditing provided. The auditable events must cover the
security—relevant events on the system, as defined previously. The level of detail you use for
auditable event definition must tread a fine line between insufficient detail, leading to
excessive information collection, and too much detail, making it difficult for the administrator
to logically understand the selected information. The definition of events takes advantage of
similarities in detected events. For the purpose of this discussion, a detected event is any
single instance of an auditable event; for instance, a given event may be detected in various
places. The underlying principle is that detected events with similar security properties are
selected as the same auditable event. The following list shows an event classification:

Security Policy Events
Subject Events
- process creation
— process deletion
- setting subject security attributes: user IDs, group IDs,
— process group, control terminal
Object Events
- object creation
— object deletion
— object open (including processes as objects)
- object close (including processes as objects)
- setting object security attributes: owner, group, ACL
Import/Export Events
- importing or exporting an object
Accountability Events
- adding a user, changing user attributes in the password
database
- adding a group, changing group attributes in the group
database
- user login
- user logoff
— changing user authentication information
- trusted path terminal configuration
— authentication configuration
— auditing administration: selecting events and audit
trails,
switching on/off, defining user auditing classes
General System Administration Events
- use of privilege
— file system configuration
— device definition and configuration
- system configuration parameter definition
— normal system IPL and shutdown
- RAS configuration
- other system configuration
Security Violations (potential)
- access permission refusals
- privilege failures
- diagnostically detected faults and system errors
- (attempted) alteration of the TCB.
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Configuration
The auditing subsystem has a global state variable that indicates whether the auditing
subsystem is on or off. In addition, each process has a local state variable that indicates
whether the auditing subsystem should record information about this process. Both of these
variables determine whether events are detected by the Trusted Computing Base (TCB)
modules and programs. Turning TCB auditing off for a specific process allows that process
to do its own auditing and not to bypass the system accountability policy. Permitting a
trusted program to audit itself allows for more efficient and effective collection of information.

Information Collection
Information collection addresses event selection and kernel audit trail modes. It is done by a
kernel routine that provides interfaces to log information, used by the TCB components that
detect auditable events, and configuration interfaces, used by the auditing subsystem to
control the audit logger routine.

Audit Logging
Auditable events are logged with one of two interfaces, the user state and supervisor state.
The user state part of the TCB uses the auditlog or auditwrite subroutine, while the
supervisor state portion of the TCB uses a set of kernel procedure calls.

For each record, the audit event logger prefixes an audit header to the event—specific
information. This header identifies the user and process for which this event is being
audited, as well as the time of the event. The code that detects the event supplies the event
type and return code or status and optionally, additional event—specific information (the
event tail). Event—specific information consists of object names (for example, files refused
access or tty used in failed login attempts), subroutine parameters, and other modified
information.

Events are defined symbolically, rather than numerically. This lessens the chances of name
collisions, without using an event registration scheme. Also, since subroutines are auditable,
the extendable kernel definition, with no fixed SVC numbers, makes it difficult to record
events by number, since the number mapping would have to be revised and logged every
time the kernel interface was extended or redefined.

Audit Record Format
The audit records consist of a common header, followed by audit trails peculiar to the audit
event of the record. The structures for the headers are defined in the
/usr/include/sys/audit.h file. The format of the information in the audit trails is peculiar to
each base event and is shown in the /etc/security/audit/events file.

The information in the audit header is generally collected by the logging routine to ensure its
accuracy, while the information in the audit trails is supplied by the code that detects the
event. The audit logger has no knowledge of the structure or semantics of the audit trails.
For example, when the login command detects a failed login it records the specific event
with the terminal on which it occurred and writes the record into the audit trail using the
auditlog subroutine. The audit logger kernel component records the subject—specific
information (user IDs, process IDs, time) in a header and appends this to the other
information. The caller supplies only the event name and result fields in the header.

Logger Configuration

The audit logger is responsible for constructing the complete audit record. You must select
the audit events that you want to be logged.

Event Selection
There are two different types of audit event selection: per process and per object.
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Per-Process Auditing To select process events with reasonable efficiency and
usability, the operating system allows the system
administrator to define audit classes. An audit class is a
subset of the base auditing events in the system. Auditing
classes provide for convenient logical groupings of the base
auditing events.

For each user on the system, the system administrator
defines a set of audit classes that determines the base
events that could be recorded for that user. Each process
run by the user is tagged with its audit classes.

Per-Object Auditing The operating system provides for the auditing of object
accesses by name, that is, the auditing of specific objects
(normally files). Most objects are not that interesting from a
security perspective. By—name object auditing prevents
having to cover all object accesses to audit the few
pertinent objects. In addition, the auditing mode can be
specified, so that only accesses of the specified mode
(read/write/execute) and results (success/failure) are
recorded.

Kernel Audit Trail Modes
Kernel logging can be set to BIN or STREAM modes to define where the kernel audit trail is
to be written. If the BIN mode is used, the kernel audit logger must be given (prior to audit
startup) at least one file descriptor to which records are to be appended.

BIN mode consists of writing the audit records into alternating files. At auditing startup, the
kernel is passed two file descriptors and an advisory maximum bin size. It suspends the
calling process and starts writing audit records into the first file descriptor. When the size of
the first bin reaches the maximum bin size, and if the second file descriptor is valid, it
switches to the second bin and reactivates the calling process. It keeps writing into the
second bin until it is called again with another valid file descriptor. If at that point the second
bin is full, it switches back to the first bin, and the calling process returns immediately.
Otherwise, the calling process is suspended, and the kernel continues writing records into
the second bin until it is full. Processing continues this way until auditing is turned off.

The STREAM mode is much simpler than the BIN mode. The kernel writes records into a
circular buffer. When the kernel reaches the end of the buffer, it simply wraps to the
beginning. Processes read the information through a pseudo—device called /dev/audit.
When a process opens this device, a new channel is created for that process. Optionally,
the events to be read on the channel can be specified as a list of audit classes.

The main purpose of this mode is to allow for timely reading of the audit trail, which is
desirable for real-time threat monitoring. Another use is to create a paper trail that is written
immediately, preventing any possible tampering with the audit trail, as is possible if the trail
is stored on some writable media.
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Chapter 4. Administrative Roles

AlX Version 4.3 supports assigning portions of root user authority to non—root users.
Different root user tasks are assigned different authorizations. These authorizations are
grouped into roles and assigned to different users.

This chapter covers the following topics:
¢ Roles Overview, on page 4-1

e Understanding Authorizations, on page 4-2

Roles Overview

Roles consist of authorizations that allow a user to execute functions normally requiring root
user permission.

The following is a list of valid roles:

Add and Remove Users Allows any user to act as the root user for this role. They
are able to add and remove users, change information
about a user, modify audit classes, manage groups, and
change passwords. Anyone who performs user
administration must be in group security.

Change Users Password Allows a user to change a passwords.

Manage Roles Allows a user to create, change, remove and list roles. The
user must be in group security.
Backup and Restore Allows a user to back up and restore file systems and

directories. This role requires authorizations to enable a
system backup and restore.

Backup Only Allows a user only to back up file systems and directories.
The user must have the proper authorization to enable a
system backup.

Run Diagnostics Allows a user, Customer Engineer or Service Support
Representative to run diagnostics and diagnostic tasks. The
user must have system as the primary group and also a
group set that includes shutdown.

Note: Users in the Run Diagnostics role can change the
system configuration, update microcode, and so on.
Users in this role must understand the responsibility the
role requires.

System Shutdown Allows a user to shut down, reboot, and halt a system.
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Understanding Authoriz

ations

Authorizations are authority attributes for a user. These authorizations allow a user to do
certain tasks. For example, a user with the UserAdmin authorization can create an
administrative user by running the mkuser command. A user without this authority cannot
create an administrative user.

There are two types of authorizations:

Primary Authorization

Authorization modifier

Allows a user to execute a specific command. For
example, RoleAdmin authorization is a primary
authorization allowing a user administrator to execute the
chrole command. Without this authorization, the command
terminates without modifying the role definitions.

Increases the capability of a user. For example, UserAdmin
authorization is an authorization modifier that increases the
capability of a user administrator belonging to the group
security. Without this authorization, the mkuser command
only creates non—administrative users. With this
authorization, the mkuser command also creates
administrative users.

The authorizations perform the following functions:

Backup

Diagnostics

GroupAdmin

Performs a system backup.

The following command uses the Backup authorization:

Backup Backs up files and file systems. The user
administrator must have Backup authorization.

Allows a user to run diagnostics. This authority is also required to
run diagnostic tasks directly from the command line.

The following command uses the Diagnostics authorization:

diag Runs diagnostics on selected resources. If the
user administrator does not have Diagnostics
authority, the command terminates.

Performs the functions of the root user on group data.
The following commands use the GroupAdmin authorization:

chgroup Changes any group information. If the user
does not have GroupAdmin authorization, they
can only change non—administrative group
information.

chgrpmem Administers all groups. If the group
administrator does not have GroupAdmin
authorization, they can only change the
membership of the group they administer or a
user in group security to administer any
non—administrative group.

chsec Modifies administrative group data in the
/etc/group and /etc/security/group files. The
user can also modify the default: stanza
values. If the user does not have GroupAdmin
authorization, they can only modify
non—administrative group data in the
/etc/group and /etc/security/group files.
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ListAuditClasses

PasswdAdmin

PasswdManage

UserAdmin

mkgroup Creates any group. If the user does not have
GroupAdmin authorization, the user can only
create non—administrative groups.

rmgroup Removes any group. If the user does not
have GroupAdmin authorization, the user can
only remove non—administrative groups.

Views the list of valid audit classes. The user administrator who
uses this authorization does not have to be the root user or in
group audit.

Use the smit mkuser or smit chuser fast path to list audit
classes available to make or change a user. Enter the list of audit
classes in the AUDIT classes field.

Performs the functions of the root user on password data.

The following commands use the PasswdAdmin authorization:

chsec Modifies the lastupdate and flags attributes
of all users. Without the PasswdAdmin
authorization, the chsec command allows the
user administrator to only modify the
lastupdate and flags attribute of
non—administrative users.

Issec Views the lastupdate and flags attributes of
all users. Without the PasswdAdmin
authorization, the Issec command allows the
user administrator to only view the lastupdate
and flags attribute of non—administrative
users.

pwdadm Changes the password of all users. The user
administrator must be in group security.

Performs password administration functions on
non—administrative users.

The following command uses the PasswdManage authorization:

pwdadm Changes the password of a
non—administrative user. The administrator
must be in group security or have the
PasswdManage authorization.

Performs the functions of the root user on user data. Only users
with UserAdmin authorization can modify the role information of a
user. You cannot access or modify user auditing information with
this authorization.

The following commands use the UserAdmin authorization:

chfn Changes any user’s gecos (general
information) field. If the user does not have
UserAdmin authorization but is in group
security, they can change any
non—administrative user’s gecos field.
Otherwise, users can only change their own
gecos field.
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chsec Modifies administrative user data in the
/etc/passwd, /etc/security/environ,
/etc/security/lastlog, /etc/security/limits,
and /etc/security/user files including the roles
attribute. The user administrator can also
modify the default: stanza values and the
/usr/lib/security/mkuser.default file,
excluding the auditclasses attributes.

chuser Changes any user’s information except for the
auditclasses attribute. If the user does not
have UserAdmin authorization, they can only
change non—administrative user information,
except for the auditclasses and roles
attributes.

mkuser Creates any user, except for the auditclasses
attribute. If the user does not have UserAdmin
authorization, the user can only create
non—administrative users, except for the
auditclasses and roles attributes.

rmuser Removes any user. If the user administrator
does not have UserAdmin authorization, they
can only create non—administrative users.

UserAudit Allows the user to modify user—auditing information.

The following commands use the UserAudit authorization:

chsec Modifies the auditclasses attribute of the
mkuser.default file for non—administrative
users. If the user has UserAdmin
authorization, they can also modify the
auditclasses attribute of the mkuser.default
file for administrative and non—administrative
users.

chuser Modifies the auditclasses attribute of a
non—administrative user. If the user
administrator has UserAdmin authorization,
they can also modify the auditclasses attribute
of all users.

Isuser Views the auditclasses attribute of a
non—administrative user if the user is root user
or in group security. If the user has
UserAdmin authorization, they can also view
the auditclasses attribute of all users.

mkuser Creates a new user and allows user
administrator to assign the auditclasses
attribute of a non—administrative user. If the
user has UserAdmin authorization, they can
also modify the auditclasses attribute of all
users.

RoleAdmin Performs the functions of the root user on role data.
The following commands use the RoleAdmin authorization:

chrole Modifies a role. If the user administrator does
not have the RoleAdmin authorization, the
command terminates.

Isrole Views a role.
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mkrole Creates a role. If the user administrator does
not have the RoleAdmin authorization, the
command terminates.

rmrole Removes a role. If the user administrator
does not have the RoleAdmin authorization,
the command terminates.

Restore Performs a system restoration.
The following command uses the Restore authorization:

Restore Restores backed-up files. The user
administrator must have Restore authorization.

See "Command to Authorization List” in the AlIX 4.3 System Management Guide: Operating
System and Devices for a mapping of commands to authorizations.
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Chapter 5. Users and Groups

This chapter contains information for managing users and groups. Also included in this
chapter is information on disk quotas.

Users and Groups ~ 5-1



Disk Quota System Overview

The disk quota system allows system administrators to control the number of files and data
blocks that can be allocated to users or groups. The following sections provide further
information about the disk quota system, its implementation, and use:

¢ Understanding the Disk Quota System, on page 5-2
¢ Recovering from Over—Quota Conditions, on page 5-2
e |Implementing the Disk Quota System, on page 5-2

Understanding the Disk Quota System

The disk quota system, based on the Berkeley Disk Quota System, provides an effective
way to control the use of disk space. The quota system can be defined for individual users
or groups, and is maintained for each journaled file system.

The disk quota system establishes limits based on three parameters that can be changed
with the edquota command:

e User’s or group’s soft limits
e User’s or group’s hard limits
¢ Quota grace period

The soft limit defines the number of 1KB disk blocks or files below which the user should
remain. The hard limit defines the maximum amount of disk blocks or files the user can
accumulate under the established disk quotas. The quota grace period allows the user to
exceed the soft limit for a short period of time (the default value is one week). If the user
fails to reduce usage below the soft limit during the specified time, the system will interpret
the soft limit as the maximum allocation allowed, and no further storage will be allocated to
the user. The user can reset this condition by removing enough files to reduce usage below
the soft limit.

The disk quota system tracks user and group quotas in the quota.user and quota.group
files that reside in the root directories of file systems enabled with quotas. These files are
created with the quotacheck and edquota commands and are readable with the quota
commands.

Recovering from Over—Quota Conditions

There are several methods available to reduce file system usage when you have exceeded
quota limits:

e Abort the current process that caused the file system to reach its limit, remove surplus
files to bring the limit below quota, and retry the failed program.

e [f you are running an editor such as vi, use the shell escape sequence to check your file
space, remove surplus files, and return without losing your edited file. Alternatively, if you
are using the C or Korn shells, you can suspend the editor with the Ctrl-Z key sequence,
issue the file system commands, and then return with the fg (foreground) command.

e Temporarily write the file to a file system where quota limits have not been exceeded,
delete surplus files, and then return the file to the correct file system.

Implementing the Disk Quota System
You should consider implementing the disk quota system under the following conditions:

¢ Your system has limited disk space.
¢ You require more file system security.

e Your disk—usage levels are large, such as at many universities.
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If these conditions do not apply to your environment, you may not want to create
disk—usage limits by implementing the disk quota system.

Typically, only those file systems that contain user home directories and files require disk
quotas. The disk quota system works only with the journaled file system.

Note: It is recommended that disk quotas not be established for the /tmp file system.
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Chapter 6. Logical Volumes

This chapter describes concepts for managing logical volume storage. This chapter covers
the following topics:

e Logical Volume Storage Overview, on page 6-2

e Developing a Volume Group Strategy, on page 6-9

¢ Developing a Logical Volume Strategy, on page 6-12
¢ Implementing Volume Group Policies, on page 6-20

e Logical Volume Manager Limitation Warnings, on page 6-21
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Logical Volume Storage Overview

A hierarchy of structures is used to manage fixed—disk storage. Each individual fixed—disk
drive, called a physical volume (PV) has a name, such as /dev/hdisk0. Every physical
volume in use belongs to a volume group (VG). All of the physical volumes in a volume
group are divided into physical partitions (PPs) of the same size (by default 2MB in volume
groups that include physical volumes smaller than 300MB, 4MB otherwise). For
space—allocation purposes, each physical volume is divided into five regions (outer_edge,
inner_edge, outer_middle, inner_middle and center). The number of physical partitions in
each region varies, depending on the total capacity of the disk drive. If the volume group is
created with —B option in mkvg command, the above limits increase to 128 physical volumes
and 512 logical volumes.

Within each volume group, one or more logical volumes (LVs) are defined. Logical volumes
are groups of information located on physical volumes. Data on logical volumes appears to
be contiguous to the user but can be discontiguous on the physical volume. This allows file
systems, paging space, and other logical volumes to be resized or relocated, span multiple
physical volumes, and have their contents replicated for greater flexibility and availability in
the storage of data.

Each logical volume consists of one or more logical partitions (LPs). Each logical partition
corresponds to at least one physical partition. If mirroring is specified for the logical volume,
additional physical partitions are allocated to store the additional copies of each logical
partition. Although the logical partitions are numbered consecutively, the underlying physical
partitions are not necessarily consecutive or contiguous.

Logical volumes can serve a number of system purposes, such as paging, but each logical
volume that holds ordinary system or user data or programs contains a single journaled file
system (JFS). Each JFS consists of a pool of page—size (4KB) blocks. When data is to be
written to a file, one or more additional blocks are allocated to that file. These blocks may or
may not be contiguous with one another or with other blocks previously allocated to the file.
In AIX 4.1, a given file system can be defined as having a fragment size of less than 4KB
(512 bytes, 1KB, 2KB).

After installation, the system has one volume group (the rootvg volume group) consisting of
a base set of logical volumes required to start the system and any others you specify to the
installation script. Any other physical volumes you have connected to the system can be
added to a volume group (using the extendvg command). You can add the physical volume
either to the rootvg volume group or to another volume group (defined by using the mkvg
command). Logical volumes can be tailored using the commands or the menu—driven
System Management Interface Tool (SMIT) interface.

This overview contains information about the following:
e |ogical Volume Storage Concepts, on page 6-3
— Physical Volumes, on page 6-3
— Volume Groups, on page 6-3
— Physical Partitions, on page 6-4
— Logical Volumes, on page 6-5
— Logical Partitions, on page 6-5
— File Systems, on page 6-5
e Logical Volume Manager, on page 6-6
e Quorum Concepts, on page 6-7
— Vary-On Process, on page 6-7

— Quorums, on page 6-7
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— Forcibly Varying On, on page 6-8

— Nonguorum Volume Groups, on page 6-8

Logical Volume Storage Concepts

The five basic logical storage concepts are physical volumes, volume groups, physical
partitions, logical volumes, and logical partitions. The Volume Group figure illustrates the
relationships among these concepts.
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Physical Volumes
A disk must be designated as a physical volume and be put into an available state before it
can be assigned to a volume group. A physical volume has certain configuration and
identification information written on it. This information includes a physical volume identifier
that is unique to the system. When a disk becomes a physical volume, it is divided into
512—byte physical blocks. You designate a disk as a physical volume with the mkdev or
chdev commands or by using the System Management Interface Tool (SMIT) to add a
physical volume.

The first time you start up the system after connecting a new disk, the operating system
detects the disk and examines it to see if it already has a unique physical volume identifier
in its boot record. If it does, the disk is designated as a physical volume and a physical
volume name (typically, hdiskx where x is a unique number on the system) is permanently
associated with that disk until you undefine it.

Volume Groups
The physical volume must now become part of a volume group. A volume group is a
collection of 1 to 32 physical volumes of varying sizes and types. A physical volume may
belong to only one volume group per system; there can be up to 255 volume groups per
system.

When a physical volume is assigned to a volume group, the physical blocks of storage
media on it are organized into physical partitions of a size you specify when you create the
volume group. Physical partitions are discussed below.

When you install the system, one volume group (the root volume group, called rootvg) is
automatically created. The rootvg contains a base set of logical volumes required to start
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the system plus any other logical volumes you specify to the install script. The rootvg
volume group includes paging space, the journal log, boot data, and dump storage, each in
its own separate logical volume. The rootvg has attributes that differ from other,
user—defined volume groups. For example, the rootvg cannot be imported or exported.
When performing a command or procedure on the rootvg, you need to be familiar with its
unique characteristics.

You create a new volume group with the mkvg command. You add a physical volume to a
volume group with the extendvg command and remove it from a volume group with the
reducevg command. Some of the other commands that you will be using on volume groups
include: change (chvg), list (Isvg), remove (exportvg), install (importvg), reorganize
(reorgvg), synchronize (syncvg), make available for use (varyonvg), and make
unavailable for use (varyoffvg).

Small systems may require only one volume group to contain all the physical volumes
attached to the system. You may want to create separate volume groups, however, for
security reasons, because each volume group can have its own security permissions.
Separate volume groups also make maintenance easier because groups other than the one
being serviced can remain active. Because the rootvg must always be online, it should
contain only the minimum number of physical volumes necessary for system operation.

You can move data from one physical volume to other physical volumes in the same volume
group with themigratepv command. This command allows you to free a physical volume so
it can be removed from the volume group. For example, you could move data off of a
physical volume that is to be replaced.

A VG that is created with smaller physical and logical volume limits can be converted to big
format which can hold more PVs (upto 128) and more LVs (upto 512). This operation
requires that there be enough free partitions on every PV in the VG for the Volume group
descriptor area (VGDA) expansion. The number of free partitions required depends on the
size of the current VGDA and the physical partition size. Since the VGDA resides on the
edge of the disk and it requires contiguous space, the free partitions are required on the
edge of the disk. If those partitions are allocated for user usage, they will be migrated to
other free partitions on the same disk. The rest of the physical partitions will be renumbered
to reflect the loss of the partitions for VGDA usage. This will change the mappings of the
logical to physical partitions in all the PVs of this VG. If you have saved the mappings of the
LVs for a potential recovery operation, you should generate the maps again after the
completion of the conversion operation. Also, if the backup of the VG is taken with map
option and you plan to restore using those maps, the restore operation may fail since the
partition number may no longer exist (due to reduction). It is recommended that backup is
taken before the conversion and right after the conversion if the map option is utilized. Since
the VGDA space has been increased substantially, every VGDA update operation (creating
an LV, changing an LV, adding a PV, etc.) may take considerably long duration.

Note: Once you create a big volume group or convert a volume group to big volume
group format, you cannot import it back to any level prior to AIX Version 4.3.2.

Physical Partitions
When you add a physical volume to a volume group, the physical volume is partitioned into
contiguous, equal-sized units of space called physical partitions. A physical partition is the
smallest unit of storage space allocation and is a contiguous space on a physical volume.

Physical volumes inherit the volume group’s physical partition size, which you can set only
when you create the volume group (for example, using the mkvg —s command). A Volume
Group Containing Three Physical Volumes shows the relationship between physical
partitions on physical volumes and volume groups.
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Logical Volumes
After you create a volume group, you can create logical volumes within that volume group.
A logical volume, although it may reside on noncontiguous physical partitions or even on
more than one physical volume, appears to users and applications as a single, contiguous,
extensible disk volume. You can create additional logical volumes with the mklv command.
This command allows you to specify the name of the logical volume and define its
characteristics, including the number and location of logical partitions to allocate for it. After
you create a logical volume, you can change its name and characteristics with the chlv
command, and you can increase the number of logical partitions allocated to it with the
extendlv command. The default maximum size for a logical volume at creation is 128
logical partitions, unless specified to be larger. The chlv command is used to relax this
limitation.

Note: After you create a logical volume, the characteristic LV STATE, which can be seen
using the Islv command, will be c1osed. It will become open when, for example, a file
system has been created in the logical volume and mounted.

Logical volumes can also be copied (cplv), listed (Islv), removed (rmlv), and have the
number of copies they maintain increased or decreased (mklvcopy and rmlvcopy). They
can also be relocated when the volume group is reorganized.

The system will allow you to define up to 256 (512 in case of a big volume group) logical
volumes per volume group, but the actual number you can define depends on the total
amount of physical storage defined for that volume group and the size of the logical
volumes you define.

Logical Partitions
When you create a logical volume, you specify the number of logical partitions for the logical
volume. A logical partition is one, two, or three physical partitions, depending on the number
of instances of your data you want maintained. Specifying one instance means there is only
one copy of the logical volume (the default). In this case, there is a direct mapping of one
logical partition to one physical partition. Each instance, including the first, is termed a copy.
Where physical partitions are located (for example, how near each other physically) is
determined by options you specify when you create the logical volume.

File Systems
The logical volume defines allocation of disk space down to the physical—partition level.
Finer levels of data management are accomplished by higher level software components
such as the Virtual Memory Manager or the file system. Therefore, the final step in the
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evolution of a disk is the creation of file systems. You can create one file system per logical
volume. To create a file system, use the crfs command. For more information on file
systems, see "File Systems Overview”, on page 7-2.

Limitations for Logical Storage Management
The following table shows the limitations for logical storage management. Although the
default maximum number of physical volumes per volume group is 32 (128 in case of big
volume group), you can set the maximum for user—defined volume groups when you use
the mkvg command. For the rootvg, however, this variable is automatically set to the
maximum by the system during the installation.

MAXPVS: 32 (128 big volume group)
MAXLVS: 255 (512 big volume group)

Limitations for Logical Storage Management

Volume group 255 per system

Physical volume (MAXPVS / volume group factor) per
volume group

Physical partition (1016 x volume group factor) per physical
volume up to 1024MB each in size.

Logical volume MAXLVS per volume group

Logical partition (MAXPVS * 1016) per logical volume

If you previously created a volume group before the 1016 physical partitions per physical
volume restriction was enforced, stale partitions in the volume group are not correctly
tracked unless you convert the volume group to a supported state. You can convert the
volume group with the chvg -t command. A suitable factor value is chosen by default to
accommodate the largest disk in the volume group.

For example, if you created a volume group with a 9GB disk and 4Mb partition size, this
volume group will have approximately 2250 partitions. Using a conversion factor of 3 (1016
* 3 = 3048) allows all 2250 partitions to be tracked properly. Converting a volume group with
a higher factor enables inclusion of a larger disk of partitions up to the 1016* factor. You can
also specify a higher factor when you create the volume group in order to accommodate a
larger disk with a small partition size.

These operations reduce the total number of disks that you can add to a volume group. The
new maximum number of disks you can add would be a 32/factor. For example, a factor of 2
decreases the maximum number of disks in the volume group to 16 (32/2).

Note: Once you convert a volume group, you cannot import it back to any level prior to
AIX Version 4.3.1.

Logical Volume Manager
The set of operating system commands, library subroutines, and other tools that allow you
to establish and control logical volume storage is called the Logical Volume Manager (LVM).
The Logical Volume Manager (LVM) controls disk resources by mapping data between a
more simple and flexible logical view of storage space and the actual physical disks. The
LVM does this using a layer of device driver code that runs above traditional disk device
drivers.

The Logical Volume Manager (LVM) consists of the logical volume device driver (LVDD) and
the LVM subroutine interface library. The logical volume device driver (LVDD) is a
pseudo—device driver that manages and processes all I/O. It translates logical addresses
into physical addresses and sends I/O requests to specific device drivers. The LVM
subroutine interface library contains routines that are used by the system management
commands to perform system management tasks for the logical and physical volumes of a
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system. The programming interface for the library is available to anyone who wishes to
expand the function of the system management commands for logical volumes.

For more information about how LVM works, see "Understanding the Logical Volume Device
Driver” in AlX Version 4 Kernel Extensions and Device Support Programming Concepts and
"Logical Volume Programming Overview” in AlX Version 4 General Programming Concepts:
Writing and Debugging Programs.

Quorum Concepts

The following sections describe the vary—on process and the quorum, which are how the
LVM ensures that a volume group is ready to use and contains the most up—to—date data.

Vary—On Process

Quorum

The varyonvg and varyoffvg commands activate or deactivate (make available or
unavailable for use) a volume group that you have defined to the system. The volume group
must be varied on before the system can access it. During the vary—on process (activation),
the LVM reads management data from the physical volumes defined in the volume group.
This management data, which includes a volume group descriptor area (VGDA) and a
volume group status area (VGSA), is stored on each physical volume of the volume group.

The VGDA contains information that describes the mapping of physical partitions to logical
partitions for each logical volume in the volume group, as well as other vital information,
including a time stamp. The VGSA contains information such as which physical partitions
are stale and which physical volumes are missing (that is, not available or active) when a
vary—on operation is attempted on a volume group.

If the vary—on operation cannot access one or more of the physical volumes defined in the
volume group, the command displays the names of all physical volumes defined for that
volume group and their status. This helps you decide whether to continue operating with this
volume group. For more information about the meanings of the physical volume status that
can be displayed from the varyonvg command, refer to the lvm_varyonvg subroutine.

A quorum is a vote of the number of Volume Group Descriptor Areas and Volume Group
Status Areas (VGDA/VGSA) that are active. A quorum ensures data integrity of the
VGDA/VGSA areas in the event of a disk failure. Each physical disk in a volume group has
at least one VGDA/VGSA. When a volume group is created onto a single disk, it initially has
two VGDA/VGSA areas residing on the disk. If a volume group consists of two disks, one
disk still has two VGDA/VGSA areas, but the other disk has one VGDA/VGSA. When the
volume group is made up of three or more disks, then each disk is allocated just one
VGDA/VGSA.

A quorum is lost when enough disks and their VGDA/VGSA areas are unreachable so that a
51% majority of VGDA/VGSA areas no longer exists. In a two—disk volume group, if the disk
with only one VGDA/VGSA is lost, a quorum still exists because two of the three
VGDA/VGSA areas still are reachable. If the disk with two VGDA/VGSA areas is lost, this
statement is no longer true. The more disks that make up a volume group, the lower the
chances of quorum being lost when one disk fails.

When a quorum is lost, the volume group varies itself off so that the disks are no longer
accessible by the Logical Volume Manager (LVM). This prevents further disk I/O to that
volume group so that data is not lost or assumed to be written when physical problems
occur. Additionally, as a result of the vary off, the user is notified in the error log that a
hardware error has occurred and service must be performed.

There are cases when it is desirable to continue operating the volume group even though a
quorum is lost. In these cases, quorum checking may be turned off for the volume group.
This type of volume group is referred to as a nonquorum volume group. The most common
case for a nonquorum volume group is when the logical volumes have been mirrored. When
a disk is lost, the data is not lost if a copy of the logical volume resides on a disk that is not
disabled and can be accessed. However, there can be instances in nonquorum volume
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groups, mirrored or nonmirrored, when the data (including copies) resides on the disk or
disks that have become unavailable. In those instances, the data may not be accessible
even though the volume group continues to be varied on.

Forcibly Varying On
Attention: Overriding a vary—on failure is an unusual operation; all other possible
problem sources such as hardware, cables, adapters, and power sources should be
checked before proceeding. Overriding the quorum failure during a vary—on process
should be used only in an emergency and only as a last resort (for example, to salvage
data from a failing disk). Data integrity cannot be guaranteed for management data
contained in the chosen copies of the VGDA and the VGSA when a quorum failure is
overridden.

When you choose to forcibly vary on a volume group by overriding the absence of a
quorum, the PV STATE of all physical volumes that are missing during this vary—on process
will be changed to removed. This means that all the VGDA and VGSA copies will be
removed from these physical volumes. Once this is done, these physical volumes will no
longer take part in quorum checking, nor will they be allowed to become active within the
volume group until you return them to the volume group.

Under one or more of the following conditions, you may want to override the vary—on failure
so that the data on the available disks in the volume group can be accessed:

¢ Unavailable physical volumes appear permanently damaged.

¢ You can confirm that at least one of the presently accessible physical volumes (which
must also contain a good VGDA and VGSA copy) was online when the volume group
was last varied on. The missing physical volumes should be unconfigured and powered
off until they can be diagnosed and repaired.

The following procedure provides a way to avoid losing quorum when one disk is missing or
may soon fail and requires repair.

1. Use the chpv —vr command to temporarily remove the volume from the volume group.
This physical volume will no longer be factored in quorum checking. However, in a
two—disk volume group, this command will fail if you try the chpv command on the disk
which contains the two VGDA/VGSAs. The command will not allow you to cause quorum
to be lost.

2. If the goal was to remove the disk for repair, power off the system, and remove the disk.
After fixing the disk and returning the disk to the system, run chpv —v in order to make it
available to the volume group for quorum checking.

Note: The chpv command is used only for quorum—checking alteration. The data that
resides on the disk is still there and must be moved or copied to other disks if the disk is
not to be returned to the system.

Nonquorum Volume Groups
The Logical Volume Manager (LVM) automatically deactivates the volume group when it
lacks a quorum of VGDAs or VGSAs. However, you can choose an option that allows the
group to stay online as long as there is one VGDA/VGSA intact. This option produces a
nonquorum volume group. The LVM requires access to all of the disks in nonquorum
volume groups before allowing reactivation to ensure up—to—date VGDA and VGSA.

You might want to use this procedure in systems where every logical volume has at least
two copies.

If a disk failure occurs, the volume group remains active as long as there is one logical
volume copy intact on a disk.

Note: Both user—defined and rootvg volume groups can operate in nonquorum status,
but the methods used to configure user—defined volume groups and rootvg volume
groups as nonquorum and for recovery after hardware failures are different. Be sure you
use the correct method for the appropriate volume group.
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Developing a Volume Group Strategy

Disk failure is the most common hardware failure in the storage system, followed by failure
of adapters and power supplies. Protection against disk failure primarily involves the
configuration of the logical volumes (see "Developing a Logical Volume Strategy”, on page
6-12). However, volume group size also plays a part as is explained below.

To protect against adapter and power supply failure, you need to consider a special
hardware configuration for any specific volume group. Such a configuration includes two
adapters and at least one disk per adapter, with mirroring across adapters, and a
nonquorum volume group configuration. The additional expense of this configuration is not
appropriate for all sites or systems. It is recommended only where high
(up—to—the—last—second) availability is a priority. Depending on the configuration, high
availability can cover hardware failures that occur between the most recent backup and the
current data entry. High availability does not apply to files deleted by accident.

Prerequisites
It is important that you understand the material contained in the "Logical Volume Storage
Overview”, on page 6-2.

When to Create Separate Volume Groups

You may want to organize physical volumes into volume groups separate from rootvg for the
following reasons:

e For safer and easier maintenance.

— Operating system updates, reinstallations, and crash recoveries are safer because you
can separate user file systems from the operating system so that user files are not
jeopardized during these operations.

— Maintenance is easier because you can update or reinstall the operating system
without having to restore user data. For example, before updating, you can remove a
user—defined volume group from the system by unmounting its file systems,
deactivating it (using varyoffvg), then exporting the group (using exportvg). After
updating the system software, you can reintroduce the user—defined volume group
(using importvg), then remount its file systems.

e For different physical—partition sizes. All physical volumes within the same volume group
must have the same physical partition size. To have physical volumes with different
physical partition sizes, place each size in a separate volume group.

¢ When different quorum characteristics are required. If you have a file system for which
you want to create a nonquorum volume group, maintain a separate volume group for
that data; all of the other file systems should remain in volume groups operating under a
quorum.

¢ To have multiple JFS logs or JFS logs dedicated on one physical volume for the purpose
of reducing bottlenecking, especially on server machines.

¢ For security. For example, you might want to remove a volume group at night.

¢ To switch physical volumes between systems. If you create a separate volume group for
each system on an adapter that is accessible from more than one system, you can switch
the physical volumes between the systems that are accessible on that adapter without
interrupting the normal operation of either (see the varyoffvg, exportvg, importvg, and
varyonvg commands).

¢ To remove disks from the system while the system continues to run normally. By making
a separate volume group for removable disks, provided the volume group is not rootvg,
you can make removable disks unavailable and physically remove them during normal
operation without affecting other volume groups.
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High Availability in Case of Disk Failure
The primary methods used to protect against disk failure involve logical volume
configuration settings, such as mirroring. While the volume group considerations are
secondary, they have significant economic implications because they involve the number of
physical volumes per volume group:

e The quorum configuration, which is the default, keeps the volume group active (varied
on) as long as a quorum (51%) of the disks is present. For more information about
quorum requirements, see the section on vary—on process in the "Logical Volume
Storage Overview”, on page 6-7. In most cases, you need at least three disks with
mirrored copies in the volume group to protect against disk failure.

e The nonquorum configuration keeps the volume group active (varied on) as long as one
VGDA is available on a disk (see "Changing a Volume Group to Nonquorum Status” in
AlX 4.3 System Management Guide: Operating System and Devices). With this
configuration, you need only two disks with mirrored copies in the volume group to
protect against disk failure.

When deciding on the number of disks in each volume group, you also need to plan for
room to mirror the data. Keep in mind that you can only mirror and move data between
disks that are in the same volume group. If the site uses large file systems, finding disk
space on which to mirror could become a problem at a later time. Be aware of the
implications on availability of inter—disk settings for logical volume copies and intra—disk
allocation for a logical volume.

High Availability in Case of Adapter or Power Supply Failure

To protect against adapter or power supply failure, depending on the stringency of your
requirements, do one or more of the following:

e Use two adapters, located in the same or different cabinets. Locating the adapters in
different cabinets protects against losing both adapters if there is a power supply failure
in one cabinet.

e Use two adapters, attaching at least one disk to each adapter. This protects against a
failure at either adapter (or power supply if adapters are in separate cabinets) by still
maintaining a quorum in the volume group, assuming cross—mirroring (copies for a logical
partition cannot share the same physical volume) between the logical volumes on disk A
(adapter A) and the logical volumes on disk B (adapter B. This means that you copy the
logical volumes that reside on the disks attached to adapter A to the disks that reside on
adapter B and also that you copy the logical volumes that reside on the disks attached to
adapter B to the disks that reside on adapter A as well.

¢ Configure all disks from both adapters into the same volume group. This ensures that at
least one logical volume copy will remain intact in case an adapter fails, or, if cabinets are
separate, in case a power supply fails.

e Make the volume group a nonquorum volume group. This allows the volume group to
remain active as long as one Volume Group Descriptor Area (VGDA) is accessible on
any disk in the volume group (see "Changing a Volume Group to Nonquorum Status” in
AlX 4.3 System Management Guide: Operating System and Devices).

e [f there are two disks in the volume group, implement cross—mirroring between the
adapters. If more than one disk is available on each adapter, implement
double—mirroring. In that case, you create a mirrored copy on a disk that uses the same
adapter and one on a disk using a different adapter.

Decide on the Size of Physical Partitions

The physical partition size is set when the volume group is created. The default size is 4MB.
The default is designed to suit most sites and systems but may not be appropriate in every
case. You can choose a partition size as small as 1MB to gain flexibility in sizing but this
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requires more partitions. The additional partitions create more overhead for the Logical
Volume Manager (LVM) and are likely to affect performance.

If you make the partitions larger than 4MB, you lose some sizing flexibility and may also
waste space. For example, if you have 20MB partitions, then your JFS log will have to be
20MB when it only needs 4MB. Some waste may be an acceptable tradeoff if the particular
site or system requires larger partitions.

Note that you may only create and extend physical partitions in increments that are a factor
of their size; for example, 20MB partitions are created or extended in 20MB increments.
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Developing a Logical Volume Strategy

The policies described in this section help you set a strategy for logical volume use that is
oriented toward a combination of availability, performance, and cost that is appropriate for
your site.

Availability is the ability to recover data that is lost because of disk, adapter, or other
hardware problems. The recovery is made from copies of the data that are made and
maintained on separate disks and adapters during normal system operation.

Performance is the average speed at which data is accessed. Policies such as write—verify
and mirroring enhance availability but add to the system processing load, and thus degrade
performance. Mirroring doubles or triples the size of the logical volume. In general,
increasing availability degrades performance. Disk striping can increase performance.
Beginning with AIX Version 4.3.3, disk striping is allowed with mirroring.

By controlling the allocation of data on the disk and between disks, you can tune the storage
system for the highest possible performance. See Monitoring and Tuning Memory Use, and
Monitoring and Turning Disk I/O, in AIX Performance Tuning Guide for detailed information
on how to maximize storage—system performance.

The sections that follow should help you evaluate the tradeoffs among performance,
availability, and cost. Remember that increased availability often decreases performance,
and vice versa. Mirroring may increase performance, however, if the LVM chooses the copy
on the least busy disk for Reads.

Note: Mirroring does not protect against the loss of individual files that are accidentally
deleted or lost because of software problems. These files can only be restored from
conventional tape or diskette backups.

This section discusses:

¢ Choosing an Inter—Disk Allocation Policy for your System, on page 6-14

e Choosing an Intra—Disk Allocation Policy for Each Logical Volume, on page 6-17
e Combining Allocation Policies, on page 6-17

e Using Map Files for Precise Allocation, on page 6-18

e Determining a Write—Verify Policy, on page 6-19

Prerequisites

It is important that you understand the material contained in the Logical Volume Storage
Overview, on page 6-2.

Analyze Needs for Performance and Availability

Determine whether the data that will be stored in the logical volume is valuable enough to
warrant the processing and disk—space costs of mirroring.

Performance and mirroring are not always opposed. If the different instances (copies) of the
logical partitions are on different physical volumes, preferably attached to different adapters,
the LVM can improve Read performance by reading the copy on the least busy disk. Writes,
unless disks are attached to different adapters, always cost the same because you must
update all copies, but you only need to Read one.

If you have a large sequential—access file system that is performance—sensitive, you may
want to consider disk striping.

Normally, whenever data on a logical partition is updated, all the physical partitions
containing that logical partition are automatically updated. However, physical partitions can
become stale (no longer containing the most current data) because of system malfunctions
or because the physical volume was unavailable at the time of an update. The LVM can
refresh stale partitions to a consistent state by copying the current data from an up—to—date
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physical partition to the stale partition. This process is called mirror synchronization. The
refresh can take place when the system is restarted, when the physical volume comes back
online, or when you issue the syncvg command.

While mirroring improves storage system availability, it is not intended as a substitute for
conventional tape backup arrangements.

Beginning with AIX Version 4.3.3, the boot logical volume can be mirrored.

Any change that affects the physical partition makeup of a boot logical volume requires that
you run bosboot after that change. This means that actions such as changing the mirroring
of a boot logical volume require a bosboot.

A dump to a mirrored logical volume results in an inconsistent dump and therefore should
be avoided. Since the default dump device is the primary paging logical volume you should
create a seperate dump logical volume if you mirror your paging logical volumes, and
therefore if you mirror your root volume group you should create a seperate dump logicial
volume also.

Determine Scheduling Policy for Mirrored Writes to Disk
For data that has only one physical copy, the logical volume device driver (LVDD) translates
a logical Read or Write request address into a physical address and calls the appropriate
physical device driver to service the request. This single—copy or nonmirrored policy
handles bad block relocation for Write requests and returns all Read errors to the calling
process.

If you use mirrored logical volumes, two different scheduling policies for writing to disk can
be set for a logical volume with multiple copies, sequential and parallel.

The sequential-scheduling policy performs Writes to multiple copies or mirrors in order. The
multiple physical partitions representing the mirrored copies of a single logical partition are
designated primary, secondary, and tertiary. In sequential scheduling, the physical partitions
are written to in sequence; the system waits for the Write operation for one physical partition
to complete before starting the Write operation for the next one.

The parallel-scheduling policy starts the Write operation for all the physical partitions in a
logical partition at the same time. When the Write operation to the physical partition that
takes the longest to complete finishes, the Write operation is completed.

For Read operations on mirrored logical volumes with a sequential-scheduling policy, the
primary copy is read. If that Read operation is unsuccessful, the next copy is read. During
the Read retry operation on the next copy, the failed primary copy is corrected by the LVM
with a hardware relocation. Thus the bad block that prevented the first Read from
completing is patched for future access.

Specifying mirrored logical volumes with a parallel-scheduling policy may improve 1/O
read—operation performance, because multiple copies allow the system to direct the Read
operation to the copy that can be most quickly accessed.

Determine Mirror Write Consistency (MWC) Policy for a Logical Volume
Mirror Write Consistency (MWC) identifies which logical partitions may be inconsistent if the
system or the volume group is not shut down properly. When the volume group is varied
back online for use, this information is used to make logical partitions consistent again.

If a logical volume is using MWC, then requests for this logical volume are held within the
scheduling layer until the MWC cache blocks can be updated on the target physical
volumes. When the MWC cache blocks have been updated, the request proceeds with the
physical data Write operations.

When MWC is being used, system performance can be adversely affected. This is caused
by the overhead of logging or journalling that a Write request is active in a Logical Track
Group (LTG) (32 4K—byte pages or 128K bytes). This overhead is for mirrored Writes only. It
is necessary to guarantee data consistency between mirrors only if the system or volume
group crashes before the Write to all mirrors has been completed. When MWC is not used,
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the mirrors of a mirrored logical volume can be left in an inconsistent state in the event of a
system or volume group crash.

After a crash, any mirrored logical volume that has MWC turned off should do a forced sync
(syncvg —f —I LVname) before the data within the logical volume is used. With MWC turned
off, Writes outstanding at the time of the crash can leave mirrors with inconsistent data the
next time the volume group is varied on. An exception to this is logical volumes whose
content is only valid while the logical volume is open, such as paging spaces.

A mirrored logical volume is no different really than a non—mirrored logical volume with
respect to a Write. When LVM completely finishes with a Write request the data has been
written to the drive(s) below LVM. Until LVM issues an iodone on a Write the outcome of the
Write is unknown. Any blocks being written that have not been completed (iodone) when a
machine crashes should be rewritten whether mirrored or not and regardless of the MWC
setting.

MWC only makes mirrors consistent when the volume group is varied back online after a
crash by picking one mirror and propagating that data to the other mirrors. MWC does not
keep track of the latest data it only keeps track of LTGs currently being written, therefore
MWC does not guarantee that the lastest data will be propagated to all the mirrors. It is the
application above LVM that has to determine the validity of the data after a crash. From the
LVM prospective, if the application always reissues all outstanding Writes from the time of
the crash, the possibly inconsistent mirrors will be consistent when these Writes finish, (as
long as the same blocks are written after the crash as were outstanding at the time of the
crash).

Choose an Inter-Disk Allocation Policy for Your System

The inter—disk allocation policy specifies the number of disks on which a logical volume’s
physical partitions are located. The physical partitions for a logical volume might be located
on a single disk or spread across all the disks in a volume group. Two options in the mkiv
and chlv commands are used to determine inter—disk policy:

e The Range option determines the number of disks used for a single physical copy of the
logical volume.

e The Strict option determines whether the mklv operation will succeed if two or more
copies must occupy the same physical volume.

e Striped logical volumes can only have a maximum range and a strict inter—disk policy.

Inter-Disk Settings for a Single Copy of the Logical Volume
If you select the minimum inter—disk setting (Range = minimum), the physical partitions
assigned to the logical volume are located on a single disk to enhance availability. If you
select the maximum inter—disk setting (Range = maximum), the physical partitions are
located on multiple disks to enhance performance. The allocation of mirrored copies of the
original partitions is discussed in the following section.

For nonmirrored logical volumes, use the minimum setting to provide the greatest
availability (access to data in case of hardware failure). The minimum setting indicates that
one physical volume should contain all the original physical partitions of this logical volume if
possible. If the allocation program must use two or more physical volumes, it uses the
minimum number, while remaining consistent with other parameters.

By using the minimum number of physical volumes, you reduce the risk of losing data
because of a disk failure. Each additional physical volume used for a single physical copy
increases that risk. An nonmirrored logical volume spread across four physical volumes is
four times as likely to lose data because of one physical volume failure than a logical
volume contained on one physical volume.

The Minimum Inter—Disk Allocation Policy figure illustrates a minimum inter—disk allocation
policy:
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Physioal Partitions Are All on a Single Disk.

The maximum setting, considering other constraints, spreads the physical partitions of the
logical volume as evenly as possible over as many physical volumes as possible. This is a
performance—oriented option, because spreading the physical partitions over several disks
tends to decrease the average access time for the logical volume. To improve availability,
the maximum setting should only be used with mirrored logical volumes.

The Maximum Inter—Disk Allocation Policy figure illustrates a maximum inter—disk allocation
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Phyalzal Partitions Are an Multiple Disks,

These definitions are also applicable when extending or copying an existing logical volume.
The allocation of new physical partitions is determined by your current allocation policy and
where the existing used physical partitions are located.

Inter-Disk Settings for Logical Volume Copies
The allocation of a single copy of a logical volume on disk is fairly straightforward. When you
create mirrored copies, however, the resulting allocation is somewhat complex. The figures
that follow show minimum and maximum inter—disk (Range) settings for the first instance
of a logical volume along with the available Strict settings for the mirrored logical volume
copies.

For example, if there are mirrored copies of the logical volume, the minimum setting
causes the physical partitions containing the first instance of the logical volume to be
allocated on a single physical volume, if possible. Then, depending on the setting of the
Strict option, the additional copy or copies are allocated on the same or on separate
physical volumes. In other words, the algorithm uses the minimum number of physical
volumes possible, within the constraints imposed by other parameters such as the Strict
option, to hold all the physical partitions.

The setting Strict = y means that each copy of the logical partition will be placed on a
different physical volume. The setting Strict = n means that the copies are not restricted to
different physical volumes.

Note: If there are fewer physical volumes in the volume group than the number of copies
per logical partition you have chosen, you should set Strictto n. If Strictis settoy, an
error message is returned when you try to create the logical volume.
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The Minimum Inter-Disk Policy/Strict figure illustrates a minimum inter—disk allocation policy
with differing Strict settings:
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The Maximum Inter—Disk Policy/Strict figure illustrates a maximum inter—disk allocation
policy with differing Strict settings:
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Choose an Intra-Disk Allocation Policy for Each Logical Volume

The closer a given physical partition is to the center of a physical volume, the lower the
average seek time because the center has the shortest average seek distance from any
other part of the disk.

The file system log is a good candidate for allocation at the center of a physical volume
because it is used by the operating system so often. At the other extreme, the boot logical
volume is used infrequently and therefore should be allocated at the edge or middle of the
physical volume.

The general rule, then, is that the more 1/Os, either absolutely or during the running of an
important application, the closer to the center of the physical volumes the physical partitions
of the logical volume should be allocated. This rule has two important exceptions:

1. Logical volumes on 200MB, 540MB, or 1GB disks that contain large, sequential files
should be at the edge because sequential performance is better there (there are more
blocks per track at the edge than farther in).

2. Mirrored logical volumes with Mirror Write Consistency (MWC) set to ON should be at
the outer edge because that is where the system writes MWC data. If mirroring is not in
effect, MWC does not apply and does not affect performance. Otherwise, see
"Performance Implications of Disk Mirroring” in the section on performance—related
installation guidelines in the AIX Performance Tuning Guide.

The intra—disk allocation policy choices are based on the five regions of a disk where
physical partitions can be located. The five regions are: outer edge, inner edge, outer
middle, inner middle, and center. The edge partitions have the slowest average seek times,
which generally result in longer response times for any application that uses them. The
center partitions have the fastest average seek times, which generally result in the best
response time for any application that uses them. There are, however, fewer partitions on a
physical volume at the center than at the other regions.

The Five Regions of a Disk illustration shows the regions that can be used for allocating
physical partitions in a physical volume.

Coanler
Inmer_Middie

Ciuner_Widdle

Inner_Edge Outer_Edge

The Five Regions of a Disk

Combining Allocation Policies
If you select inter—disk and intra—disk policies that are not compatible, you may get
unpredictable results. The system will assign physical partitions by allowing one policy to
take precedence over the other. For example, if you choose an intra—disk policy of center
and an inter—disk policy of minimum, the inter—disk policy will take precedence. The system
will place all of the partitions for the logical volume on one disk if possible, even if the
partitions will not all fit into the center region. Make sure you understand the interaction of
the policies you choose before implementing them.
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Using Map Files for Precise Allocation
If the default options provided by the inter— and intra—disk policies are not sufficient for your
needs, consider creating map files to specify the exact order and location of the physical
partitions for a logical volume.

You can use Web-based System Manager, SMIT, or the —m option for the mklv command to
create map files.

Note: The —m option is not permitted with disk striping.

For example, to create a ten—partition logical volume called Iv06 in the rootvg in partitions 1
through 3, 41 through 45, and 50 through 60 of hdisk1, you could use the following
procedure from the command line.

1. Use the command:

lspv —-p hdiskl

to verify that the physical partitions you plan to use are free to be allocated.
2. Create afile, such as /tmp/mymap1, containing:

hdiskl:1-3
hdisk1l:41-45
hdisk1l:50-60

The mklv command will allocate the physical partitions in the order that they appear in
the map file. Be sure that there are sufficient physical partitions in the map file to allocate
the entire logical volume that you specify with the mklv command. (You can list more
than you need.)

3. Use the command:

mklv -t jfs -y 1v06 -m /tmp/mymapl rootvg 10

Developing a Striped Logical Volume Strategy

Striped logical volumes are used for large sequential file systems that are frequently
accessed and performance—sensitive. Striping is intended to improve performance.

NOTE:

1. You may import a Version 3.2 created volume group into a Version 4.1 system, and you
may import a Version 4.1 volume group into a Version 3.2. system, provided striping has
not been applied. Once striping is put onto a disk, its importation into Version 3.2 is
prevented. The current implementation of mksysb will not restore any striped logical
volume after the mksysb image is restored.

2. A volume group with a mirrored striped logical volume cannot be imported into a version
older than Version 4.3.3.

3. A dump space or boot logical volume whould not be striped.

To create a 12—partition striped logical volume called 1v07 in VGName with a stripe size of
16KB across hdisk1, hdisk2, and hdisk3, you would enter the following:

mklv -y 1v07 -S 16K VGName 12 hdiskl hdisk2
hdisk3

To create a 12—partition striped logical volume called 1v08 in VGName with a stripe size of
8KB across any three disks within VGName, you would enter the following:

mklv -y 1v08 -S 8K —-u 3 VGName 12

For more information on how to improve performance by using disk striping, see AlX
Performance Tuning Guide.
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Determine a Write—Verify Policy
Using the write—verify option causes all Write operations to be verified by an immediate
follow—up Read operation to check the success of the Write. If the Write operation is not
successful, you will get an error message. This policy enhances availability but degrades
performance because of the extra time needed for the Read. You can specify the use of a
write—verify policy on a logical volume either when you create it (mklv) or later by changing
it (chlv).

Implement Volume Group Policies

1.

Use the Ispv command to check your allocated and free physical volumes. In a standard
configuration, the more disks that make up a quorum volume group the better the
chance of the quorum remaining when a disk failure occurs. In a nonquorum group, a
minimum of two disks must make up the volume group.

. To ensure a quorum, add one or more physical volumes (see Add fixed disk without data

to existing volume group in AIX 4.3 System Management Guide: Operating System and
Devices ), or Add fixed disk without data to new volume group AIX 4.3 System
Management Guide: Operating System and Devices. To change a volume group to
nonquorum status, see Change a User—Defined Volume Group to Nonquorum Status
AlX 4.3 System Management Guide: Operating System and Devices.

The standard configuration provides a single volume group that includes multiple
physical volumes attached to the same disk adapter and other supporting hardware.
Reconfiguring the hardware is an elaborate step. Separate hardware is only necessary if
your site requires high availability.
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Implementing Volume Group Policies

1. Use the Ispv command to check your allocated and free physical volumes. In a standard
configuration, the more disks that make up a quorum volume group the better the
chance of the quorum remaining when a disk failure occurs. In a nonquorum group, a
minimum of two disks must make up the volume group.

2. The standard configuration provides a single volume group that includes multiple
physical volumes attached to the same disk adapter and other supporting hardware.
Reconfiguring the hardware is an elaborate step. Separate hardware is only necessary if
your site requires high availability.
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Logical Volume Manager Limitation Warnings

¢ In the design of Logical Volume Manager (LVM), each logical partition maps to one
physical partition (PP). And, each physical partition maps to a number of disk sectors.
The design of LVM limits the number of physical partitions that LVM can track per disk to
1016. In most cases, not all the 1016 tracking partitions are used by a disk. The default
size of each physical partition during a mkvg command is 4MB, which implies that
individual disks up to 4GB can be included into a volume group.

If a disk larger than 4GB is added to a volume group (based on usage of the default 4MB
size for the physical partition), the disk addition fails. The warning message provided will
be:

The Physical Partition Size of <number A> requires the creation
of <number B>: partitions for hdiskX. The system limitation is
<number C> physical partitions per disk at a factor value of
<number D>. Specify a larger Physical Partition Size or a larger
factor value in order create a volume group on this disk.

There are two instances where this limitation will be enforced:

1. The user tries to use mkvg to create a volume group and the number of physical
partitions on a disk in the volume group exceeds 1016.

The workaround to this limitation is to select from the physical partition size ranges of:
1, 2, (4), 8, 16, 32, 64, 128, 256, 512, 1024

Megabytes and use the mkvg —s option OR

Use a suitable factor (mkvg —t option) that allows multiples of 1016 partitions per disk.

2. The disk that violates the 1016 limitation attempts to join a pre—existing volume group
with the extendvg command. The user can convert the existing volume group to hold
multiples of 1016 paritions per disk using —t option of chvg command. The value of the
—t option (factor) with chvg command can be chosen in such a way that the new disk
can be accommodated within the new limit of (1016 * factor). However, once the volume
group is converted, it cannot be imported into AIX 4.3.0 or lower versions. The user can
also recreate the volume group with a larger partition size allowing the new disk to work
or create a standalone volume group consisting of a larger physical size for the new disk.

If the install code detects that the rootvg drive is larger than 4GB, it will change the
mkvg —s value until the entire disk capacity can be mapped to the available 1016 tracks.
This install change also implies that all other disks added to rootvg, regardless of size,
will also be defined at that physical partition size.

For RAID systems, the /dev/hdiskX name used by LVM in AIX may really consist of
many non—-4GB disks. In this case, the 1016 requirement still exists. LVM is unaware of
the size of the individual disks that may really make up /dev/hdiskX. LVM bases the
1016 limitation on the AIX recognized size of /dev/hdiskX, and not the real physical
disks that make up /dev/hdiskX.

Limitations:
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1016 VGSA Regulations The 1016 VGSA is used to track the staleness of mirrors.
The staleness of mirrors indicates that one copy of the data
will not look like the other two copies. If you are in volation
of 1016, you may get a false report of a non—mirrored
logical volume being stale, or you may get a false indication
that one of your mirror copies has gone stale. Also, the
migratepv command may fail because migratepv briefly
uses mirroring to move a logical volume from one disk to
another. If the target logical partition is incorrectly
considered stale, the migratepv cannot remove the source
logical partition, and the command will fail in the middle of
migration. The reorgvg is another command that performs
its actions by using temporary mirroring.

Mirroring or migratepv If you do not use mirroring or the migratepv command,
your data is still safe as the day before you found out about
1016 violations. The data may be lost only if you are
mirroring a logical volume, and:

— All copies go bad at the same time, and

— LVM is not aware of it because copies that go bad are
beyond the 1016 tracking range.

In this case, you would still lose data if you were within
the 1016 range. If you do not use mirror or the
migratepv command, this issue would not be a
problem.

Move Volume Group A volume group can be moved between systems and
versions of AIX. The enforcement of this 1016 limit is only
during mkvg and extendvg. The data is safe on all
versions of AlX.

Change the PP Size The PP size limitation will not be changed. The ability to

Limitation change the PP size assures that regardless of the size of
your disk drive, you will be able to accommodate the drive
below 1016 limit. Also, if a change to the limitation is made,
then a huge incompatibility would occur in the LVM.

Rebuild the Volume Group ~ The later versions of AIX mentioned in this document only
prevent the future creation of disks in volume groups that
will violate the 1016 limitation. Disks that already violate the
1016 limit must be recreated at larger PP sizes.

¢ In some instances, the user will experience a problem adding a new disk to an existing
volume group or in creating of a new volume group. The warning message provided by
LVM is:

Not enough descriptor area space left in this volume group.
Either try adding a smaller PV or use another volume group.

On every disk in a volume group, there exists an area called the volume group descriptor
area (VGDA). This space allows the user to take a volume group to another AIX system
and importvg the volume group into the AIX system. The VGDA contains the names of
disks that make up the volume group, their physical sizes, partition mapping, logical
volumes that exist in the volume group, and other pertinent LVM management
information.

When the user creates a volume group, the mkvg command defaults to allowing the new
volume group to have a maximum of 32 disks in a volume group. However, as bigger
disks have become more prevalent, this 32—disk limit is usually not achieved because
the space in the VGDA is used up faster, as it accounts for the capacity on the bigger
disks. This maximum VGDA space, for 32 disks, is a fixed size which is part of the LVM
design. Large disks require more management—mapping space in the VGDA, causing
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the number and size of available disks to be added to the existing volume group to
shrink. When a disk is added to a volume group, not only does the new disk get a copy
of the updated VGDA, but all existing drives in the volume group must be able to accept
the new, updated VGDA.

The exception to this description of the maximum VGDA is rootvg. To provide AIX users
more free disk space, when rootvg is created, mkvg does not use the maximum limit of
32 disks that is allowed into a volume group. Instead in AlX 3.2, the number of disks
picked in the install menu of AlX is used as the reference number by mkvg —d during the
creation of rootvg. Beginning with AIX 4.1, this —d number is 7 for one disk and one
more for each additional disk picked. For example, if two disks are picked, the number is
8 and if three disks are picked, the number is 9, and so on. This limit does not prohibit
the user from adding more disks to rootvg during post—install. The amount of free space
left in a VGDA, and the number size of the disks added to a volume group, depends on
the size and number of disks already defined for a volume group.

If the customer requires more VGDA space in the rootvg, then they should use the
mksysb, and migratepv commands to reconstruct and reorganize their rootvg (the only
way to change the —d limitation is recreation of a volume group).

Note: It is recommended that users do not place user data onto rootvg disks. This
separation provides an extra degree of system integrity.

The logical volume control block (LVCB) is the first 512 bytes of a logical volume. This
area holds important information such as the creation date of the logical volume,
information about mirrored copies, and possible mount points in the journaled filesystem
(JFS). Certain LVM commands are required to update the LVCB, as part of the algorithms
in LVM. The old LVCB is read and analyzed to see if it is a valid. If the information is valid
LVCB information, the LVCB is updated. If the information is not valid, the LVCB update is
not performed and the user is given the warning message:

Warning, cannot write 1lv control block data.

Most of the time, this is a result of database programs accessing raw logical volumes
(and bypassing the JFS) as storage media. When this occurs, the information for the
database is literally written over the LVCB. Although this may seem fatal, it is not the
case. Once the LVCB is overwritten, the user can still:

Expand a logical volume

Create mirrored copies of the logical volume

Remove the logical volume

Create a journaled filesystem to mount the logical volume

There are limitations to deleting LVCBs. The logical volumes with deleted LVCB'’s face
possible, incomplete importation into other AIX systems. During an importvg, the LVM
command will scan the LVCB’s of all defined logical volumes in a volume group for
information concerning the logical volumes. If the LVCB is deleted, the imported volume
group will still define the logical volume to the new AIX system, which, is accessing this
volume group, and the user can still access the raw logical volume. However, any
journaled filesystem information is lost and the associated mount point won'’t be imported
into the new AlX system. The user must create new mount points and the availability of
previous data stored in the filesystem is not assured. Also, During this import of logical
volume with an erased LVCB, some non—jfs information concerning the logical volume,
which is displayed by the Islv command, cannot be found. When this occurs, the system
uses default logical volume information to populate the logical volume’s ODM
information. Thus, some output from Islv will be inconsistent with the real logical volume.
If any logical volume copies still exist on the original disks, the information will not be
correctly reflected in the ODM database. The user should use the rmlvcopy and
mklvcopy commands to rebuild any logical volume copies and synchronize the ODM.
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Chapter 7. File Systems

This chapter explains file systems, including information about directories, disk space,
access control, mounted file systems and directories, and file system recovery. Topics
covered are:

File Systems Overview, on page 7-2

Understanding the File Tree, on page 7-5

Understanding the Root File System, on page 7-6
Understanding the /usr File System, on page 7-8
Understanding the /usr/share Directory, on page 7-10
Understanding the /var File System, on page 7-11
Understanding the /export Directory, on page 7-12
Understanding Data Compression, on page 7-14
Understanding Fragments and a Variable Number of I-Nodes, on page 7-17
Understanding Journaled File System Size, on page 7-21
Understanding Large Files, on page 7-23

Understanding Mount Security for Diskless Workstations, on page 7-27
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File Systems Overview

A file system is a hierarchical structure (file tree) of files and directories. This type of
structure resembles an inverted tree with the roots at the top and branches at the bottom.
This file tree uses directories to organize data and programs into groups, allowing the
management of several directories and files at one time.

Some tasks are performed more efficiently on a file system than on each directory within the
file system. For example, you can back up, move, or secure an entire file system.

A file system resides on a single logical volume. The mkfs (make file system) command or
the System Management Interface Tool (smit command) creates a file system on a logical
volume. Every file and directory belongs to a file system within a logical volume.

To be accessible, a file system must be mounted onto a directory mount point. When
multiple file systems are mounted, a directory structure is created that presents the image of
a single file system. It is a hierarchical structure with a single root. This structure includes
the base file systems and any file systems you create.

You can access both local and remote file systems using the mount command. This makes
the file system available for read and write access from your system. Mounting or
unmounting a file system usually requires system group membership. File systems can be
mounted automatically, if they are defined in the /etc/filesystems file. You can unmount a
local or remote file system with the umount command, unless a user or process is
accessing that file system.

For information on the structure of the file system, see "Understanding the File Tree”, on
page 7-5.

File System Types

Journaled

Multiple file system types are supported. These include the following:

File System

The native file system type is called the journaled file system (JFS). It supports the entire
set of file system semantics. This file system uses database journaling techniques to
maintain its structural consistency. This prevents damage to the file system when the
system is halted abnormally.

Each journaled file system resides on a separate logical volume. The operating system
mounts journaled file systems during initialization. This multiple file system configuration is
useful for system management functions such as backup, restore, and repair, because it
isolates a part of the file tree so that you can work on it.

Network File System

The network file system (NFS) is a distributed file system that allows users to access files
and directories located on remote computers and use those files and directories as if they
were local. For example, users can use operating system commands to create, remove,
read, write, and set file attributes for remote files and directories.

CD-ROM File System

The CD-ROM file system (CDRFS) is a file system type that allows you to access the
contents of a CD—ROM through the normal file system interfaces. It is a read—only local file
system implementation under the AlX logical file system (LFS) layer supporting the following
volume and file structure formats:
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The ISO 9660:1988(E) standard: The CDRFS supports ISO 9660 level 3 of
interchange and level 1 of implementation.

The High Sierra Group Specification: ~ Precedes the ISO 9660 and provides backward
compatibility with previous CD—ROMs.

The Rock Ridge Group Protocol: Specifies extensions to the ISO 9660 that are
fully compliant with the ISO 9660 standard, and
that provide full POSIX file system semantics
based on the System Use Sharing Protocol
(SUSP) and the Rock Ridge Interchange
Protocol (RRIP), enabling mount/access
CD-ROM as with any other UNIX file system.

The CD—-ROM eXtended Architecture File Format (in Mode 2 Form 1 sector format only)

The CD-ROM eXtended Architecture (XA) file
format specifies extensions to the ISO 9660 that
are used in CD—ROM-based multimedia
applications for example, Photo CD.

For all volume and file structure formats, the following restrictions apply:
¢ Single—volume volume set only
¢ Non-interleaved files only

The CDRFS is dependent upon the underlying CD—ROM device driver to provide
transparency of the physical sector format (CD—ROM Mode 1 and CD—-ROM XA Mode 2
Form 1), and the multisession format of the disks (mapping the volume descriptor set from
the volume recognition area of the last session).

File System Commands

There are a number of commands designed to operate on file systems, regardless of type.
The /etc/filesystems file controls the list of file systems that the following commands can

manipulate:

chfs Changes the characteristics of a file system.
cris Adds a file system.

Isfs Displays the characteristics of a file system.
rmfs Removes a file system.

mount Makes a file system available for use.

Four commands operate on virtual file systems types. The /etc/vfs file contains the
information on the file system types that the following commands manipulate:

chvfs Changes the characteristics of a file system type.
crvfs Adds a new file system type.

Isvfs Lists the characteristics of a file system type.
rmvfs Removes a file system type.

File System Management Tasks

A file system is a complete directory structure, including a root directory and any
subdirectories and files beneath it. File systems are confined to a single logical volume.
Some of the most important system management tasks have to do with file systems,
specifically:

e Allocating space for file systems on logical volumes

e Creating file systems

File Systems  7-3



e Making file system space available to system users

¢ Monitoring file system space usage

e Backing up file systems to guard against data loss in the event of system failures

e Maintaining file systems in a consistent state.

Following is a list of system management commands that are used regularly for working

with file systems:

backup
dd

df
fsck
mkfs
mount

restore
umount

Performs a full or incremental backup