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Chapter 1. PowerPC 604e High Nodes

With the announcement of High Nodes, a new era began for the IBM RS/6000 SP.
UNIX-based Symmetric Multi-Processing has been around since the 1980s. As
the demand for less expensive processing power has grown, IBM has developed
the RS/6000 SP for Massive Parallel processing. IBM developed Symmetric
Multiprocessors (SMP) in the RS/6000 server range; G30, J30, and R30 were the
first models. With the announcement of the High Nodes last year, both
Symmetric Multiprocessors (SMP) and Massively Parallel Processors (MPP) are
reunited in the same architecture. A new High Node is announced: the PowerPC
604e High Node.

This chapter is organized as follows :

• The first section describes the PowerPC 604e High Node hardware.

• The second section describes the PowerPC 604e High Node differences and
limitations in relation to the 604 High Node.

• The third section provide a performance comparison with other nodes on the
RS/6000 SP system and discusses future trends.

• The fourth section describes the software requirements for the 604e High
Node.

• The last section explains how to install a PowerPC 604 High node.
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1.1 604e Details
The following is a description of the 604e High Node details. For a detailed
explanation of SMPs and IBM implementation, see IBM RISC System/6000 SMP
Servers Architecture and Implementation, SG24-2583.

1.1.1 604e Details and Models

The RS/6000 SP PowerPC 604e High Node is a new member of the High Node
family. It is based on the RS/6000 model R50, but without the exact power
management of the R50 RS/6000.

Power control is under the supervision of PSSP 2.3. You can have a redundant
power supply, but this is an option. The standard 604e High Node comes with
one power supply module and one fan module. If you want to have redundant
power, you need to order the appropriate #code to replace the fan drawer with a
second power supply drawer. The feature code for the second power module is
#6293.

As with the 604 High Node, you can have 2, 4, 6, or 8 processors. There are four
CPU-cards, and each card has two processors.

The memory is a minimum of 256MB, and a maximum of 4GB.

There are four memory slots, allowing 256MB, 512MB, or 1GB memory cards. A
memory card can host a 256MB, 512MB or 1GB amount of Dual Inline Memory
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Modules (DIMMS). With this new memory card comes the 256MB DIMM KIT. A
256MB DIMM KIT consist of four 64MB DIMMs.

An upgrade from 604 High Node memory cards is available. If upgrading from
604 High Node to 604e High Node, the memory cards 64MB and 128MB type
Starfish are supported. On initial order only 256MB, 512MB and 1GB memory
cards are available.

Four disk bays are available. Each disk bay can host one 1-inch high 4.5 GB
SCSI-2 F/W disk. This makes a total of 18GB of disk space available internally in
the 604e High Node.

One of the existing 16 microchannels is used for the internal SCSI-2 Fast/Wide
single ended controller. Another slot is required for the Ethernet adapter. This
leaves 14 available microchannel slots.

When a switch is installed in the RS/6000 SP, one microchannel slot is occupied
with the Switch Adapter Card.

The 604e High Node is supported by the SPS-8 switch and also by the short
frame (also called the low-cost frame or Low Boy).

A maximum of 64 PowerPC High Nodes are supported in an RS/6000 SP.

Five new models are available with the 604e High Node, as follows :

Model Characteristics

209 A 79″ rack with no switch and a 604e High Node in Position 1.

309 A 79″ rack with an SPS switch and a 604e High Node in Position 1.

409 A 79″ rack with an SPS switch and a #2031 SPS switch Frame.
This means a rack with only switches inside.

2A9 A 49″ rack with no switch and an 604e High Node in Position 1.

3A9 A 49″ rack with an SPS-8 switch and a 604e Node in Position 1.

3B9 A 79″ rack with an SPS-8 switch and a 604e node in Position 1.

Figure 1. Models
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 Important 

The new features for the 604e High Node are:

• CPU-card(two processors): #4324

• 256MB memory card: #4165

• 512MB memory card: #4154

• 1GB memory card: #4167

• 79-inch expansion frame: #1009

• 79-inch supported from parent switch: #1019

• 49-inch expansion frame: #1029

• Optional power module: #6293

• 4.5GB 1-inch DASD: #3000

• 604e High Node: #2009

AIX 4.1.5 or AIX 4.2.1 and PSSP 2.2 or AIX 4.2.1 and PSSP 2.3 is required for
the 604e High Node. See section 1.4, “Software Requirements” on page 17.
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1.1.2 604e Front and LEDs

The 604e High Node has the same front as the 604 High Node: two cables and a
Node Supervisor card with two RS232 connectors and eight LEDs; four green
LEDs and four yellow LEDS.

The following tables explain what the LEDs mean. Their meaning depends on
whether the Node Supervisor card is in Normal Operation state or Supervisor
Download State.
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NORMAL OPERATION STATE

Green LEDs

LED 1 POWER

LED 2 Key in Service position

LED 3 Key in Secure position

LED 4 Key in Normal position

Yellow LEDS

LED 5 FAN problem, also called Environment Problem.

LED 6 Not used

LED 7 Not used

LED 8 Not used
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SUPERVISOR DOWNLOAD STATE

GREEN LEDS

LED 1 Not used

LED 2 Not used

LED 3 Not used

LED 4 Not used

Yellow LEDs

LED 5 Not used

LED 6 Not used

LED 7 Not used

LED 8 Basecode active means that CWS is downloading Node Supervisor
code to this node.

Note:

• ALL LEDs Flashing = LED TEST. LED test happens at the end of the Node
Supervisor Code download, when the Node Supervisor is rebooted

• LED 8 Flashing = Node Number. At the end of the reboot of the Node
Supervisor, LED 8 will flash the address of the node. For example, for node
9 in frame 4, LED 8 will flash 9 times. The rack number is not reflected in the
node number LED flashing.
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For a detailed explanation of how to download Node Supervisor microcode, see
RS/6000 SP PSSP 2.2 Technical Presentation Redbook SG24-4868. For more
information about SMP, see IBM RISC System/6000 SMP Servers Architecture
and Implementation, SG24-2583.
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1.1.3 604e Rear View

The rear of the PowerPC 604e High Node is the same as that of the 604 High
Node. At the top left a fan drawer or a second redundant power supply, at the
right the standard power supply.

At the bottom we have the two microchannels, microchannel one which has
eight slots: slots 1/1 to 1/8 and microchannel zero which has also eight slots:
slots 0/1 to 0/8. The 1/1 means: microchannel 1, slot 1. The 0/1 means:
microchannel 0, slot 1.

At the right we have the SIB (System Interface Board) card. The SIB has three
serial connectors, and one parallel connector, plus three unused RS485
connectors.

Note: The unused RS485 connectors are used in the RS/6000 SMP models. One
connector is used for battery backup, the other two for the Power Control
Interface (PCI), PCI in and PCI out.
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1.2 Differences and Limitations
The following is a description of the differences between the 604 and the 604e
High Node.

1.2.1 Differences

The differences between the 604 and 604e High Node are as follows:

• Double the memory capacity, 4GB versus 2GB.

• Three times the internal disk space, 18GB versus 6.6GB.

• The CPU clock is 200MHz, almost the double of 112MHz.

• Level 1 cache is doubled, 32KB instead of 16KB.

• Level 2 cache is also doubled, 2MB versus 1MB.
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1.2.2 Limitations

Up to 64 RS/6000 SP High Nodes in a RS/6000 SP. This could be 604 or 604e
High Nodes.

The HiPS LC-8 switch is not supported.

The 9.1GB SCSI-2 disk is not supported. The reason for this is that the four bays
are one inch high, while the 9.1GB SCSI-2 disk is two inches high.

The 2.2GB 8-bit SCSI-2 fast disk from the 604 High node is supported when
upgrading to a 604e High Node. The 4.5GB 1-inch disk is a 16-bit SCSI-2 F/W
device. With the upgrade comes an 8-bit to 16-bit converter for the 2.2GB one
inch high disk.
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1.3 Performances and Trends
This sections list the different performances numbers for POWER2, P2SC, 604,
and 604e processors. The first section gives the numbers for the POWER2 and
P2SC nodes. The second section covers 604 and 604e processors. The third
section explain briefly what is expected in future.

The different benchmarks used are:

.

• SPECint95: SPEC component-level benchmark that measures integer
performance. Result is the geometric mean of eight tests that comprise the
CINT95 benchmark suite. All of these are written in C language.
SPECint_base95 is the result of the same tests in CINT95 with a maximum of
four compiler flags that must be used in all eight tests.

• SPECfp95: SPEC component-level benchmark that measures floating point
performance. Result is the geometric mean of ten tests, all written in
FORTRAN, that are included in the CFP95 benchmark suite. SPECfp_base95
is the result of the same tests in CFP95 with a maximum of four compiler
flags that must be used in all ten tests.

• SPECint_rate95: Geometric average of the eight SPEC rates from the SPEC
integer tests (CINT95). SPECint_base_rate95 is the result of the same tests
as CINT95 with restrictive compiler options.

• SPECfp_rate95: Geometric average of the ten SPEC rates from SPEC
floating-point tests (CFP95). SPECfp_base_rate95 is the result of the same
tests as CFP95 with restrictive compiler options.

• LINPACK DP: Double precision, n=100 results with AIX XL FORTRAN
compiler, with optimization. Units are megaflops (MFLOPS).

• LINPACK SP: Single Precision, n=100 results with AIX XL FORTRAN
compiler, with optimization. Units are megaflops (MFLOPS).

• Rel OLTP Perf: Relative OLTP Performance is an estimate of commercial
throughput using an IBM analytical model. This model simulates some of
the system′s operations of the CPU, caches and memory in an OLTP
environment but does not simulate the disk or network I/O operations.
Although general database and operating systems parameters are used, the
model does not represent specific databases or AIX versions. With these
limitations, ROP may be used to compare RS/6000 performance. The Model
250 is the reference system and has a value of 1.0.
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 SPECweb96 

A newcomer is the SPECweb96 performance number. No SPECweb96
performance number is releases yet for the High nodes.

SPECweb96: Maximum number of HTTP operations per second achieved on
the SPECweb96 benchmark without significant degradation of response time.
The Web server software is Zeus 1.1 from Zeus Technology Ltd.

SPECweb96 is a software benchmark product developed by the Standard
Performance Evaluation Corp.(SPEC), a non-profit group. It is designed to
measure a system ′s ability to act as a World Wide Web server for static
pages. A SPECweb96 test bed consists of a server machine that runs the
Web server software to be tested and a set number of client machines. The
client machines use the SPECweb96 software to generate a workload that
stresses the server system, both hardware and software. The workload is
gradually increased until the server software is saturated with hits and the
response time degrades significantly. The point at which the server is
saturated is the maximum number of HTTP operations per second that the
Web server software can sustain. That maximum number of HTTP operations
per second is the SPECweb96 performance metric that is reported. More
information may be found at  www.specbench.org/osg/specweb 
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1.3.1 Performances POWER2 and P2SC nodes

Note: Above performance numbers are not commercial benchmarks.

• Power2 The characteristics of the 66MHz Thin node compared to the 77MHz
wide node.

• Power2SuperChip(P2SC) The characteristics of the 120MHz Thin node
compared to the 135MHz Wide node.
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1.3.2 High Nodes Performance

The characteristics of the 604 High node compared to the 604e High node. The
performance of the PowerPC 604e High Node is at least 50% higher than that of
the PowerPC 604 High Node.

With the PowerPC 604e High node IBM has taken the lead in massively parallel
computing.

Performance improvements have been achieved by:

• Increasing memory size.

• Increasing level 1 and level 2 cache sizes.

• Faster CPU

Future improvements will be achieved by:

• Moving to 64 bit technology.

• Speeding up the memory and I/O busses.

• Including multiple I/O busses to spread the I/O load.

• Increasing memory size.

• Increasing level 1 and level 2 cache sizes.
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All this results in a new era of very fast computers.
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1.4 Software Requirements

The above figure shows the correlation between the different levels of AIX and
PSSP.

 1. PSSP 2.3 and AIX 4.2.1 installed on the CWS:

• PSSP 2.3 and AIX 4.2.1 on the node.

• PSSP 2.2 plus PTFs and AIX 4.1.5 plus PTFs on the node.

• PSSP 2.2 plus PTFs and AIX 4.2.1 on the node.

 2. PSSP 2.2 plus PTFs and AIX 4.1.5 plus PTFs installed on the CWS:

• PSSP 2.2 plus PTFs and AIX 4.1.5 plus PTFs on the node.

• PSSP 2.2 plus PTFs and AIX 4.2.1 on the CWS.

• PSSP 2.2 plus PTFs and AIX 4.2.1 on the nodes.

Note that the CWS must be at the latest level in the RS/6000 SP complex.
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1.4.1 Software Requirements and User Space Protocol

As shown in the above figure, the PowerPC 604e High node is supported with
PSSP 2.3 and AIX 4.2.1 and also with PSSP 2.2 and AIX 4.1.5 plus PTFs or PSSP
2.2 and AIX 4.2.1.

If AIX 4.2.1 and PSSP 2.3 are installed, User Space protocol for the switch is
supported.

If PSSP 2.2 and AIX 4.1.5 plus PTFs are installed, User Space protocol for the
switch is not supported for the High nodes.
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1.5 Node Installation

There are five major steps required to install a 604e High node.

 1. First the preparation. Perform system preparation, such as creating backups
and transferring the CWS workload and services (if CWS has to be migrated).
For example, nameserver service.

 2. Install all prerequisites(PTFs, prereq, coreq, ifreq PTFs).

 3. After the installation of PTFs, verify that the system is stil l working as
expected.

 4. Perform the CWS migration if needed, and install the High node.

 5. Verify if the new node can be unfenced. Verify RS/6000 SP operations.
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1.5.1 Migration Details

As previously noted the CWS must be at the latest level, so perform this
migration first, if necessary.

For example AIX 4.2.1 gives you the possibility to have file up to 64GB.

CWS migration:

• Preparation.

− Make a backup of the CWS. Make a mksysb of the rootvg volume group
and backup the other volume groups.

− Transfer the workload and services from the CWS to another RS/6000 or
to a node. For example, nameserver service, NIS service or job
scheduler.

• Apply prerequisites. You must apply the latest PTFs for PSSP and AIX prior
to migrating the CWS.

• Verify. After applying PTFS, verify if the CWS is working as expected. Verify
Kerberos, Switch operation, LPP, errors log. Issue the following commands:

− klist for Kerberos.

− spmon -d for host_responds and switch_responds.

− errpt -a|pg for the error log.

− lppchk to check if there are filesets that needs installation or upgrade.
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• CWS migration. Migrate CWS to AIX 4.2.1 and PSSP 2.3 or AIX 4.1.5 and
PSSP 2.2.

• Verify RS/6000 SP. Verify if the CWS and the RS/6000 SP are still working as
expected. For more details about CWS migration and verification see the
section Migration Consideration in this book or PSSP for AIX Installation and
Migration Guide SG23-3898.

After migrating the CWS, you can install the 604e High node.

If this is the first high node in an existing RS/6000 SP, you probably have to
install a new frame supervisor card and download the microcode from the CWS
to the frame supervisor card.

� �
Fastpath : smit supervisor

RS/6000 SP Supervisor Manager

Move cursor to desired item and press Enter.

Check For Supervisors That Require Action (Single Message Issued)
List Status of Supervisors (Report Form)
List Status of Supervisors (Matrix Form)
List Supervisors That Require Action (Report Form)
List Supervisors That Require Action (Matrix Form)
Update *ALL* Supervisors That Require Action
Update Selectable Supervisors That Require Action

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do� �

The above figure gives the SMIT screen used to check and download the
microcode for the supervisor card.

Depending on the load of the serial port, this can take up to 30 minutes.
Opening an S1term gives you a view what is happening on the node supervisor.

For a detailed explanation see PSSP for AIX Installation and Migration Guide
SG23-3898.
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1.5.2 Installation Details

The above figure list the steps required to install 604e High node.

Installing the software on the High node:

• Configure the CWS as boot/install server. Configure the install image to be
AIX 4.2.1(AIX 4.1.5) or a mksysb image.

• Set code_version and lpp_source to the high node to be:

− PSSP-2.3 and AIX 4.2.1 or

− PSSP-2.2 and AIX 4.1.5

• Set boot/install option to overwrite install.

• Verify boot setup, using following commands:

− splstdata -b

− splst_version -t

• Perform the command setup_server.

• Network/boot the high node.

• Refresh system partitioning by executing syspar_ctrl -r.

• Verify the RS/6000 SP:

− Verify host_responds.

22 Technical Presentation for PSSP Version 2.3 



− Verify switch operation.

− Verify Kerberos.

− Verify error logs, and so forth.

For a detailed explanation see PSSP for AIX Installation and Migration Guide
SG23-3898.

Note: When upgrading an 604 High node to an 604e High node, the CPU drawer
is replaced. This means a change in CPU-ID. If you have applications who have
an encrypted key using the CPU-ID in order to work, then keys will have to be
requested from the appropriate vendor.

For example, if your application is SAP based, you may to contact this vendor to
obtain new keys that corresponds with your new CPU-ID.

Note: The hardware upgrade from an 604 to a 604e High node consist:

• New CPU drawer.

• New Media drawer.
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Chapter 2. SPSwitch-8 and High Nodes

The SP Switch provides low-latency, high-bandwidth communication between
nodes, supplying a minimum of four paths between any pair of nodes.

The switch speeds up file transfer, remote procedures, and TCP/IP. With the
switch you have a reliable communication network with tremendous throughput.

There are four types of switches:

• The High Performance Switch (HiPS).

• HiPS LC-8 Switch. The HiPS has sixteen ports, the HiPS LC-8 has eight
ports.

• The SPSwitch (SPS).

• The SPSwitch-8 (SPS-8). The SPS has sixteen ports, the SPS-8 has eight
ports.

The SPS switch and the HiPS switch are not compatible and therefore cannot be
mixed.

If you need to add more nodes and more switch ports, you must replace the
HiPS switch with SPS switches. The HiPS is out of production.
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The SPS connects each SP node to the switch fabric. Switches can interconnect.
Up to four SPS switches can be connected together without the use of a
supplementary SPS switch for the inter switch connections.

The SPS-8 switch cannot be connected to another SPS or SPS-8 switch. The
switch has eight node ports, but no inter-switch ports.

The capabilities of the switch are:

• Interframe connectivity and communication

• Scalability

• Support for Internet Protocol (IP)

• Error detection and fault isolation

• Concurrent maintenance for the nodes (Fencing)

• Constant latency and bandwidth. The throughput does not decrease with the
addition of more connections. Other communication networks, such as
Ethernet, have a saturation point.

PSSP 2.3 supports the 604e High node on the SPS-8 switch.

For more information, see 2.5, “Switch and Node Support” on page 37 for PSSP
and High Node support details.

The following sections discuss the possible configurations and available frames
and offer more information about High Nodes.
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2.1 604e High Node and 49-inch Frame

The above and following figures shows that you can have four 49-inch racks with
PowerPC 604e High nodes or 604 High nodes and an SPS-8 switch. With PSSP
2.3 or PSSP 2.2 plus PTFs, you have the possibility to connect the 604e High
nodes to the SPS-8 switch.
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This figure shows four High nodes connected to the SPS-8 switch. When
connected to different switch chips, you can have two partitions.
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This figure shows six High nodes connected to the SPS-8 switch.
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You can have eight High nodes connected to the SPS-8 switch. This means, a
RS/6000 SP system can have maximum four short frames.

Note: The HiPS LC-8 Switch is not supported in the short frame.
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2.2 SPS-8 and High Nodes

The above figure illustrates some examples of the possible configurations with
the combination of the 604e high nodes and the 49-inch short frame (low cost or
low boy frame). With the SP_switch-8 technology, the internals of the switch
design contains two switch chips and each chip has four ports that connects to
the nodes. This design makes it possible to have two partitions with the 49-inch
frame and the SP_switch-8. Unlike the HiPS-8 (LC-8 switch) which the design
has one switch chip and system partitioning was note supported.

Note: It is important to keep in mind that the introduction of the 604e high nodes
in the 49-inch frame makes it possible to have a mixture of the different node
types within the frame. However, this combination may create the possibility to
have more than eight nodes in a multi Low boy frame configuration. In such a
case, it is vital to remember that the recommendation is to have all nodes
connected to the switch and the existence of additional nodes beyond eight
switch ports is not recommended.
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The 49-inch rack can contain a maximum of eight thin nodes and the 604e high
node occupies four thin node slots. It is possible to have a configuration that
consist of one 604e High node, two wide nodes and two thin nodes. This
configuration will utilize a total of five switch ports and the remaining three
switch ports can to used in a second frame to connect three additional nodes to
the same switch. This also provides the advantage of having two different
partitions.
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The figure above depicts the maximum configuration that is possible with the
49-inch frame and the SP-switch-8. It consist of a combination of two 604e High
Nodes, two wide nodes and four thin nodes. With this example, each node is
connected to a switch port and all the switch ports will be used.

Chapter 2. SPSwitch-8 and High Nodes 33



2.3 SPS-8 Switch Chips

The SPS-8 switch has two switch chips, enabling you to use partitions. An SPS-8
switch can have one of two configurations:

• A single partition with a maximum of eight nodes.

• Two partitions with a maximum of four nodes each.

Note: The HiPS LC-8 switch had only one chip, so only one partition was
possible, in other words, no partitioning.

 Important 

Switchless systems can have partitions. However, if you have a switchless
system, and you add a switch, you may have to reconfigure your system
partition choice. You may have to reinstall ssp.top to remove any special
switchless partitions. If you use one of the supported switch partitions, your
layout will be usable when you install a switch.

For a detailed explanation of partitioning, see the chapter on partitioning in
the IBM RISC System/6000 SP Scalable POWERparallel Systems planning,
GA22-7281.
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2.4 New Models

The above and following picture shows possible configurations and the new
models. When the SPS-8 switch is installed in a 79-inch rack, a maximum of two
79 inch-racks can be connected to the SPS-8.

You can install eight High Nodes in the two racks.
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The SPS-8 switch with High node installed in a 79-inch rack is supported with
PSSP 2.3. You can have a maximum of two 79-inch racks with eight High Nodes
connected to the SPS-8 switch.

Table 1. New SMP Models

Rack Model Description

49″ 2A9 No Switch

49″ 3A9 SPS-8 Switch

79″ 209 No Switch

79″ 309 SPS Switch

79″ 409 SPS + SPS frame #2031

79″ 3B9 SPS-8 Switch

Note: All models have a 604e High Node in Slot 1. Model numbering depends on what kind of node is
installed in the first position.
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2.5 Switch and Node Support

Following table shows which switch is supported on each version of PSSP and
with which type of High Node.

Table 2. SP Switch Matr ix

PSSP 1.2 PSSP 2.1 PSSP 2.2 PSSP 2.3 604 High
Node

604e High
Node

HiPS Y Y Y Y Y Y

HiPS-LC8 Y Y Y Y N N

SPS N Y Y Y Y Y

SPS-8 N Y Y Y N Y
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2.5.1 Switch Log Files

CSS trace and log files are found in the /var/adm/SPlogs/css directory on every
node and the Control Workstation (CWS). Additionally, the fault_service daemon
places entries in the AIX error log.

Log files contain information that relates to the operation of the switch and/or
adapter, Ecommands being issued, adapter outages, and so forth.

Trace files are meant to track and/or trace the various pieces of CSS code.
These files contain the “good” as well as the “bad” things that are happening or
have happened in the communications subsystem.

With PSSP 2.3, log files have more information. This is also applicable for
systems at PSSP level 2.2 at a PTF level greater then 6.

2.5.1.1 The flt Log File

The /adm/SPlogs/css/flt log file exist on any node that is or was a Primary node.
This file is used to log hardware error conditions found on the switch, recovery
actions taken by the fault_service daemon and general operations that alter the
switch configuration.

Information that can be found in this file:

• Disabled switch chips, nodes, and ports

• Switch initialization error status

• Switch error recovery

• Broadcast service packets failures

• Estart (switch initialization) if it was used as a command

• Estart if it was used as a recovery action

• Primary node takeover

• Eunfence and Efence port operations

• Switch scan failures

• Switch port disabled of the primary node

• Route generation

• Fault_service signals

− SIGBUS

− SIGTERM

− SIGDANGER

• Phase 2 of switch initialization retries

Note: Switch initialization has two phases:

• Discovering who is out there, that is, who is connected to the switch fabric
and answering.
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• The configuring phase, that is, looking up whether the nodes that are
responding are corresponding with ones that are in the topology file.

2.5.1.2 The worm.trace File

The worm.trace file is found in the /var/adm/SPlogs/css directory. It exists on
every node in the SP system. It contains trace information for the last run of the
css0 adapter diagnostics.

The file creation time is Midnight Dec 31 1969. This is because this trace is
created during the Power On Self Test or POST. This is due to the fact that the
node time is not set when the time diagnostics run.

2.5.1.3 The out.top File

The out.top file is found in the /var/adm/SPlogs/css directory. It exists on every
node in the SP system that was or is the primary node. It is basically a copy of
the topology file with link and device status filled in.

This file is modified on the primary node every time the switch is initialized,
whether that is from executing the Estart command or by the fault_service
daemon running it as a recovery action. It contains the current link and device
status of the SP system.

An entry in the file looks something like this:

� �
s 14 2 tb0 9 0 E01-S17-BH-J32 to E01-N10� �

The above line can be read as follows: switch 1, chip 4, port 2 is connected to
switch node 9. The switch is located in frame E01, slot 17. Its bulkhead
connection to the node is Jack 32.

The node is also in Frame E01 and its node number is 10.

There is no additional status following this entry, so it can be assumed that
everything is okay with the link.

The following entry contains additional status information:

� �
s 14 2 tb0 9 0 E01-S17-BH-J32 to E01-N10
-4R: device has been removed from network = faulty
(link has been removed from network or mis-wired - faulty)� �

The above example means: device tb0 9 has a device status of -4.

The device status of the node is also displayed in text format as device has been
removed from network - faulty.

The message guide for PSSP 2.3 contains more information on both link and
device status.
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2.5.1.4 The rc.switch File

The rc.switch.log file is found in the /var/adm/SPlogs/css directory. It can exist
on any TB2 or TB3 node on the system. It is created or updated every time
rc.switch is issued on a node. Additionally, the current rc.switch.log is written to
the rc.switch.log.previous file. The file contains the following information:

• Date and time information on when rc.switch was executed

• Date and time information on when rc.switch finished

• The hostname of the node

• The node number

• Adapter_config_status for the node

• The switch_node_number of the node

• The switch chip the node is attached to

• The switch board the node is attached to

• The switch chip port the node is attached to

• The IP_switch_netaddr and IP_switch_netmask

• Is IP_switch_ARP_enabled?

• Is the type of adapter TB2 or TB3?

• The parameters used for ifconfig and fault_service_Worm_RTGxx

• Completion status of rc.switch on this node

Note: Switch node numbering starts from zero. Switch node number plus one
gives the node number.

2.5.1.5 The dtbx.trace File

The dtbx.trace file is found in the /var/adm/SPlogs/css directory. It exists on
every node in the SP system. It contains trace information for the last run of the
css0 adapter diagnostics. The file creation time of this file is Dec 31, 1969. This
is because the trace was created during the Power On Self Test or POST. The
node time is not set when diagnostics run.

 1. For TB2, this file contains the following diagnostics:

• Diagnostic setup

• Clock selection

• POS testing

• MSMU testing

• DRAM testing

• ECC testing

• Interrupt testing

• BiDirectional FIFO testing
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• DMA testing

• Completion status

 2. For TB3, this file contains the following diagnostics:

• Diagnostic setup

• Clock selection

• Vital Product Data collection

• POS testing

• TBIC FIFO testing

• SRAM testing

• TBIC self-test

• TBIC TOD testing

• Interrupt testing

• DMA testing

• Completion status

Diagnostic setup  This consists of making sure that ODM is configured properly,
that is, that device css0 is configured and that diagnostics can get
exclusive use of the device.

Clock selection  There are a number of clocks available to both the TB2 and TB3
adapters. Both adapters have their own internal clock. Also, each
adapter has external clock choices.

For TB2, a Data Cable or a discrete wire (Gore cable) clock are
available. For TB3, only a Data Cable is available.

For either adapter to complete diagnostics successfully, one of the
external clock sources must be available for test purposes. If these
clocks are not available, diagnostics are still attempted on the
internal clock. If the diagnostics pass on this internal clock, a failure
code is returned. This is because, even though the adapter is okay,
without an external clock source the card is useless for
communicating with other switch adapters.

The clock source selection process for TB2 and TB3 is different.

For TB2, clock selection is as follows:

 1. Test the internal clock, if it is not operational, it is assumed the
adapter is bad and no further testing is attempted.

 2. Select the Data cable, if it is available for testing,
 write the data_cable file to the /usr/adm/SPlogs/css.

 3. If the Data cable is not available, select the Gore clock. If it is
available for testing, write the gore_cable file to the
 /usr/adm/SPlogs/css directory and proceed with the test.

 4. If no Data cable or Gore clock is available for testing, select the
internal clock. Once the tests have completed, mark the
diagnostics as failed because no external clock was available.

For TB3, clock selection is as follows:
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 1. First test the internal clock. If it is not operational, the adapter is
bad and no further testing is attempted.

 2. Select the Data cable. If it is available for testing, proceed with
the test.

 3. If the Data cable is not available, select the internal clock and
proceed with the tests. Once the tests have completed, mark the
diagnostics as failed because no external clock was available.

Vital Product Data collection (TB3 only)

For TB3, the Vital Product Data VPD is read from the adapter EPROM
and written to the dtbx.trace file. The VPD includes the following:

• Part number
• EC level
• Serial number
• FRU name
• Manufactures code
• Device description

POS Testing

POS testing consists of reading and writing test data to the adapters′
Programmable Option Select registers. It tests both the functionality
of specific register bits, as well as patterns where applicable.

MSMU Testing (TB2 only)

The Memory and Switch Management Unit is made up of 32 registers
as well as three FIFO units. Testing of this “unit” consists of
functionally testing these FIFOs and registers.

TBIC FIFO Testing (TB3 only)

Test the FIFOs found on the TBIC chip.

DRAM testing (TB2 only)

The DRAM is loaded with the microcode and the remaining areas of
the memory are tested by writing data.

SRAM testing (TB3 only)

Testing SRAM on the TB3 adapter is tested by writing data patterns to
the SRAM.

ECC testing (TB2 only)

It generates and checks the eight bits of ECC on both data and
address.

TBIC Self Test (TB3 only)

TBIC self test is a resident function of the TBIC chip.

TBIC TOD testing (TB3 only)

The Time-of-Day register on the TBIC chip is tested.

Interrupt Testing

During the interrupt test each of the possible interrupts is forced and
then checked.
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Bidirectional FIFO testing (TB2 only)

The FIFO is tested by running test patterns through the FIFOs. The
patterns are loaded and unloaded and checked for validity.

DMA Testing

Diagnostics are provided to test the DMA functions of both the TB2
and TB3 adapters.

Completion Status

The easiest way to determine where to look in the dtbx.trace file is to
view the completion status at the bottom of the file. For both TB2 and
TB3, the SRN number at the bottom of the file should help you
determine where in the file to start looking. To decode these three
digit SRNs, use the tables supplied in the Adapter Diagnostic SRNs
section.

2.5.1.6 The dtbx.failed.trace File

The dtbx.failed.trace file is found in the /var/adm/SPlogs/css directory. It may or
may not exist on a node. It contains trace information for the last failed run of
the css0 adapter diagnostics.

The dtbx.trace found in this directory should be used for looking at the last run of
the adapter diagnostics. This method of renaming the last failed dtbx.trace to
dtbx.failed.trace is the same for both TB2 and TB3.

A file creation time of Midnight Dec 31 1969 means that the file was created
during the POST (Power On Self Test). This is because the node time was not
set when the time diagnostics were run.

2.5.1.7 The router.log File

The router.log file is found in the /var/adm/SPlogs/css directory. It can exist on
any TB3 node in the system. It is created and updated every time Route
Generation is run by the fault_service daemon.

Additionally, every time new routes are generated the existing router.log file is
copied to the router.log.old file. The information in the file can vary based on the
algorithm used for generating the routes. The Primary node router.log contains
node-to-node route information. Router.log.old contains service router
information.

There are a number of circumstances when both logs contain similar
information, such as when Phase2 of the worm process is reinitialized during an
Estart.

On secondary nodes both router.log and router.log.old will contain only
node-to-node routing for the node. The router.log file contains the following
information:

• Date and time when the route table was generated
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• The version of the Route Generator that was used

• The algorithm type used in generating the routes

• Either node-to-node routes or service route information for the particular
node

 1. Node-to-node entry:

� �
ROUTE 4 8 ID(PORT): 100015(6) 100012(4) 100014(3)

rword 4 8 0x02000000 0x00008364

� �
The first line contains the same information as the second, but in a more
readable format.

The first line can be read as follows:

The route from switch_node_number 4 to switch_node_number 8 is out of
switch_node_number 4 to switch_chip_number 100015,

out of switch_chip_number 100015 on Port 6 to switch_chip_number
100012,

out of switch chip number 100012 on Port 4 to switch_chip_number
100014,

out of switch_chip_number 100014 on Port 3 to switch_node_number 8.

 2. Service entry:

� �
ROUTE 4 100012 ID(PORT): 100015(6)

rprocsw 4 100012 0x01000000 0x00000086

� �
Again, the second line is identical to the first. Service routes and
node-to-node routes are similar. The only difference is that service
routes can go to switch chips as well as to nodes.

The first line can be read as follows:

The route from switch_node_number 4 to switch_chip_number 100012 is
out of switch_node_number 4 to switch_chip_number 100015,

out of switch_chip_number 100015 on port 6 to switch_chip_number
100012.

2.5.1.8 The scan.out File

The scan_out.log file is found in the /var/adm/SPlogs/css directory. It exists on
nodes with TB3 adapters. It is created every time the ″TBIC self test″ diagnostic
is run as part of css0 diagnostics.

It contains the scan ring information for the TBIC chip, following the completion
of self test. This file is not formatted. It is the binary scanned latch information
directly from the TBIC. Using an editor to look at it does not give any useful
information.
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To view the file, some sort of binary editor is required. The information in this
file is for engineering purposes only.

2.5.1.9 The scan_save File

The scan_save.log file is found in the /var/ adm/SPlogs/css directory. It exists
on nodes with TB3 adapters. It is created every time the TBIC self test
diagnostic is run as part of css0 diagnostics. To view the file, a binary editor is
required. The information in it is for engineering purposes only.

2.5.1.10 The topology.data File

The topology.data file is found in the /var/adm/SPlogs/css directory. It exists on
any node that is or was the Primary node. The only valid topology.data file is
the one on the current Primary node.

The following is a sample of the information contained in it:

� �
Number of active node(s) seen by the Worm:
4
Number_of_linksbad: 0
The primary backup node is:
9
The following switch node(s) are active:
1
5
9
13
The topology file used by the Worm: /etc/SP/Jan.1� �

2.5.1.11 The css.snap.log File

The css.snap.log file is found in the /var/adm/SPlogs/css directory. It can exist
on any TB2 or TB3 node. It is created every time css.snap is run, either
manually or by the fault_service daemon. It contains the following information
about what happened during the snap operation:

• Date and time at the time of the snap

• Which node it was executed on

• The contents of the /var/adm/SPlogs/css directory prior to css.snap

• Information on the tar and compress operations performed by css.snap

• Information about the ssp.css software product and updates to it (lslpp -i
ssp.css)
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2.5.1.12 The daemon.stderr file

The daemon.stderr file is found in the /var/adm/SPlogs/css directory. It exists
on all nodes in the SP system, whether it is a TB2 or TB3 system. The
information is produced by the fault_service daemon when a software error is
encountered, such as “open or close file failed.” The file length is usually 0 if no
errors have occurred.

2.5.1.13 The Ecommands.log File

The Ecommands.log file is found in the /var/adm/SPlogs/css directory. It can
exist on any TB2 or TB3 node and on the Control Workstation. It is created or
updated every time an Ecommand is issued on that particular node or CWS.

The file contains the following information:

• Date and time when a particular Ecommand was used

• Parameters used in the invocation of the Ecommand

46 Technical Presentation for PSSP Version 2.3 



Chapter 3. Migration Considerations for PSSP 2.3

The concept of RS/6000 SP migration has different meanings. The Control
Workstation can be migrated, the RS/6000 SP nodes can be migrated, or you can
migrate some nodes. If nodes are upgraded to a new version of AIX or PSSP,
the Control Workstation must be at the highest software level.

PSSP 2.3 migration is an extension of PSSP 2.2 migration. While the process
has not been changed, documentation has been improved.
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3.1 Overview

This figure shows different scenarios when migrating from one level of PSSP to
PSSP 2.3, and from one level of AIX to AIX 4.2.1

The following sections describe the process of migrating the Control Workstation
to AIX 4.2.1. For more information, see the PSSP Installation and Migration
Guide, GC23-3898, for the AIX 4.2 migration process.

The migration process from PSSP 2.1 and AIX 4.1.5 TO PSSP 2.3 and AIX 4.2.1 is
explained in detail.

The migration process from PSSP 2.2 and AIX 4.1.5 to PSSP 2.3 is also explained
in detail.

If your operating system is at a level less than AIX 4.1.5, follow the procedures
as described in the PSSP Installation and Migration Guide, GC23-3898 to upgrade
your Control Workstation to AIX 4.2.1.
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3.2 Reasons for Migration

The main reason for migrating is to preserve all local system changes, such as:

• Users and groups. To preserve the setting for the users, like passwords,
profiles, login shells. Group definitions are also preserved when migrating.

• File systems and volume groups. Definitions such as names, parameters,
sizes, directories are kept.

• RS/6000 SP setup (AMD, file collections). You do not need to customize
AMD.

• Database definitions. User definition and database setting are kept.

• Network setup (TCP/IP, SNA). SNA parameters and the IP setting are
retained after migration. The customized no parameters are not changed
after migration.

• Third party software definitions and setup. Definitions of OEM software that
depends on system settings such as TCP/IP or filesystems are still valid after
migration.

• Reduced outage time. When using migration, the outage time of the CWS
and node are reduced because all the settings are kept. There is no need to
reinitialize and configure the CWS or node.

Note: The customer should not stay indefinitely in a mixed environment.
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3.3 Planning for Migration

Before starting the migration of the RS/6000 SP system, you have to plan the
following:

• Where your boot install servers for the AIX 3.2.5 and PSSP 1.2 nodes will
reside; that is, which nodes are the boot/install servers.

• How much disk space will be needed on the Control Workstation.

• Which functions will change

− PSSP 2.3 replaces its use of the public domain AMD automount daemon
with the AIX automount daemon, which is available as part of NFS. AMD
uses the map files to define automounter control. These map files are
not compatible with the AIX automounter and must be converted. See
section AMD in this redbook for more information.

− SP Print Management is removed in PSSP 2.3; that is, the SP Print
Management System cannot be configured on nodes running PSSP 2.3.
IBM recommends the use of Printing System Manager (PSM) for AIX to
manage printing on the SP system.

The SP Print Management System is still supported on nodes running
versions of PSSP earlier than PSSP 2.3.

• Which pairs are supported

− The following PSSP and AIX pairs are supported:
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- PSSP1.2 + AIX 3.2.5
- PSSP2.1 + AIX 4.1.3, 4.1.4, 4.1.5
- PSSP2.2 + AIX 4.1.3, 4.1.4, 4.1.5, 4.2.0, 4.2.1
- PSSP2.3 + AIX 4.2.1

When you plan to migrate only some nodes, you must first migrate the Control
Workstation to the latest level of PSSP. The Control Workstation must be at the
same, or at a higher level of AIX and PSSP as an RS/6000 SP node. If AIX 4.2.1
is installed, you must have PSSP 2.3 or PSSP 2.2+.

Note:

• For 604e High Node, you need PSSP 2.3 and AIX 4.2.1 or PSSP 2.2+ and AIX
4.1.5+.

• If you need the AIX 3.2.5 boot/install server, at least two two are
recommended; otherwise you cannot reinstall them.

Chapter 3. Migration Considerations for PSSP 2.3 51



3.3.1 Preparation for Migration

Migrating your nodes and CWS is a complex task. Preparation is very important.
You have to plan the migration by looking at the current configuration and the
desired future configuration. Read the “Planning for Migration” chapter in the
Planning Volume 2, Control Workstation and Software Environment Guide,
GA22-7281.

The configuration worksheets found in the PSSP System Planning Guide are not
necessary for migrating. However, if you are using partitioning or coexistence, it
is very helpful to complete the worksheets.

See the Memo for Users for the most up-to-date information on service levels.
To retrieve the readme file from the AIX install image, use the command:

installp -i -d <dev> all > <filename>

Consider creating a production system partition and a test system partition. This
enables you to test AIX4.2.1/PSSP 2.3 while running the existing production
environment. For more information about system partition, see the PSSP
Planning Guide and the PSSP Administration Guide.

Verify that your backups are valid and up-to-date.
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Archive SDR using the command: /usr/lpp/ssp/bin/SDRArchive. This script tars
the contents of the SDR and puts the tar file in
/spdata/sys1/sdr/archives/backup.<datet ime>.

Allocate adequate disk space on the Control Workstation for:

• rootvg

• Paging space

• /spdata

IBM requires a minimum of 4GB of DASD available on the Control Workstation.
We recommend allocating 2GB for each AIX and PSSP level in /spdata and 2GB
for rootvg.

If you have any PSSP 1.2 nodes, verify that the PSSP 1.2 boot/install nodes have
adequate disk space.

Verify that all hostnames and IP addresses are resolvable on the Control
Workstation. Do not change them during migration. Migration tasks need root
authority. Add the following directories to your .profile, if not already done:

/usr/lpp/ssp/bin
/usr/sbin
/usr/lpp/ssp/kerberos/bin
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3.4 Control Workstation (CWS) Migration

When migrating an RS/6000 SP system, you have to complete five major
checkpoints:

 1. Back up your Control Workstation.

 2. Apply PTFs on the Control Workstation and nodes.

 3. Migrate AIX to AIX 4.2.1 on the Control Workstation.

 4. Install PSSP 2.3.

 5. Verify operations.

You must migrate your Control Workstation to the latest level of AIX and PSSP
prior to migrating any node.

The following sections describe how to migrate the Control Workstation.
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3.4.1 CWS AIX Migration and Availability

Availability is very important in a customer environment. Therefore we will
minimize disturbing the nodes during the Control Workstation migration to PSSP
2.3 and AIX 4.2.1.

If you are using the Control Workstation as name server, file server, yp server,
and so on, you have to move these functions before  migration to a node or an
RS/6000.
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3.4.2 CWS AIX Migration

You should always make a backup of your system. Do the following:

 1. Create an mksysb image of the rootvg volume group on the Control
Workstation by using the following smit fastpath:

• Issue smit mksysb.

 2. Make a backup for every non-rootvg volume groups.

• Issue smit savevg.

− umount the file systems in that volume group.

− Issue varyoffvg.

− Issue exportvg.

• Back up file systems on the Control Workstation that have configuration
data:

− Issue smit backfilesys.

• Verify backups; verify if the backup media contains your files.

• Back up your nodes.

• Issue SDRArchive (if you have PSSP 2.1 or later) as follows:
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� �
[c201cw]/>SDRArchive
SDRArchive: SDR archive file name is
/spdata/sys1/sdr/archives/backup/97126.1637

� �
 3. Boot from AIX 4.2.1 CD or tape, and choose the BOS/Migration Install option.

Note: If you choose BOS overwrite install, you reinstall the Control
Workstation. This method does not preserve the file system and the files.
You have to reinstall the configuration files.

• Select option 2: Change/Show Installation Setting and Install . Verify that
it has been set to migrate and that the target disk or disks are correct for
installation of rootvg.

• Select option 1: System Settings in Installation and Settings menu .

• Select option 3: Migration Install on the Method of Installation menu .

 4. Install the required AIX LPPs and PTFs for PSSP 2.3.

 5. Verify AIX migration.

• Issue oslevel to check the AIX level.

• Issue oslevel -l 4.2.1.0 to check the files not migrated to AIX 4.2.1.

• Verify the Control Workstation interfaces. Verify all the network
interfaces configured in the Control Workstation

 6. Change the maximum number of processes from the default of 40 to 256,
with the command: 

 chdev -l sys0 -a maxuproc=256

 7. Verify and, if needed change the network tunables.

• To list the network options: issue no -a. The output follows:
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� �
output no -a :

thewall = 16384
sb_max = 163840

somaxconn = 1024
clean_partial_conns = 0
net_malloc_police = 0

rto_low = 1
rto_high = 64
rto_limit = 7
rto_length = 13
arptab_bsiz = 7
arptab_nb = 25
tcp_ndebug = 100

ifsize = 8
arpqsize = 1

route_expire = 0
strmsgsz = 0
strctlsz = 1024
nstrpush = 8
strthresh = 85
psetimers = 20

psebufcalls = 20
strturncnt = 15

pseintrstack = 12288
lowthresh = 90
medthresh = 95
psecache = 1

subnetsarelocal = 1
maxttl = 255

ipfragttl = 60
ipsendredirects = 1

ipforwarding = 1
udp_ttl = 30
tcp_ttl = 60

arpt_killc = 20
tcp_sendspace = 65536
tcp_recvspace = 65536
udp_sendspace = 32768
udp_recvspace = 65536
rfc1122addrchk = 0
nonlocsrcroute = 1
tcp_keepintvl = 150
tcp_keepidle = 14400

bcastping = 0
udpcksum = 1

tcp_mssdflt = 1448
icmpaddressmask = 0

tcp_keepinit = 150
ie5_old_multicast_mapping = 0

rfc1323 = 0
pmtu_default_age = 10

 pmtu_rediscover_interval = 30
udp_pmtu_discover = 0
tcp_pmtu_discover = 0

ipqmaxlen = 100
directed_broadcast = 1
ipignoreredirects = 0

ipsrcroutesend = 1
ipsrcrouterecv = 0

ipsrcrouteforward = 1
� �

• To modify the network options, issue:

no -o <value>=....

For example: 

no -o tcp_sendspace=65536

• The defaults are as follows:
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� �
the wall 16384
sb_max 163840
ipforwarding 1
tcp+sendspace 65536
tcp_recvspace 65536
udp_sendspace 32768
udp_recvspace 65536
tcp_mssdflt 1448

� �
 8. To verify space for /tftpboot, issue the command:

df /tftpboot

 This will show:

� �
Filesystem 1024-blocks Free %Used Iused %Iused Mounted on
/dev/lv02 143360 58220 60% 59 1% /tftpboot

� �
You need at least 25MB of free space in /tftpboot for each lppsource level
supported on the system.

 9. Define the spdatavg volume group, if it does not exist:

• PSSP 2.3 needs the following directory structure:

− /spdata/sys1/install/ images

− /spdata/sys1/install/ssp

− /spdata/sys1/install/aix421/lppsource

− /spdata/sys1/install/pssplpp/PSSP-2.3

Note: If you need the Control Workstation as the NIM server for
nodes not at PSSP 2.3, you need to create the appropriate
subdirectory, for example: /spdata/sys1/install/pssplpp/PSSP-2.1.

• Copy the AIX 4.2.1 LPP image into the
/spdata/sys1/install/aix421/lppsource directory on the Control
Workstation.

• Copy the PSSP images into the /spdata/sys1/install/pssplpp/PSSP-2.3
directory. You can use the bffcreate command or smit bffcreate.

Note:

− For AIX 4.2.0 systems, install the AIX PTFs service for AIX 4.2.1.

− The latest AIX 4.2.1 service level is needed to support PSSP 2.3. You
can install the PTFs directly from the media, or you can load them
into the lppsource directory and install them from there.

10. Authenticate the administration user to the Kerberos database with the
command:

kinit root.admin

11. Initialize PSSP with the command:

install_cw

The install_cw command:

• Starts and configures the SDR

• Starts and configures PSSP daemons
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• Establishes network performance tuning parameters for the SP nodes by
copying tuning.default to tuning.cust if tuning.cust exists.

12. When AIX migration and the following command

install_cw

 are complete, you must verify if everything is still working. Reboot the
Control Workstation to do this.

13. Make a new system backup (number two) of the Control Workstation.

 Attention 

If you have problems after migrating the Control Workstation to PSSP 2.3, you
can restore this number two system backup. This saves you time, because it
is not necessary to return to the first system backup.

If you migrate your HACWS, refer to “Strategy for HACWS Migration” in the
Installation and Migration Guide.
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3.4.3 CWS PSSP Migration

After migrating the Control Workstation to AIX 4.2.1, you should make a system
backup. You can go back to that checkpoint if the following migration does not
work.

The following two sections explain in detail how to migrate from PSSP 2.1 and
2.2 to PSSP 2.3.
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3.4.3.1 CWS Migration from PSSP 2.1 to PSPP 2.3

Migrating from PSSP 2.1 to PSSP 2.3 involves the following steps:

 1. Migrate PSSP, Install the PSSP 2.3 code on the Control Workstation. The
PSSP 2.3 file sets have to be installed on top of PSSP 2.1. Copy the PSSP 2.3
images to the /spdata/sys1/install/pssplpp directory, and then you install the
new level from there.

• Check that the latest level of perfagent (AIX PAID) is installed on the
Control Workstation prior to installing the pssp.installp package. For AIX
4.2.1, the perfagent.server must be at level 2.2.1.2 or higher.

• Move existing LPP images. PSSP 2.3 supports more than one SPOT
resource on the Control Workstation. If you plan to support PSSP 2.1
nodes at the AIX 4.1.x level, you will need to select a new lppsource to
hold the AIX 4.1 file sets. You have to move the existing directory to the
new lppsource directory, as follows:

mkdir /spdata/sys1/install/aix414
mv /spdata/sys1/install/lppsource spdata/sys1/install/aix414/

Create a symbolic link from the new directory to the old directory to
support PSSP 2.1 as follows:

ln -s spdata/sys1/install/aix414/lppsource spdata/sys1/install/lppsource

• Stop daemons as follows:

− kill -term amd # kill AMD daemon
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− stopsrc -g hr

− stopsrc -g hb

− stopsrc -g emon

− stopsrc -s sysctld

− stopsrc -s splogd

− stopsrc -s hardmon

− stopsrc -g sdr

• Install PSSP 2.3, as follows:

� �
Install and Update from LATEST Available Software

Type or select values in entry fields.
Press Enter AFTER making all desired changes

* INPUT device / directory for software /spdata/sys1/install/
* SOFTWARE to install [_all_latest]
PREVIEW only? (install operation will NOT occur) no
COMMIT software updates? yes
SAVE replaced files? no
AUTOMATICALLY install requisite software? yes
EXTEND file systems if space needed? yes
OVERWRITE same or newer versions? no
VERIFY install and check file sizes? no
Include corresponding LANGUAGE filesets? yes
DETAILED output? no

� �
 2. Authenticate the administration user to the Kerberos database with the

command:

kinit root.admin

 3. Initialize PSSP by issuing:

install_cw

 4. Verify the Control Workstation with the following scripts:

• SDR_test

• SYSMAN_test

• spmon_ctest

• spmon_itest

• jm_install_verify

• jm_verify

• CSS_test

• spverify_test

 5. Set up the site environment LPP source variable by issuing:

smitty site_env_dialog

Then change the Control Workstation LPP Source Name to aix421.

 6. Configure PSSP services. The system management environments on the
Control Workstation are started with the command:

services_config

 7. Start and verify the subsystems, as follows:
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• Remove old subsystems (hr, hb, and so on) by issuing:

syspar_ctrl -c

• Add new subsystems via the command:

syspar_ctrl -A -G

• Verify the subsystems via the command:

lssrc -a|pg

The output will look like this:

� �
Subsystem Group PID Status
endmail mail 4130 active
portmap portmap 4654 active
inetd tcpip 4404 active
snmpd tcpip 5178 active
nimesis nim 3134 active
biod nfs 2406 active
nfsd nfs 7546 active
rpc.mountd nfs 7306 active
rpc.statd nfs 6554 active
rpc.lockd nfs 7850 active
sdr.c201cw sdr 8636 active
supfilesrv 9190 active
qdaemon spooler 9280 active
writesrv spooler 9542 active
hardmon 13004 active
infod infod 11986 active
kerberos 13552 active
kadmind 12282 active
sysctld 12290 active
sp_configd 17934 active
spmgr 16916 active
hb.c201cw hb 13608 active
pman.c201cw pman 12588 active
pmanrm.c201cw pman 14394 active
splogd 17788 active
hags.c201cw hags 19844 active
hagsglsm.c201cw hags 18326 active
hats.c201cw hats 14326 active
hr.c201cw hr 13304 active
syslogd ras 6116 active
....� �

• Start Quiesced Applications:

Any of the applications that you quiesced prior to migrating your control
workstation should be started at this time if they have not been started
automatically. For example if your system has a switch issue the
following command to restart your switch:

Estart

• Configure Control Workstation as Boot/Install Server

Verify that the SDR node attribute value for code_version,
lppsource_name, and next_install_image are appropriately set. Use the
following command:

splstdata -b -G

If necessary, you can use the following command to change the node′s
attribute values:

spbootins -s no -p <code_version> -i <install_image_name>
-v <lppsource_name> -l <node_list>

64 Technical Presentation for PSSP Version 2.3 



Also, you can use the following command to change the SP attribute
values:

spsitenv install_image=<install_image_name>

The setup_server command must be run to properly set up NIM on the
control workstation. This can be done by issuing the following command:

setup_server 2>& | tee /tmp/setup_server.out

This may take some time to complete since it will be creating the NIM
master.

• Verify the Control Workstation by using the following scripts:

− SDR_test

− SYSMAN_test

− spmon_ctest

− spmon_itest

− jm_install_verify

− jm_verify

− CSS_test

− spverify_test

 8. Perform NIM master deconfiguration. PSSP 2.3 supports multiple non /usr
SPOT resources on the Control Workstation.

• Deconfigure the NIM by issuing:

delnimmast -l 0

 9. Archive the SDR via: SDRArchive

10. Make a system backup of the Control Workstation.

Migration of the Control Workstation is now complete. If you have problems,
issue SYSMAN_test and SDR_test again, check errpt, and so on. Restore the
system backup if you cannot resolve the problems.
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3.4.3.2 CWS Migration from PSSP 2.2 to PSPP 2.3

Migrating from PSSP 2.2 to PSSP 2.3 involves the following steps:

 1. Migrate PSSP. You need to install the PSSP 2.3 code on the Control
Workstation The 2.3 file sets have to be installed on top of PSSP 2.2. Copy
the PSSP 2.3 images to /spdata/sys1/install/pssplpp directory, and then you
can install the new level from there.

• Check that the latest level of perfagent (AIX PAID) is installed on the
Control Workstation prior to installing the pssp.installp package. For AIX
4.2.1, perfagent.server must be at level 2.2.1.2 or higher.

• Stop daemons, as follows:

 a. kill -term amd # kill Amd daemon

 b. stopsrc -g hr

 c. stopsrc -g hb

 d. stopsrc -g emon

 e. stopsrc -s sysctld

f. stopsrc -s splogd

 g. stopsrc -s hardmon

 h. stopsrc -g sdr

• Install PSSP 2.3, as follows:
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� �
Install and Update from LATEST Available Software

Type or select values in entry fields.
Press Enter AFTER making all desired changes

* INPUT device / directory for software /spdata/sys1/install/
* SOFTWARE to install [ all_latest&bracket.
PREVIEW only? (install operation will NOT occur) no
COMMIT software updates? yes
SAVE replaced files? no
AUTOMATICALLY install requisite software? yes
EXTEND file systems if space needed? yes
OVERWRITE same or newer versions? no
VERIFY install and check file sizes? no
Include corresponding LANGUAGE filesets? yes
DETAILED output? no

� �
 2. Authenticate the administration user to the Kerberos database with the

following command:

kinit root.admin

 3. Initialize PSSP, as follows:

install_cw

 4. Verify the Control Workstation by using the following scripts:

• SDR_test

• SYSMAN_test

• spmon_ctest

• spmon_itest

• jm_install_verify

• jm_verify

• CSS_test

• spverify_test

 5. Set up the site environment LPP source variable with the following
command:

smitty site_env_dialog

Change the Control Workstation LPP Source Name to aix421

 6. Configure PSSP services. The system management environments in the
Control Workstation are started by issuing:

services_config

 7. Start and verify the subsystems, as follows:

• Remove old subsystems by issuing:

syspar_ctrl -c

• Add new subsystems by issuing:

syspar_ctrl -A -G

• Verify the subsystems by issuing:

lssrc -a|pg
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� �
Subsystem Group PID Status
endmail mail 4130 active
portmap portmap 4654 active
inetd tcpip 4404 active
snmpd tcpip 5178 active
nimesis nim 3134 active
biod nfs 2406 active
nfsd nfs 7546 active
rpc.mountd nfs 7306 active
rpc.statd nfs 6554 active
rpc.lockd nfs 7850 active
sdr.c201cw sdr 8636 active
supfilesrv 9190 active
qdaemon spooler 9280 active
writesrv spooler 9542 active
hardmon 13004 active
infod infod 11986 active
kerberos 13552 active
kadmind 12282 active
sysctld 12290 active
spmgr 16916 active
hb.c201cw hb 13608 active
pman.c201cw pman 12588 active
pmanrm.c201cw pman 14394 active
splogd 17788 active
hags.c201cw hags 19844 active
hagsglsm.c201cw hags 18326 active
hats.c201cw hats 14326 active
hr.c201cw hr 13304 active
syslogd ras 6116 active
....

� �
• Start Quiesced Applications:

Any of the applications that you quiesced prior to migrating your control
workstation should be started at this time if they have not been started
automatically. For example if your system has a switch issue the
following command to restart your switch:

Estart

• Configure Control Workstation as Boot/Install Server

Verify that the SDR node attribute value for code_version,
lppsource_name, and next_install_image are appropriately set. Use the
following command:

splstdata -b -G

If necessary, you can use the following command to change the node′s
attribute values:

spbootins -s no -p <code_version> -i <install_image_name>
-v <lppsource_name> -l <node_list>

Also, you can use the following command to change the SP attribute
values:

spsitenv install_image=<install_image_name>

The setup_server command must be run to properly set up NIM on the
control workstation. This can be done by issuing the following command:

setup_server 2>& | tee /tmp/setup_server.out

This may take some time to complete since it will be creating the NIM
master.

• Verify the Control Workstation with the following scripts:
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− SDR_test

− SYSMAN_test

− spmon_ctest

− spmon_itest

− jm_install_verify

− jm_verify

− CSS_test

− spverify_test

 8. Archive SDR SDRArchive.

 9. Make a system backup of the Control Workstation.

Migration of the Control Workstationis now complete. If you have problems,
issue SYSMAN_test SDR_test again, check errpt, and so on. Call you next level of
support. Restore the system backup if you cannot resolve the problems. See
section 3.4.3.3, “Restore System Backup” on page 70 to restore mksysb.
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3.4.3.3 Restore System Backup

This section describes how to restore a system backup on the Control
Workstation.

 1. Insert the backup tape into the tape drive.

 2. Change the key to the service position. If your Control Workstation is a
PCI-based RS/6000, press the F2 key at boot time. This gives a menu. From
this menu, select the tape as boot device  and press Enter. If your Control
Workstation is a microchannel-based RS/6000, follow the instructions on the
screen.

 3. Select the disk(s) to install the rootvg volume group.

 4. Log in as root user after successfully completion of the restore.

 5. Authenticate as the Kerberos administrator with the kinit root.admin
command.

 6. Issue the install_cw command.

 7. List the SDR archives.

 8. Issue the sprestore_config <archive_name> command, where the
<archive_name> is the name of your last SDR archive.

 9. Check to see if your SDR is correct by using the spmon -d command and the
splstdata command.
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10. Perform step Control Workstation migration verification of section Control
Workstation migration.
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3.5 Node Migration

You can migrate the node to AIX 4.2.1 and PSSP 2.3 in three ways:

 1. Perform a migration install. This method preserves:

• File systems
• Root volume group
• System configuration files
• Logical volumes

Note: /tmp is not preserved with migration install.

 2. Perform a mksysb install. With a mksysb install, all instances of the current
rootvg are erased. This method installs AIX 4.2.1 and PSSP 2.3 using a
previously created mksysb image. This method requires the setup of AIX
NIM on the Control Workstation.

 3. Perform an upgrade. When only AIX modification levels are changing, for
example in AIX 4.2.0 to AIX 4.2.1, you can use this method. Upgrade
preserves the current rootvg and installs AIX PTFs updates using the
installp command.

The following section explains how to migrate nodes to AIX 4.2.1, and PSSP to
PSSP 2.3. Two scenarios are explained:

• PSSP 2.1 to PSSP 2.3, and AIX 4.1.5 to 4.2.1
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• PSSP 2.2 to PSSP 2.3, and AIX 4.1.5 to 4.2.1
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3.5.1 Preparation for Node Migration

Before migrating your RS/6000 SP nodes, make a backup of the node.

• Use the smit mksysb command to perform the system backup. Set the
backup name so that the backup is performed over the network onto the
Control Workstation or to a node that is used to do backups.

In the following figure, the /mnt directory is mounted from the Control
Workstation using NFS.
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� �
Back Up the System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
 WARNING: Execution of the mksysb command will

result in the loss of all material
previously stored on the selected
output medium. This command backs
up only rootvg volume group.

* Backup DEVICE or FILE [/mnt/bos.obj.node9]
Create MAP files? no
EXCLUDE files? no
Make BOOTABLE backup? yes

(Applies only to tape)
EXPAND /tmp if needed? yes

(Applies only to bootable tape)
Number of BLOCKS to write in a single output []

(Leave blank to use a system default)� �
• Verify your backups. Verify that the file exists on the medium, whether the

backup is made to a file or to a tape.
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3.5.2 Migrate Node PSSP 2.1 to 2.3

This section explains what steps are needed to migrate an AIX 4.1.5, PSSP 2.1
node to AIX 4.2.1 and PSSP 2.3.

 1. Node configuration data: You have to set the appropriate SDR attributes for
the node you are migrating. The attributes to be set are:

• lppsource_name

• code_version

• bootp_response

To set these attributes, use the following command:

spbootins -s no -p <code_version> -v <lppsource_name>
-l <node_list> -r migrate

For example, to migrate node 29:

� �
[ceedgate]/tmp/>
spbootins -s no -p PSSP-2.3 -v aix421 -l 29 -r migrate

� �
 2. Verify settings. The settings in the SDR must have the appropriate

attributes. Verify these by issuing the following command:

splstdata -b
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� �
[ceedgate]/tmp/>splstdata -b
List Node Boot/Install Information

node# hostname hdw_enet_addr srvr response install_disk
last_install_image last_install_time next_install_image lppsource_name

pssp_ver
-------------------------------------------------------------------------

29 ceed1n10.ppd.pok 02608C3D4B7F 17 migrate hdisk0
initial initial default aix421

PSSP-2.3

� �
• response should be set to migrate

• lppsource_name should be set to aix421

• pssp_ver should be set to PSSP-2.3

 3. To set up NIM properly on the Control Workstation, the setup_server
command must be run. Issue the following command:

setup_server 2 > &1 |tee /tmp/setup_server.out

The output is saved in the log file setup_server.out. The setup_server
command may take a while if this is the first time it is run on the Control
Workstation since the Control Workstation was migrated to PSSP 2.3.

 4. The nodes that wil l run PSSP 2.3 are now set in SDR. To make these
changes active on the Control Workstation and the nodes, the subsystems
have to be refreshed. To do this, issue the following command: syspar_ctrl
-r -G,as follows:

� �
[ceedgate]/tmp/>syspar_ctrl -r -G

0513-095 The request for subsystem refresh was completed successfully
Machines List is already at the latest incarnation
Refresh not requested

� �
 5. Switch fabric. (Systems without a switch may skip this step.) To isolate

nodes from the switch, issue: Efence. This command disconnects the nodes
it specifies from the switch fabric.

Before issuing the Efence command, you have to verify if the node(s) you are
migrating are the Primary or Primary Backup Node. Issue the Eprimary
command to check, as follows:

� �
[c201w]/>Eprimary
1 - primary
1 - oncoming primary
13 - primary backup
13 - oncoming primary backup

� �
If the Primary node or the Primary Backup Node is one of the nodes you are
migrating, you have to assign other nodes as Primary or Primary Backup
Node by issuing the Eprimary command, as follows:

Eprimary -init node_identifier -backup bnode_identifier
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The -init option initializes or reinitializes the current system partition object.
The node_identifier specifies the Primary node, and the bnode_identifier
specifies the Primary Backup Node.

Efence -autojoin 5 9 13

In the preceding example, nodes 5, 9 and 13 are fenced, and will join the
switch fabric after migration. For more information, see PSSP Command and
Technical Reference Guide, GC-23-3900.

 6. Shut down the node.

 7. Network boot each node that you are migrating by issuing the nodecond
command, for example:

nodecond 1 5 -G &

In this example, node 5 of frame 1 will network/boot. After the migration, the
bootp_response has been set to disk. Verify this by issuing the command:

splstdata -b

Note: If you use boot.install servers in your system, you need to migrate
these before migrating their clients.

The nodes will be installed when the LEDs are blank and host_responds is
active.

 8. Verification. See section 3.6, “Node Migration Verif ication” on page 86 for
node verification.

 Information 

syspar_ctrl -r deals with hb (old heartbeat) and hats (topology services).

You need to run syspar_ctrl -r on the CWS when a node′s code_version
changes. Basically, if a node migrates from PSSP 2.1 to PSSP 2.2, you use
spbootins to change the nodes code_version to PSSP 2.3. You then run
syspar_ctrl -r on the CWS.

This tells the hats daemon on the CWS and on all the nodes in the current
system partition that a new node should be added to the hats group. This
also tells the old hb daemon that this node can be removed from its group.

Not until the node is actually running the new level of PSSP, however, should
you expect its host_responds to become active (yes). When the new PSSP
2.3 level of hats is started on the node, it tries to join the hats group. It is
only allowed to join if it is at PSSP 2.2 or 2.3.

In the refresh that we did just before migrating the nodes, PSSP tells its peer
nodes that they should expect to add this node to their group as soon as the
node asks to be allowed in (provided it is running a supported level of PSSP).

Always run syspar_ctrl -r on the CWS.

If you have a PSSP 2.2 or 2.3 node, regardless of the host_responds value, a
syspar_ctrl -r should refresh it. If all goes well on the node, any
host_responds that were set to no should become yes.
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3.5.3 Migrate Node PSSP 2.2 to 2.3

This section explains what steps are needed to migrate an AIX 4.1.5, PSSP 2.2
node to AIX 4.2.1 and PSSP 2.3.

 1. Node configuration data: We have to set the appropriate SDR attributes for
the node we are migrating. The attributes to be set are :

• lppsource_name

• code_version

• bootp_response

To set these attributes, use the following command:

spbootins -s no -p <code_version> -v <lppsource_name>
-l <node_list> -r migrate

For example, to migrate node 2, issue the following command:

� �
[ceedgate]/tmp/>
spbootins -s no -p PSSP-2.3 -v aix421 -l 29 -r migrate

� �
 2. Verify settings. The settings in the SDR must have the appropriate

attributes. Verify these by issuing the following command:

splstdata -b
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� �
[ceedgate]/tmp/>splstdata -b
List Node Boot/Install Information

node# hostname hdw_enet_addr srvr response install_disk
last_install_image last_install_time next_install_image lppsource_name

pssp_ver
-------------------------------------------------------------------------

29 ceed1n10.ppd.pok 02608C2D4A7F 17 migrate hdisk0
initial initial default aix421

PSSP-2.3

� �
• response should be set to migrate

• lppsource_name should be set to AIX421

• pssp_ver should be set to PSSP-2.3

 3. Setup_server. To set up NIM properly on the Control Workstation, the
setup_server command must be run. Issue the following command:

setup_server 2 > &1 |tee /tmp/setup_server.out

The output will be saved in the log file setup_server.out.

 4. Issue the syspar_ctrl command. The nodes that wil l run PSSP 2.3 are now
set in the SDR. To make these changes active on the Control Workstation
and the nodes, the subsystems have to be refreshed. To do this, issue
command syspar_ctrl -r -G as follows:

� �
[ceedgate]/tmp/>syspar_ctrl -r -G

0513-095 The request for subsystem refresh was completed successfully
Machines List is already at the latest incarnation
Refresh not requested

� �
 5. Switch fabric. (Systems without a switch may skip this step.) To isolate

nodes from the switch, issue: Efence.

Before issuing the Efence command, you have to verify if the node(s) you are
migrating are the Primary or Primary Backup Node. Issue the Eprimary
command to check, and eventually change, the Primary and the Primary
Backup node. For more information, see PSSP Command and Technical
Reference Guide GC-23-3900.

 6. Shut down the node.

 7. Network boot each node that you are migrating by issuing the following
command:

nodecond 2 9 -G &

In the preceding example, node 9 of frame 2 will network/boot. After the
migration, the bootp_response is set to disk. Verify this by issuing the
following command:

splstdata -b

Note: If you use boot.install servers in your system, you need to migrate
these before migrating their clients.

The nodes will be installed when the LEDs are blank and host_responds is
active.
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 8. Verification. See section 3.6, “Node Migration Verif ication” on page 86 for
node verification.
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3.5.4 Migration to PSSP 2.3 Using mksysb

This section explains what steps are needed to migrate an AIX 4.1.5, PSSP 2.2
node to AIX 4.2.1 and PSSP 2.3 via a mksysb install.

 1. Node configuration data: You have to set the appropriate SDR attributes for
the node you are migrating. The attributes to be set are :

• lppsource_name

• code_version

• bootp_response

• next_install_image

To set these attributes, use the following command:

spbootins -s no -p <code_version> -v <lppsource_name>
-i <install_image> -l <node_list> -r install

For example, to migrate node 2 when lppsource is in the
/spdata/sys1/install/AIX421/lppsource directory, issue:

� �[ceedpart]/tmp>

spbootins -s no -p PSSP-2.3 -v AIX421 -i bos.obj.ssp.421 -r install -l 2

� �
 2. Verify settings. The settings in the SDR must have the appropriate

attributes. Verify these by issuing the following command:

splstdata -b

� �
[ceedgate]/tmp/>splstdata -b
List Node Boot/Install Information

node# hostname hdw_enet_addr srvr response install_disk
last_install_image last_install_time next_install_image lppsource_name

pssp_ver
-------------------------------------------------------------------------

29 ceed1n10.ppd.pok 02608C2DA7EF 17 install hdisk0
initial initial default aix421

PSSP-2.3

� �
• response should be set to install

• lppsource_name should be set to AIX421

• pssp_ver should be set to PSSP-2.3

• next_install_image should be set to bos.obj.ssp.421

 3. To set up NIM properly on the Control Workstation, the setup_server
command must be run. Issue the following command:

setup_server 2 > &1 |tee /tmp/setup_server.log

The output will be saved in the log file setup_server.log.

 4. Issue the syspar_ctrl command. The nodes that wil l run PSSP 2.3 are now
set in the SDR. To make these changes active on the Control Workstation
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and the nodes, the subsystems have to be refreshed. To do this, issue the
following command on the Control Workstation: syspar_ctrl -r -G

 5. Switch fabric. (Systems without a switch may skip this step.) To isolate
nodes from the switch, use the Efence command. Before issuing the
command, you have to verify if the node you are migrating is the Primary or
Primary Backup Node. Issue the Eprimary command to check, and eventually
change, the Primary and the Primary Backup node. For more information,
see PSSP Command and Technical Reference Guide, GC-23-3900.

 6. Shut down the node.

 7. Network boot each node that you are migrating by issuing the nodecond
command, for example as follows:

nodecond 1 5 -G &

In this example, node 5 of frame 1 will network/boot. After the migration, the
bootp_response is set to disk. Verify this by issuing the following command:

splstdata -b

Note: If you use boot.install servers in your system, you need to migrate
these before migrating their clients.

The nodes will be installed when the LEDs are blank and host_responds is
active.

 8. Verification. See section 3.6, “Node Migration Verif ication” on page 86 for
how to perform node verification.

Chapter 3. Migration Considerations for PSSP 2.3 83



3.5.5 Upgrade Node to PSSP 2.3

This section explains what steps are needed to update a node to AIX 4.2.1 and
PSSP 2.3. This method applies AIX 4.2.1 PTFs and preserves the rootvg
configuration. It upgrades the AIX file sets to AIX 4.2.1. After the upgrade, the
script pssp_script installs and updates PSSP 2.3 LPPs on top of current PSSP
LPPs. Perform this upgrade as follows:

 1. Apply AIX 4.2.1 on the node. You have to first mount the lppsource directory
on the node or nodes. Use dsh, as follows:

� �
dsh -w c201n01 /usr/sbin/mount c201s:
/spdata/sys1/install/aix421/lppsource /mnt

� �
• c201n01 represents node 1

• c201s represents the Control Workstation

• aix421 represents lppsource_name

Update all LPPs on the node by issuing the following SMIT fastpath on the
node:

smit update_all

 2. Verify that AIX migration was successful by issuing the following command:

� �
[c204cw]/>oslevel -l 4.2.1.0

Fileset Actuel level Maintenance level
-------------------------------------------------------------------
devices.msg.En_US.base.com 4.1.1.0 4.2.1.0
devices.msg.En_US.diag.rte 4.1.1.0 4.2.1.0
devices.msg.En_US.rspc.base.com 4.1.1.0 4.2.1.0
devices.msg.En_US.sys.mca.rte 4.1.1.0 4.2.1.0

� �
The above file sets are not migrated to AIX 4.2.1. You need to order and
install the appropriate PTFs to migrate these file sets to AIX 4.2.1.

 3. Node configuration data: You have to set the appropriate SDR attributes for
the node you are migrating. The attributes to be set are:

• lppsource_name

• code_version

• bootp_response

To set these attributes, use the following command:

spbootins -s no -p <code_version> -v <lppsource_name>
-l <node_list> -r customize

For example, to migrate node 29, issue:

� �
[ceedpart]/tmp>
spbootins -s no -p PSSP-2.3 -v aix421 -l 29 -r customize

� �
 4. Verify settings. The settings in the SDR must have the appropriate

attributes. Verify these by issuing the
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splstdata -b

 command, as follows:

� �
[ceedgate]/tmp/>splstdata -b
List Node Boot/Install Information

node# hostname hdw_enet_addr srvr response install_disk
last_install_image last_install_time next_install_image lppsource_name

pssp_ver
-------------------------------------------------------------------------

29 ceed1n10.ppd.pok 000000000029 17 customize hdisk0
initial initial default aix421

PSSP-2.3

� �
• response should be set to customize

• lppsource_name should be set to aix421

• pssp_ver should be set to PSSP-2.3

 5. To set up NIM properly on the Control Workstation, the setup_server
command must be run, as follows:

setup_server 2 > &1 |tee /tmp/setup_server.out

The output is saved in the log file setup_server.out.

 6. The nodes that wil l run PSSP 2.3 are now set in the SDR. To make these
changes active on the Control Workstation and the nodes, the subsystems
have to be refreshed. Issue the following command: syspar_ctrl -r -G

 7. Switch fabric. (Systems without a switch may skip this step.) Use Efence to
isolate nodes from the switch.

Before issuing the Efence command, you have to verify if the node you are
migrating is the Primary or Primary Backup Node. Issue the Eprimary
command to check, and eventually change, the Primary and the Primary
Backup node. For more information, see PSSP Command and Technical
Reference Guide, GC-23-3900.

 8. Copy the PSSP 2.3 pssp_script file to the /tmp directory of the node(s) you
are migrating. To do this, you can use the rcp or ftp command.

 9. Execute the pssp_script script that you copied to /tmp on the nodes you are
migrating. Do not forget to do a chmod 700 pssp_script. After completion of
the script, the bootp_response is set to disk.

Verify this by issuing splstdata -b.

10. Reboot the node. You must reboot the node, otherwise the changes to the
kernel are not made active.

The nodes will be installed when the LEDs are blank and host_responds is
active.

11. Verification. See section 3.6, “Node Migration Verification” on page 86 for
node verification.
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3.6 Node Migration Verification

Verify the migrated nodes with the following scripts:

• SYSMAN_test

• jm_install_verify

• jm_verify

• CSS_test

• spverify_test

Verify host_responds and switch_responds with the command spmon -G -d:
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� �
1. Checking server process

Process 12748 has accumulated 3 minutes and 43 seconds.
Check ok

2. Opening connection to server
Connection opened
Check ok

3. Querying frame(s)
1 frame(s)
Check ok

4. Checking frames

Controller Slot 17 Switch Switch Power supplies
Frame Responds Switch Power Clocking A B C D
----------------------------------------------------------------
 1 yes yes on 0 on on on N/A
5. Checking nodes

--------------------------------- Frame 1 ----------------------------
Frame Node Node Host Switch Key Env Front Pane
Slot Number Type Power Responds Responds Switch Fail LEDs
-------------------------------------------------------------------------
1 1 high on yes yes normal no LEDs are blank
5 5 high on yes yes normal no LEDs are blank
9 9 high on yes yes normal no LEDs are blank
15 15 high on yes yes normal no LEDs are blank
1 19 high on yes yes normal no LEDs are blank
5 21 high on yes yes normal no LEDs are blank
9 25 high on yes yes normal no LEDs are blank

� �

Verify your applications, network, and so forth. Check the error logs. Make a
system backup of the nodes after the migration is done and the nodes are
working as expected.

After migrating the Control Workstation to PSSP 2.3, you may be supporting
nodes at mixed levels of AIX and PSSP. Once all the nodes have been migrated
to AIX level 4.2.1 and PSSP level 2.3, you can remove all NIM resources and files
associated with this old level of AIX and PSSP. You may remove the files for AIX
not equal to aix421, and for PSSP, those that are not equal to PSSP 2.3. For
example:

• To remove NIM resources associated with AIX 4.1.5 issue:

nim -o remove lppsource_aix415

• To remove the SPOT and files that NIM generated issue:

nim -o spot_aix415

• To display the mksysb resources:

lsnim -t mksysb -l

• To remove the mksysb resource:

nim -o remove mksysb_415

• Remove the AIX files associated with AIX 4.1.5 and PSSP 2.2 in the following:

/spdata/sys1/install/aix415
/spdata/sys1/install/images/bos.obj.ssp.415
/spdata/sys1/install/pssplpp/PSSP-2.2
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Chapter 4. Software Coexistence

IBM PSSP (Parallel System Support Programs) provides support for installation
and management of the RS/6000 SP.

PSSP 2.3 supports multiple levels of AIX and PSSP in the same partition.
Installations that benefit from coexistence include those that are using diverse
applications on different levels of AIX and PSSP.

With PSSP 2.1, system partition was introduced. With this support, a set of
nodes can be viewed as a logical subsystem within the RS/6000 SP. Multiple
system partitions can be defined.

This gives a level of isolation and provides a mechanism for testing of new
software and software releases. Multiple levels of AIX and PSSP can be used on
nodes within the same RS/6000 SP.

In PSSP 2.1, all nodes in an RS/6000 SP partition must be at the same AIX and
PSSP. PSSP 2.2 introduced support for two levels of PSSP, with corresponding
levels of AIX, in the same partition.

PSSP 2.3 provides support for multiple levels of PSSP. This allows mixed system
partitions with nodes running PSSP 1.2, PSSP 2.2 and PSSP 2.3; or PSSP 2.1,
PSSP 2.2 and PSSP 2.3 at the same time.
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Coexistence is intended to be a migration aid by providing flexibility for RS/6000
SP upgrades.

The main benefit of this support is improved upgrade or migration flexibility.
This includes:

• Easier introduction of new RS/6000 SP technology

• Addition of new 604e High nodes to existing RS/6000 SP systems

• Upgrade granularity: the ability to add or migrate a single node at a time

• Avoiding disruption to other nodes in the system during the migration
upgrade

• Support for customers for whom partitioning is not a solution, for instance
small RS/6000 SP systems

• Allowing managed migration of the production application workload onto new
software

• Ability to do rolling migration of all nodes running Oracle if high availability
is configured while the system is operational

The AIX and PSSP coexistence, or mixed partitions support, should be of
particular interest to those installations using the RS/6000 SP for database and
commercial processing. These customers can reduce their system down time
for maintenance because they can test and migrate without interrupting
everything.

This presentation describes the software coexistence support in PSSP 2.3.
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4.1 Software Coexistence 604e High Node

• Supported coexistence configurations.

- PSSP 1.2 and PSSP 2.2

- PSSP 1.2 and PSSP 2.3

- PSSP 1.2 and PSSP 2.2 and PSSP 2.3

- PSSP 2.1 and PSSP 2.2

- PSSP 2.1 and PSSP 2.3

- PSSP 2.1 and PSSP 2.2 and PSSP 2.3

- PSSP 2.2 and PSSP 2.3

− Each PSSP has his corresponding level of AIX

 - PSSP 1.2 =  A IX 3.2.5

 - PSSP 2.1 =  A IX 4.1.3, 4.1.4, 4.1.5

 - PSSP 2.2 =  A IX 4.1.4, 4.1.5, 4.2.0, 4.2.1

 - PSSP 2.3 =  A IX 4.2.1

Note: PSSP 1.2 and PSSP 2.1 are supported in the same RS/6000 SP if they are
in different partitions.
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4.2 Software Coexistence 604e High Node

It is possible to have 604e High node with PSSP 2.2 and AIX 4.1.5 plus PTFs, and
604e High node with PSSP 2.3 and AIX 4.2.1 in the same RS/6000 SP system.
The CWS has to be at the latest level of PSSP and AIX.
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4.3 SDR Fields

Coexistence SDR fields.

The code_version attribute of the SDR node object was not used in PSSP 2.1. or
1.2. It is used to set the level of PSSP running on the node in PSSP 2.2 and 2.3.
The code_version attribute of the SDR Syspar object, which in earlier releases
represented the PSSP level of all nodes in the system partition, is in PSSP 2.2
and PSSP 2.3 used to set the earliest PSSP level running in that System
partition.

Initialization of the code_version attribute for nodes is done when the CWS is
migrated to PSSP 2.3. The installation software propagates the Syspar
code_version value. New installations, the code_version attribute is set as part
of the creation of the Node objects.

Initially the PSSP 2.3 installation code set these values. Node code_version are
updated as the respective nodes within a system partition are migrated to a later
release. The field is used by setup_server for installation of a newer release of
PSSP. The node code_version represents the level running on the node.
RS/6000 SP subsystems (topology services,heartbeat,etc) depends on an
accurate state of this SDR attribute for proper operation within a coexistence
environment.
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4.4 Maintaining SDR

SDR fields setting and retrieving.

The maintenance of the SDR fields is the responsibility of the administrator. It is
not an automated process performed as part of node upgrades. The following
interfaces are used to set and retrieve the code_version attribute of a node.

• spbootins -p

• splst_versions

The -p option of the spbootins command set the code_version field for the node.
You can set the target PSSP level (PSSP 2.3) during a migration or
reconfiguration of a node.

Syspar code_version is not set manually. The spbootins command will update
this attribute if necessary. When the Syspar code_version is updated, the
system partition configuration custom file is not updated . Therefore, the
spverify_syspar will report a mismatch. You can update the custom file by
invoking spcustomize_syspar. The splst_versions command returns the PSSP
level of a specified node, node group, or system partition.

With this output you can determine what PSSP levels are running on specific
nodes in a system partition. You can check if you have a mixed system partition.
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� �
[c201cw]/> splst_versions

PSSP-2.2
PSSP-2.3

� �

The output of the command splst_versions gives the PSSP levels installed on the
RS/6000 SP in the current partition.

� �
[c201cw]/> splst_versions -t
1 PSSP-2.3
5 PSSP-2.3
9 PSSP-2.2
13 PSSP-2.2

� �

The output of the command splst_versions -t gives the PSSP levels installed on
the RS/6000 SP nodes.

� �
[c201cw]/> splstdata -b

List Node Boot/Install Information

Node# hostname hdw_enet_addr srvr response install_disk
last_install_image last_install_time next_install_image lppsource_name

pssp_ver
--------------------------------------------------------------------
1 c201n01.ppd.pok. 02608CE908B8 0 disk hdisk0
 bos.obj.ssp.41 Fri_May__2_22:11:37 bos.obj.ssp.42 aix421

PSSP-2.3

5 c201n02.ppd.pok. 02608CE908DA 0 disk hdisk0
 bos.obj.ssp.42 Fri_May__2_19:05:04 bos.obj.ssp.42 aix421

PSSP-2.3

9 c201n03.ppd.pok. 02608CE908D2 0 disk hdisk0
 bos.obj.ssp.41 Wed_Apr_30_12:39:38 bos.obj.ssp.41 aix415

PSSP-2.2

13 c201n04.ppd.pok. 02608CF5056D 0 migrate hdisk0
 bos.obj.ssp.41 Wed_Apr_30_12:39:26 bos.obj.ssp.42 aix420

PSSP-2.2� �

The output of the command splstdata -b gives the PSSP code_versions and level
of AIX. Be aware that in case the boot response is customize or migrate,
splstdata -b shows the PSSP version and AIX level which will be installed after
the next net-boot.
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4.5 The syspar_ctrl Command

Syspar controller manages certain RS/6000 SP subsystems. Including those with
dependencies on node_version. It is used for migrating and managing partitions.

If there are no partitions set, you still have a single default system partition.
Many RS/6000 SP subsystems operate within the domain of a system partition.
When nodes are migrated to PSSP 2.3, the system partition sensitive subsystems
need to be updated. This involves the following:

• Stopping and deleting the appropriate subsystem components (daemons)
running on the affected node.

• Adding and starting subsystems components.

• Refreshing and updating the subsystems on the CWS. The following is an
example:

The hats subsystem(PSSP 2.2) or the hb subsystem(PSSP 2.1)
provided by the topology services and
event management infrastructure, is to be updated.
After migration of the CWS to PSSP 2.3, the subsystems running
on the CWS would include hats, haem, hags, hb and hr.
When migrating one of the nodes from PSSP 2.1 to PSSP 2.3, hb is
stopped and removed from that node.
The new subsystems hats , haem, hags are added and started.
On the CWS the subsystems are refreshed to reflect the change in
the node.
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Uses of syspar_ctrl:

• syspar_ctrl -E returns a list of the subsystems managed by the Syspar
Controller.

• syspar_ctrl -c stops and cleans the subsystems.

• syspar_ctrl -A adds and starts the new subsystems.

• syspar -r refreshes the subsystems.

 syspar-ctrl 

The role of the Syspar Controller and how subsystems are managed, is a
useful problem isolation tool. If a node is migrated to PSSP 2.3, and you
have an inoperative host_responds, you can verify that the subsystems have
been started by: lssrc -a. The hats subsystem is responsible for
host_responds. The hr subsystem invokes the haem subsystem. The haem
subsystem invokes the hags subsystem. The hags subsystem invokes the
hats subsytem. You can verify by invoking syspar_ctrl -E and lssrc -a|pg

Note: In a migration scenario that involves a reboot, the script rc.sp runs
syspar_ctrl -c and syspar_ctrl -A. The administrator is responsible for the
refresh operation: syspar_ctrl -r.

When installing or migrating, the component′s name of an LPP could change. If
upgrading from PSSP 1.2 to PSSP 2.3, the component name for VSD is different.
The csd image must be de-installed before installing the PSSP 2.3 ssp.csd
image. Some products have PSSP and AIX dependencies. Ensure that the LPP
releases are supported on the new PSSP 2.3 and AIX 4.2.1. The PSSP System
Planning guide summarizes the LPPs that are supported on different PSSP
releases.
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4.6 Directories

The directory structure to support all releases of PSSP and also to support the
AIX versions or releases.

The pssplpp directory contains the directories with the different PSSP versions.
In the pssplpp directory is also a pssp.installp directory, this is a symbolic link
/spdata/sys1/install/pssplpp/PSSP-2.1/pssp.installp. This way the software
coexistence with version 2.1 of PSSP is maintained. This symbolic link is only
needed for PSSP 2.1. To support coexistence, you need a psslpp directory for
every of PSSP that exist in the RS/6000 SP system.

The default directory is not necessary if you define for example AIX42 directory
as the directory for the AIX images and for the NIM SPOT. The definition is
entered in the site information frame. Smit fast_path : smitty site_env_dialog.

The images directory has the different system backups. To support coexistence
you need an image of every version of AIX that exist in the RS/6000 SP system.
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4.7 Conclusion

4.7.1.1 High Availability Group Services API (GSAPI)
Programmers writing for the GSAPI and also systems administrators with
systems using GSAPI need to be aware that all nodes must be at PSSP 2.3 in
order to utilize the new PSSP 2.3 GSAPI functions. Systems with mixed PSSP 2.3
and 2.2 nodes can only operate at the PSSP 2.2 level until all nodes are at PSSP
2.3.

The GSAPI function is not available in PSSP 2.1 or PSSP 1.2.

4.7.1.2 VSD and IBM Recoverable VSD (RVSD)
In mixed system partitions containing PSSP 1.2 or PSSP 2.1 nodes, the VSD
subsystem in PSSP 2.3 and PSSP 2.2 can coexist with the VSD subsystem at
these earlier levels, but VSDs can only be configured on and used by nodes at
the same PSSP level.

• PSSP 2.3 and PSSP 2.2 nodes only configure VSDs that are served by PSSP
2.3 and PSSP 2.2 nodes.

• Attempts to configure VSDs on PSSP 1.2 or PSSP 2.1 nodes for VSDs served
by PSSP 2.3 and PSSP 2.2 nodes will succeed, but requests to these VSD′s
will not be served and will eventually time out.
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The VSD subsystem in PSSP 2.3 can interoperate with the VSD subsystem in
PSPS 2.2, but the level of function available in this configuration is the PSSP 2.2
level. In order to exploit the new function in the PSSP 2.3 VSD subsystem and
RVSD 2.1, all nodes in a system partition must be running PSSP 2.3 and RVSD
2.1. Additionally, when the last PSSP 2.2 node is migrated to PSSP 2.3, all nodes
in the system partition must be reconfigured/rebooted to enable the nodes in the
system partition to use the PSSP 2.3/RVSD 2.1 level of function.

RVSD includes the following quorum rules/restrictions in a coexistence
environment:

• RVSD 2.1 (PSSP 2.3) and RVSD 1.2 (PSSP 2.2) treat nodes running earlier
releases of RVSD/PSSP as down. Similarly, earlier releases of RVSD do not
recognize RVSD 2.1 or RVSD 1.2 nodes.

• Quorum will be evaluated as followscolon.

− RVSD 2.1 (PSSP 2.3) and RVSD 1.2 (PSSP 2.2):

number_of_PSSP_2.3_or_2.2_VSD_nodes/2 + 1

Note: Quorum may be overridden by the administrator in RVSD 2.1 and
RVSD 2.1.

− RVSD 1.0 (PSSP 1.2) and RVSD 1.1 (PSSP 2.1):

number_of_all_VSD_nodes + CWS)/2 + 1

Note: Upgrading more than half of the VSD nodes to PSSP 2.3 or PSSP
2.2 causes the VSD group running on earlier releases to become
inactive.

4.7.1.3 General Parallel File System for AIX (GPFS)
GPFS is not supported in a coexistence configuration. All nodes within a system
partition that requires GPFS must be running PSSP 2.3. GPFS requires RVSD 2.1
and all the within a system partition with GPFS must have RVSD 2.1.

4.7.1.4 Extension Node Support
Extension Node support in PSSP 2.3 functions in a mixed system partition, but
the primary node and the primary backup node must be running PSSP 2.3. As
the SPS switch is a prerequisite for the Extension Node, AIX 3.2.5/PS SP 1.2
within the system partion is not supported.

4.7.1.5 Parallel Application Products
Parallel applications like IBM Parallel Environment for AIX, or Parallel ESSL for
AIX are not supported in a mixed partition. This applies to their use for either IP
or user space communication. Parallel applications can only run in a system
partition that has all of its nodes at the same PSSP level.

4.7.1.6 Loadleveler
Loadleveler 1.2.1 and 1.2.0 coexistence is supported for serial scheduling in a
system partition with nodes running PSSP 2.2 and PSSP 1.2, respectively.
Loadleveler 1.2.1 is supported on both PSSP 2.1 and PSSP 2.2. Loadleveler 1.3
(running on PSSP 2.3 or PSSP 2.2), is not compatible with earlier levels of
Loadleveler.
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4.7.1.7 PIOFS, CLIO/S, NetTAPE
The following products at the specified release levels support PSSP 2.3, PSSP 2.2
and PSSP 2.1, but are not supported for migration in a mixed partition. The
following products require AIX 4.1 (except the NetTAPE products) and are not
compatible with releases running on PSSP 1.2:

• Parallel I/O File System 1.2

• IBM Client Input Output/Sockets 2.2

• IBM Network Tape Access and Control System (NetTAPE) for AIX, and IBM
NetTAPE Tape Library Connection
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Chapter 5. AIX Automounter

5.1 Overview of AIX Automounter

When users or applications work on a standalone RS/6000 machine, they have
access to the data that is on the local disk in a familiar and standard way: they
see the data as files in the local file systems.

The RS/6000 SP machine is a network of high-performance nodes. Each of these
nodes has its own CPU, memory, operating system, and local disks. Each of the
disks on the nodes can be used to store both user and application data and
binaries. But a problem arises: each node is a separate machine on the
network, so the data might be spread over many nodes. Each user and
application has to be aware of this and connect to different nodes, depending on
what data they want to use.

This fact would make the machine more difficult to use and to write applications
for.

The data on each node would have to be made available to the others in some
transparent way, and the data located in remote nodes would have to look as if it
were local data to the client machines.
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In this way the RS/6000 SP would appear as only one machine to both the end
users and the applications, with the data on each node that is to be shared
available to all other nodes, creating a global repository of storage available to
all the applications and users.

From the system administration point of view, we would like to have a method of
making the administration of this sharing of data between the nodes easy and
efficient.

In this chapter we discuss a tool that accomplishes this: the AIX Automounter.
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5.2 What is an Automounter?

By now, most of us are familiar with working network resources. One of the
most used network resources is the disk of file servers. We want certain
machines to be able to access other machines′ disk resources as transparently
as possible. On AIX, this task is performed by the Network File System (NFS).
NFS lets one machine, called the server, make its disk resources available to
other client machines on the network. Each client machine can request services
from many of those NFS servers.

In a plain NFS environment, the system administrator would have to export the
desired file systems on the server, and then configure each client machine to
mount the remote file system (that is, to make it accessible on that machine).
From that point, the client machine can see the data on the remote file system
as local.

As the number of client machines grows, the management cost of keeping all the
clients up to date can be high. So, a more efficient way of specifying remote
mounts on the client should make the system administrator′s task easier, and
also be more productive. That would result in improved overall system usability.

The Automounter is a tool that does this. When you access a file or directory on
a client machine, and that file system is under control of an Automounter, then
this facility will do the required mounts for you.
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Also, when there has been no activity for some configurable period of time on
the mounted file system, the Automounter will unmount the file system
automatically.

For the mounting activity of an NFS file system, the Automounter will use
standard NFS mounting facilities. It will reduce the amount of time that a remote
file system is mounted to the amount of time that file system is actually needed
on the local machine. It will also reduce the number of mounts on a given
system, and will help in reducing system problems due to NFS server outages.
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On the SP, the Automounter is optionally used to manage the mounting of home
directories. It can be customized to manage other directories as well. When
configured, an Automounter daemon runs on each node and is started when the
node is booted. This also applies to the Control Workstation. The mounted
directories might be served by any NFS server on the network. If the directory to
be mounted appears as a local directory to the machine (as can be the case with
AFS), then the Automounter will simply create a symbolic link to that target
directory instead of attempting to mount it.

The Automounter manages directories specifically defined in the Automounter
configuration files, or map files. These can reside on each node locally, or can
be accessed by means of the Network Information Services (NIS). Typically,
there is one map file for each file system to be controlled by the Automounter. If
SP User Management has been configured, then PSSP will create and maintain
a map file to control user home directories under the /u file system.

As mentioned earlier, the Automounter can be customized to manage other
directories as well. That helps the end users and applications because they see
the same file system structure on all the nodes they have access to. Also, it
makes system administration easier, since the system administrator only has to
modify map files on the control workstation in order to make changes on a
system-wide basis.
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5.3 New Automounter in PSSP 2.3

In releases of PSSP prior to 2.3, the BSD Automounter (also known as AMD) was
exploited. This package offers good flexibility and functionality. It has many
options that enable the System Administrator to specify many aspects of how
and where the NFS mounts occur.

This package is also freely available under license on an “as is” basis, and has
presented many problems in the field. It is hard to service and offers low
reliability.
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In PSSP 2.3, the BSD Automounter is replaced by the AIX Automounter, which is
the AIX version of the SunOS 4.x Automounter. This software is part of NFS in
the Network Support Facilities of the AIX Base Operating System (BOS) Runtime,
and is fully supported by AIX. We will refer to the new automounter as the AIX
Automounter.

The main goal of this change is to provide better reliability and better
serviceability. On a machine like the SP, the automounter plays a key role in
making all file systems on which end user and application binaries and data are
stored, available to other nodes. It is therefore important that the automounter
be very reliable and run without interruptions.

The AIX Automounter has proved to be more stable than AMD. It is also fully
supported by AIX, thus giving it better serviceability.
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5.4 PSSP Configuration

During the PSSP installation procedure, the system administrator specifies if the
PSSP software will control the automounter use. The site environment variable
amd_config is set to either true (PSSP will start the automounter), or false (PSSP
will not start the automunter).

 Note 

In PSSP 2.3, the meaning of amd_config is generalized to refer to both the
AMD and AIX automounter, no matter which one is installed on the nodes.

This variable could be set by using the smit enter_data command on the Control
Workstation and selecting from the following SMIT panel:

� �
Site Environment Configuration ==>

Automounter Configuration {true|false}

� �
Figure 2. Setting amd_config
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Select the field Automounter Configuration as desired. You could also use the
spsitenv command.

Also, if the SP user management services have been configured, then the
system administrator can use the smit spmkuser panel to add users to the
system, smit sprmuser to delete users from the system, and smit spchuser to
change the characteristics of a user.

PSSP then manages the /u file system, where the home directory of the SP users
is mounted by the automounter. PSSP adds, deletes, or changes entries on the
automounter map files for the /u file system, as you add, delete, or change
users.

If the amd_config environment variable is set to false during system
configuration, then PSSP will not configure or start the automounter daemon,
and if the usermgmt_config environment variable is not set, it will not maintain
the maps for the user′s home directories. This setting could be changed at a
later time. You would then need to reboot the SP system in order for this
change to take effect. Maps for already defined users would not be created, so
that information would need to be added manually. This could be done by
modifying the maps directly, or by using the mkamdent command.
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5.5 AIX Automounter Master Map File

The master map file for the automounter is located in /etc/auto.master. This
master map file contains definitions for each file system that is to be controlled
by the AIX Automounter daemon, the name of the map file containing the
directory information, and optional default mount options that would apply for
every directory on the map file specified in that line.

As an example, this is the /etc/auto.master file for the /u file system:

� �
/u /etc/auto/maps/auto.u -rw,hard,rsize=4096,wsize=4096

� �

In this file, we are telling the AIX Automounter to manage the /u file system. We
specify that the subdirectory information is located in /etc/auto/maps/auto.u and
show some NFS default mount options for all the subdirectories in that map.

This master file can also be accessed by means of NIS. By default, the SP
invocation of the AIX Automounter disables the use of the auto.master NIS
database. In order to be able to use auto.master by means of NIS, you need to
do one of the following:

• Create the /etc/auto.master file on the client machine, as follows:
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� �
+auto.master

� �
• You can change the way in which the AIX Automounter is started by not

specifying the -m -f /etc/auto.master parameters.

Following is a complete example of how to use the /etc/auto.master with NIS:

 1. Make sure NIS is not running on the server. For this example, we are going
to use the Control Workstation (CWS) as an NIS server. In order to check
that the CWS is not an NIS server, issue the ypwhich command. If you get
the following message, then NIS is not configured in this machine:

� �
(root) /> ypwhich
ypwhich: the domainname hasn′ t been set on this machine.

� �
If you obtain the name of a domain, then you need to delete the NIS
configuration on the CWS. Use the smit yp command to do so.

 2. Edit the /var/yp/Makefi le file and search the following line:

� �
all: all.time passwd group hosts ethers networks rpc services protocols \

netgroup bootparams aliases publickey netid netmasks all.remove

� �
 3. Add a line to the all stanza for the new auto.master map file as shown:

� �
all: all.time passwd group hosts ethers networks rpc services protocols \

netgroup bootparams aliases publickey netid netmasks all.remove \
auto.master� �

 4. Add the following stanza to the Makefile file:

� �
auto.master.time: /etc/auto.master

-@if [ -f /etc/auto.master ]; then \
$(MAKEDBM) /etc/auto.master $(YPDBDIR)/$(DOM)/auto.master;\
chmod 600 $(YPDBDIR)/$(DOM)/auto.master.pag; \
touch auto.master.time; \
dspmsg cmdnfs.cat -s 56 39 ″updated auto.master\n″;  \
if [ ! $(NOPUSH) ]; then \

$(YPPUSH) auto.master; \
dspmsg cmdnfs.cat -s 56 40 ″pushed auto.master\n″ ;\

else \
: ; \

fi \
else \
dspmsg cmdnfs.cat -s 56 41 ″couldn′ t find /etc/auto.master\n″ ;\
fi

� �
 5. Add a stanza for /etc/auto.master at the bottom of the Makefile file, as

follows:
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� �
$(DIR)/publickey:
$(DIR)/netid:
$(ALIASES):
$(DIR)/netmasks:
/etc/auto.master:

� �
You can also write the /etc/auto.master as $(DIR)/auto.master, since DIR is
defined as follows in the Makefile file:

� �
#
# (C) COPYRIGHT International Business Machines Corp. 1989, 1993
# All Rights Reserved
# Licensed Materials - Property of IBM
#
# US Government Users Restricted Rights - Use, duplication or
# disclosure restricted by GSA ADP Schedule Contract with IBM Corp.
#
# Copyright (c) 1988 Sun Microsystems, Inc.
#
# 1.1 88/03/07 4.0NFSSRC SMI
#
DIR =/etc
DOM = domainname
NOPUSH = ″″
ALIASES = /etc/aliases
YPDIR=/usr/sbin
YPDBDIR=/var/yp
YPPUSH=$(YPDIR)/yppush
.
.
.

� �
 6. Now you have to set up the NIS Domain Name for the CWS. In order to do

that, issue a smit yp command and select the Change NIS Domain Name of
this Host option from the SMIT panel. The following screen is shown:

� �
Change NIS Domain Name of this Host

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Entry Fields
* Domain name of this host [test]
* CHANGE domain name take effect both

now, at system restart or both?

F1=Help F2=Refresh F3=Cancel F4=List
Esc+5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do� �

In this way, the NIS Domain Name is set to test.
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 7. Next you have to set up the CWS as an NIS Server. In order to do this, issue
a smit mkmaster command. The following panel is shown:

� �
Configure this Host as a NIS Master Server

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Entry Fields
HOSTS that will be slave servers []

* Can existing MAPS for the domain be overwritten? yes
* EXIT on errors, when creating master server? yes
* START the yppasswdd daemon? yes
* START the ypupdated daemon? yes
* START the ypbind daemon? yes
* START the master server now, both

at system restart, or both?

F1=Help F2=Refresh F3=Cancel F4=List
Esc+5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do� �

Choose the options as shown in the example, and hit the Enter key.

 8. Issue a cd /var/yp command, and build the auto.master NIS map by
executing the following command:

� �
make auto.master

� �
 9. To check if the configuration is working, issue a ypwhich command on the

CWS. You should get output similar to the following:

� �
sp2cw0/var/yp> ypwhich
loopback.msc.itso.ibm.com
sp2cw0/var/yp>

� �
Also issue a ypcat auto.master command. You should get output similar to
the following:

� �
sp2cw0/var/yp> ypcat auto.master
/etc/auto/maps/auto.net -soft,intr,retry=3
/etc/auto/maps/auto.u -soft,intr,retry=3
sp2cw0/var/yp>

� �
This output should match the contents of the /etc/auto.master map file.
Remove the stanzas that begin with the # character from the
/etc/auto.master file.

10. Now is the time to configure one of the nodes as an NIS client. To do this,
first stop supper from updating the /etc/auto.master file. You can
temporarily do this by issuing crontab -e as root and commenting out the
line that does the supper update sup.admin user.admin node.root. After this

Chapter 5. AIX Automounter 115



procedure completes, uncomment this line. If you want to keep using the
NIS auto.master file, then you should erase the /etc/auto.master file from the
user.admin file collection.

11. Configure the NIS client. To do this, issue the smit mkclient command. The
following panel is shown:

� �
Configure this Host as a NIS Client

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Entry Fields
* START the NIS client now, both

at system restart, or both?

� �
Press the Enter key.

12. Check that the configuration is working. Issue the ypwhich command. You
should get output similar to the following:

� �
sp2n01/> ypwhich
sp2en0.msc.itso.ibm.com
sp2n01/>

� �
13. Edit the /etc/auto.master file on the node, and leave it as follows:

� �
sp2n01/> cat /etc/auto.master
+auto.master
sp2n01/>

� �
14. Check the NIS auto.master map. Issue the ypcat auto.master command. The

listing of the /etc/auto.master file of the NIS server should appear, as follows:

� �
sp2n01/> ypcat auto.master
/etc/auto/maps/auto.net -soft,intr,retry=3
/etc/auto/maps/auto.u -soft,intr,retry=3
sp2n01/>� �

15. Stop the AIX Automounter daemon by finding its PID and issuing kill -15 as
follows:

� �
sp2n01/> ps auxw | grep -i automount
root 19308 0.0 0.0 236 300 - A 19:26:35 0:00 /usr/sbin/a
utomount -f /etc/auto.master -m -D HOST=sp2n01
root 21754 0.0 0.0 120 152 pts/1 A 17:51:48 0:00 grep -i aut
sp2n01/> kill -15 21754� �

16. Start the AIX Automounter daemon using the /etc/auto/startauto command
as follows:

� �
/etc/auto/startauto

� �
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Now you should be able to use the AIX Automounter-managed directories as
usual. Note that only the /etc/auto.master file is accessed by NIS. You can use
this procedure to make the individual map files of every directory managed by
the AIX Automounter available by means of NIS.

5.5.1 AIX Automounter Map File

In this section we introduce the configuration files for the AIX Automounter, and
some examples of configuration files.

The AIX Automounter reads automount map files to determine which directories
to handle under a certain mount point. There is usually one map file for every
mount point to be controlled. These map files are kept in the /etc/auto/maps
directory, while the list of all map files to be used is stored in the
/etc/auto.master file. PSSP stores the map files in the /etc/auto/maps directory
by convention. The administrator can store the map files in some other
directory, as long as the full path is specified. The name of the files can be
anything, but the automounter is easier to administer if basic conventions are
followed, such as naming each map as auto.filesystem, where filesystem is the
name of the file system that this file describes.

If both amd_config and usermgmt_config are set to true, then the /u file system
is automatically controlled by the automounter. PSSP creates an automount
map file for the /u file system in the /etc/auto/maps/auto.u file. This file has
entries for every user defined by using the smit spmkuser command. The format
is as follows:
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� �
key -mount_options server_name:mount_directory:sub_directory

� �

Here, key is the directory that we want to mount within the file system;
mount_options is an optional field that is used for the mount operation and that
overrides the specifications that might exist for this map in the /etc/auto.master
file; server_name specifies which NFS server exports the file system that we want
to mount; mount_directory is the directory itself that we want to mount from the
NFS server, and sub_directory is an optional path that can be specified under
mount_directory.

If server_name matches the local machine name, then the automounter daemon
simply creates a symbolic link to the target directory instead of trying to do the
NFS mount operation. **************************************************************

5.5.2 AIX Automounter Map File Examples

In this section we offer examples of how to use the automounter to manage two
different file systems, /u and /net, and discuss the steps for creating your own
map files.
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5.5.3 Creating Users

An SP user might be created as shown above.

The default home directory for SP users is /home/hostname/user, where
hostname is the short name of the system where that directory resides.

The /etc/auto/maps/auto.u map file for user user1 is:

� �
user1 nfsserv1:/home/nfsserv1:user1

� �

This could also be written as:

� �
user1 nfsserv1:/home/nfsserv1:&

� �

In this stanza, the & symbol is replaced by the key value, which in this case is
user1.

In this example, the following steps occur:

Chapter 5. AIX Automounter 119



• If user1 successfully logs onto the machine nfsserv1, then the automounter
will automatically create a symbolic link to the local directory, as shown:

� �
/u/user1 -> /home/nfsserv1/user1

� �
In this way, the user uses the /home/nfsserv1/user1 directory when
accessing the /u/user1 directory.

• When user1 successfully logs onto a machine other than nfsserv1, and tries
to access its home directory, the automounter needs to do an NFS mount of
the remote directory. The steps for this are the following:

 1. The automounter does the NFS mount of the remote directory if that
directory is not already mounted, as follows:

� �
mount nfsserv1:/home/nfsserv1 /tmp_mnt/u/user1

� �
The directory /tmp_mnt is the local staging or temporary area where all
mounts done by the automounter actually take place.

 2. Then the automounter creates a symbolic link to the local directory that
was just mounted, as follows:

� �
/u/user1 -> /tmp_mnt/u/user1/user1

� �
At this point, the user accesses the same /u/user1, but this time, the
actual access will be done over the NFS-mounted
/tmp_mnt/u/user1/user1 directory.
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5.5.4 Managing Other File Systems with AIX Automounter

As previously mentioned, we can use the AIX Automounter to manage
directories other than /u. In this example, we would like the automounter to
manage the /net file system, which might be used as the mount point for other
general purpose file systems that should be available on all systems.

First, add entries to the /etc/auto.master file that define the /net file system to
the AIX Automounter, and the map file for that file system.

The /etc/auto.master file will look like this:

� �
/u /etc/auto/maps/auto.u -rw,hard,rsize=4096,wsize=4096
/net /etc/auto/maps/auto.net -rw,soft,intr

� �

Then, add definitions for the subdirectories that are to be mounted under the
/net file system to the /etc/auto/maps/auto.net file, which might look like the
following:
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� �
apps sp2n03:/exports/apps
bigfs1 sp2n08:/exports/bigfs1
compfs1 sp2n03:/exports/compfs1
batch1files sp2n11:/exports/batch1files
nodebackup sp2n12:/exports/nodebackup

� �

At this point, refresh the automounter daemon in order to make it read the new
/etc/auto.master file. To do that, stop the automounter daemon and start it
again.

To stop the daemon, do the following:

 1. Make sure the automounter has no subdirectory under its control mounted.
To do that, do the following:

• Issue a mount command, as follows:

� �
sp2cw0/> mount
node mounted mounted over vfs date options
------ ------------- --------------- ------ ------------ --------------
 /dev/hd4 / jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd2 /usr jfs Apr 29 20:01 rw,log=/dev...

/dev/hd9var /var jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd3 /tmp jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd1 /home jfs Apr 29 20:03 rw,log=/dev...

/dev/lv02 /spdata jfs Apr 29 20:03 rw,log=/dev...
/dev/lv03 /tftpboot jfs Apr 29 20:03 rw,log=/dev...

sp2cw0 (pid9276@/u) /u nfs Apr 29 20:04 ro,ignore
sp2cw0 (pid9276@/net) /net nfs Apr 29 20:04 ro,ignore

� �
Check if there is a mount under the /tmp_mnt staging area. These
mounts look as follows:

� �
sp2cw0/> mount
node mounted mounted over vfs date options
------ ------------- --------------- ------ ------------ --------------
 /dev/hd4 / jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd2 /usr jfs Apr 29 20:01 rw,log=/dev...

/dev/hd9var /var jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd3 /tmp jfs Apr 29 20:01 rw,log=/dev...
 /dev/hd1 /home jfs Apr 29 20:03 rw,log=/dev...

/dev/lv02 /spdata jfs Apr 29 20:03 rw,log=/dev...
/dev/lv03 /tftpboot jfs Apr 29 20:03 rw,log=/dev...

sp2cw0 (pid9276@/u) /u nfs Apr 29 20:04 ro,ignore
sp2cw0 (pid9276@/net) /net nfs Apr 29 20:04 ro,ignore
sp2n02 /home/sp2n02 /tmp_mnt/u/test1 nfs3 May 03 12:08 soft,intr

� �
Here, /tmp_mnt/u/test1 is an example of a file system mounted on the
AIX Automounter staging area.

• If there is no mount under the /tmp_mnt staging area that the
automounter is managing, you can go to the next step.

• If there are file systems mounted under the /tmp_mnt staging area, stop
the processes that are using those file systems and unmount them.
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 Note 

If any active mounts exist when the automount daemon is stopped,
these will not be removed the next time the automounter is started.
You will need to explicitly unmount those file systems, or wait until
the system is rebooted.

 2. Find the PID of the automounter daemon.

 3. Stop the automounter by sending a TERM signal.

 4. Start the automounter again.

This procedure would look like this:

� �
(root)> ps auxwww | grep automount
root 9276 0.0 0.0 296 204 - A Apr 19 0:00 /usr/sbin/a
utomount -f /etc/auto.master -m -DHOST=sp2cw0
(root)> kill -15 9276
(root)> /etc/auto/startauto

� �

You should note that the PID of the AIX Automounter can be also taken from the
output of the mount command.

A session with one of these file systems is shown in the next figure.
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The above figure illustrates an example of how to manage other file systems
with automounter.
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5.5.5 Creating Your Own Map Files

After having seen the previous two examples, let us now discuss the steps for
creating your own map files:

 1. Create an automount map file at /etc/auto/maps/auto.fs.

 2. Update the /etc/auto.master file with the data about the fs.

 3. Add the map file to the file collection mechanism, in order to have the files
distributed over the nodes.

 4. Refresh the automounter on the nodes.

 Note 

Do not try to kill the automounter daemon using kill -9. That might cause
the automounter-controlled file systems to hang. Use the kill -15 command
instead.

If you have more than one type of automounter in your installation (say AMD and
AIX Automounter), you need to create and update the configuration files for all of
the automounters. This may be the case if your installation has multiple levels
of PSSP.
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The AIX Automounter can be used to access file systems other than NFS, such
as AFS or GPFS. The AFS or GPFS file systems already appear as local file
systems on each node, so the map file would look like this:

� �
user1 $myhostname:/afs/pok.ibm.com/usr2:&

� �

In this example, we would like the $myhostname variable to be replaced with the
name of the local host where that map resides, so when the key matches user1,
the automounter links to the target directory. To do this, it provides a facility
that calls predefined variables; so you can start up the automounter like this:

� �
/usr/sbin/automounter -D´HOST=`uname -n`´

� �

Using this example, the $HOST variable is initialized with the host name of the
node where the automounter is running. Then we can specify a map file as
follows:

� �
user1 $HOST:/afs/pok.ibm.com/usr2:&

� �
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In this case, if some process tries to access the /u/user1 file system, then the
automounter only makes a symbolic link to the AFS file system, as follows:

� �
/u/user1 -> /afs/pok.ibm.com/usr2/user1

� �

5.5.6 Distribution of AIX Automounter Files

If the SP is configured to manage file collections (the site environment variable
filecoll_config is “true”), then the AIX automounter map files will be
automatically distributed to all the nodes by means of supper. The AIX
automounter map files are part of the user.admin file collection. If you do
customize any of the SP automounter functions, you need to edit the
/var/sysman/sup/lists/user.admin file to distribute your own files or remove the
ones distributed by default.

 Note 

In the /var/sysman/sup/lists/user.admin file, there is a comment that SP
automounter configuration has been added. Do not remove this comment,
otherwise the next time the machine gets rebooted, the SP configuration will
add the automount entries back again.
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On the nodes, the /var/sysman/sup/lists/user.admin file will look like this:

� �
upgrade ./etc/auto.master
upgrade ./etc/auto/maps/auto.*
execute /etc/amd/refresh_amd (./etc/auto/maps/auto.u)
upgrade ./etc/auto/cust/*
upgrade ./etc/amd/amd-maps/amd.*
execute /etc/amd/refresh_amd (./etc/amd/amd-maps/amd.u)

� �

You should add the entries that refer to your files to this file. If the file
/var/sysman/sup/user.admin/scan exists on the control workstation, or on any
boot/install server, then on you should run the following command on each of
those machines:

� �
(root)> /var/sysman/supper scan user.admin

� �

Then you can do a supper update user.admin or wait for the system to do the
update. You can also create other file collections to distribute your own maps;
but always check for the scan file.
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5.6 Migration of Existing AMD Maps

When the Control Workstation first boots up at PSSP 2.3 after being migrated
from a prior level of PSSP, rc.sp calls services_config and migrates the
/etc/amd/amd-maps/amd.u fi le to /etc/auto/maps/auto.u.

The user command for this operation is mkautomap. It migrates the amd.u file as
managed by prior versions of PSSP. If you have introduced changes to this file,
or if you attempt to migrate your own files with this command, errors might
occur. Error messages will be written to both standard output and
/var/adm/SPlogs/auto/auto.log.

If errors occur, mkautomap leaves a temporary file, /etc/auto/maps/auto.u.tmp,
that contains the output of the migration process for all the entries that have
been successfully migrated. You can check this file to see if errors occurred
while mkautomap was running, and try to correct them. If mkautomap does not
succeed, you must migrate the /etc/amd/amd-maps/amd.u file yourself.
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Errors will occur when the source AMD file is using some facility that is not
supported on the AIX Automounter.

When there is an error in the migration process, the services_config program
continues its execution, but the AIX Automounter daemon is not started.

The tasks that services_config performs for the migration of the AMD map files
to their AIX Automounter equivalents include:

• Creating the error log files that the AIX automounter will use

• Creating the /etc/auto.master file

• Migrating the amd.u file to the auto.u file

• Modifying the syslog configuration

• Starting up the automounter

• Running “User Exit” programs (more about this later)

The flow chart of the services_config program when configuring the automounter
is shown in the next figure.
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The flow begins at the top left of the chart with a test to see whether the
/etc/auto/cust/cfgauto.cust file exists. This file is called a User Exit. If it exists, it
means that the local system administrator has done his/her own version of the
configuration step of the automounter, which is the configuration process that
would be executed. If the file does not exist, the normal configuration process
takes place. For this example, we assume that both amd_config and
usermgmt_config are set to true.

In the next step, it checks if there are some AMD configuration files. If there are,
then we are migrating from some previous version of PSSP and the
/etc/amd/amd-maps/amd.u fi le is migrated to the /etc/auto/maps/auto.u
equivalent by using the mkautomap command. This command will also create the
/etc/auto.master file with the description of the /u file system.

Next it modifies the syslog configuration so that the errors from the automounter
daemon are directed to the /var/adm/SPlogs/SPdaemon.log file.

Then the automounter is started. The script for the startup of the AIX
Automounter can also be replaced by a User Exit. If that is the case, the
user-provided mechanism for starting the automounter runs.

If there were no AMD configuration files, then default AMD and AIX Automounter
configuration files are created by the process, and only then does the startup
process run. This is the case when you are doing a fresh installation of PSSP
2.3 on the Control Workstation.
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5.7 Coexistence of the AMD and AIX Automounters

If your system has a mixture of PSSP versions, then the nodes that are running
PSSP 2.3 will use the AIX Automounter, while nodes with previous versions will
run the AMD Automounter.

On such a system, the Control Workstation should be at the PSSP 2.3 level in
order to install and manage PSSP 2.3 nodes. The control workstation will be
running the AIX Automounter, but will still have the AMD configuration files and
the AIX Automounter files.

Whenever you add, delete, or change SP users by means of the spmkuser,
sprmuser, or spchuser commands, the Control Workstation updates both AMD
and AIX Automounter map files for the SP-managed /u file system, provided that
the site environment variables amd_config and usermgmt_config are set up
properly.
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The Control Workstation distributes both AMD and AIX Automounter
configuration files. When a node boots up, it runs services_config. On the PSSP
2.3 nodes, services_config starts the AIX Automounter daemon, which uses the
/etc/auto/maps and /etc/auto.master directories for its maps. On the nodes with
older levels of PSSP, the AMD daemon is started. It uses the /etc/amd directory
structure in order to read its maps. Therefore, nodes with any level of PSSP are
able to mount all the file systems, since the configuration files for each
automounter reside in a different place. These configuration files are distributed
to all nodes, and each automounter uses its own configuration files.

Chapter 5. AIX Automounter 133



 Note: 

Do not start more than one Automounter on a given node to manage the
same file system or you might hang that file system.
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5.8 User Exit Support

The new AIX Automounter support has been implemented to let system
administrators customize part or all of the automounter functionality, with scripts
that meet their sites′ needs.

During execution of every AIX Automounter function, the /etc/auto/cust directory
is checked to see if a user program exists and can be executed. If it does, then
that file is executed instead of the native function.

As an example, the following figure shows a possible startauto.cust for the AMD
Automounter.
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� �
#!/usr/bin/ksh

#Check if the Amd daemon is running
if [[ -n `ps -fe | grep /etc/amd/amd | \

grep -v grep` ]] ; then
echo ″startauto.cust: amd daemon is already running.″
exit 0

fi

# Build amd input list using all amd.* map files
# in /etc/amd/amd-maps.
set -A amdmaps $(ls /etc/amd/amd-maps/amd.*)
let i=0
while (( $i < ${#amdmaps[*]} )) ; do
amd_argv=“$amd_argv /${amdmaps[$i]##/*/amd.} \

${amdmaps[$i]}”
let i=$i+1

done
# Start the daemon
nice --4 /etc/amd/amd -t 16.120 -x all -l /var/adm/SPlogs/auto/auto.log\

$amd_argv
exit $?

� �
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5.9 Error Logging

The AIX Automounter facility uses a new log file, which resides in
/var/adm/SPlogs/auto/auto.log. The output from the AIX Automounter
configuration process and from the scripts that start and refresh the automounter
daemon is stored here, as well as standard output and standard error messages.
Also, when errors occur during AIX Automounter configuration or startup, they
are logged in the /var/adm/SPlogs/SPdaemon.log file.

All internal errors are logged using the syslog and the facility name daemon.
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5.10 AIX Automounter Limitations

In this section we point out some limitations of the AIX Automounter, comparing
it with facilities offered by the BSD Automounter (AMD). We expect the reader to
be familiar with AMD and AMD configuration files.

The limitations are:

• No support for specifying different server priority

With the AMD Automounter, you can specify an entry like the following for a
subdirectory on the file /etc/amd/amd-maps/amd.net:

� �
local host==sp3en;opts=ro,soft,intr;type=link;fs=/exports/local \

host!=sp3en;type=nfs;rfs=/exports/local;rhost=sp3sw rhost=sp3en

� �
This entry will make the /net/local directory available on the nodes from the
NFS server sp3en. If you take a look at the rhost specification, you see that
we are using two hosts: sp3sw and sp3en. The sp3sw host corresponds to
Node 3 on the SP, using the IP address of the switch interface, while sp3en
refers to the same node, but uses the Ethernet IP address.

When a node does an NFS mount of a directory, the mount operation is done
using the IP address of the switch interface, if the switch is up and running.
If the switch goes down, or the switch is not up at the moment of the initial
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mount, the Ethernet interface is used. The order on the rhost field implies a
priority for the hosts.

On the Control Workstation, the first entry (sp3sw) will fail, since there is no
access from the Control Workstation to the switch interface of the nodes.
The second entry, which matches the Ethernet address of the nodes, will
succeed and the mount will be done over the Ethernet.

Using AIX Automounter, you do not have such a possibility. On the map file
for the automounter you can specify more than one host as follows:

� �
local sp3sw,sp3en:/exports/local

� �
The meaning for the AIX Automounter is different, since there is no priority
implied by the order of the host names. The first host that answers the NFS
mount operation is the host from where the mount gets done.

• No support for specifying a different mount point

On AMD you can override the mount point for a specific directory by using
the fs:=mount_point syntax on the AMD configuration file. This is not
supported on the AIX Automounter; the default mount point is always used.

• No support for selectors to control the use of a location entry

On the AMD Automounter you can specify the use of a location entry by
using equivalence operators as shown:

� �
keyword==value
keyword!=value

� �
There is no such facility with the AIX Automounter.

• The mount point for a particular directory might change often

Let us illustrate this issue with an example, using /etc/auto/maps/auto.u:

� �
user1 nfsserv1:/home/nfsserv1:&
user2 nfsserv1:/home/nfsserv1:&

� �
Both user1 and user2 work on the client1 machine. So, whenever one of
these users wants to access the home directory, a remote mount operation
will take place.

If user1 is the first user to log onto the client1 machine, the following
operations will occur:

 1. The client1 machine mounts the remote file system.

The client1 machine does an NFS mount of the remote /home/nfsserv1
directory from the nfsserv1 machine, which looks like the following:

� �
mount nfsserv1:/home/nfsserv1 /tmp_mnt/u/user1
ln -s /tmp_mnt/u/user1/user1 /u/user1

� �
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If user2 logs onto the client1 machine now, and wants to access his
home directory, then the NFS mount is not done, since the remote
directory /home/nfsserv1 from server nfsserv1 is already mounted at
/tmp_mnt/u/user1. The only thing the AIX Automounter does here is a
symbolic link, as follows:

� �
ln -s /tmp_mnt/u/user1/user2 /u/user2

/u/user2 -> /tmp_mnt/u/user1/user2

� �
So, for user1, the actual path for the home directory is
/tmp_mnt/u/user1/user1. For user2, the actual home directory is at
/tmp_mnt/u/user1/user2.

 2. If the file systems are not being used, they wil l be unmounted

If both user1 and user2 disconnect from the client1 machine, and no
other process is using either /u/user1 or /u/user2, then after a period of
time the AIX Automounter will unmount the remote file system and erase
the symbolic links.

If user2 now logs onto the client1 machine, and accesses his home
directory, the mount will look like this:

� �
mount nfsserv1:/home/nfsserv1 /tmp_mnt/u/user2
ln -s /tmp_mnt/u/user2/user2 /u/user2

� �
The actual path for user2 will now be /tmp_mnt/u/user2/user2. If user1
now logs into the client1 machine, then the following link will be done,
because the NFS mount of the remote nfsserv1:/home/nfsserv1 directory
is already done:

� �
ln -s /tmp_mnt/u/user2/user1 /u/user1

� �
The actual path for the subdirectories can change often, and you cannot be
certain in many situations what it is. For users of the C shell, this might be
confusing, since the C shell follows the links, and if you issue a pwd
command, it will show the actual path and not the path you did the cd to.

Some applications might also get confused because of the changing path.
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5.11 Command Syntax
In this section we describe the syntax of some commands related to the AIX
Automounter.

5.11.1 The automount Command

Table 3. Command Line Syntax for Automount

Command Line Argument Description

-M  directory Specifies a different mount directory. The default is
/tmp_mnt.

-m Ignore NIS auto.master database.

-tl  seconds Specifies how many seconds a mount is kept while
not in use (default is 300).

-tm  seconds Specifies the interval between attempts to mount a
filesystem (default is 30).

-tw  seconds Specifies the interval between attempts to unmount
a filesystem (default is 60).

-v Display verbose msgs.

-T Trace NFS calls.

-D va r=va lue  Set or override map variables.

5.11.2 The mkautomap Command
The mkautomap command generates an equivalent AIX Automounter map file
from an AMD map file.

The syntax for the mkautomap command is:

• mkautomap [-n ] [ -o Automount_map ] [ -f filesystem ] [Amd_map]

Table 4. Command Line Syntax for Automount

Command Line Argument Description

-n Specifies that an entry should not be added in the
/etc/auto.master master map fi le.

-o  Automount_map Specifies the filename of the automount map where
the generated output will be placed. If this file
exists, it is replaced. The default output file is
/etc/auto/maps/auto.u.

-f filesystem Specifies the name of the file system associated with
the automounter map files. The default fi le system if
it is not specified, is /u.

Amd_map Specifies the filename of the AMD input map file.
The default is /etc/amd/amd-maps/amd.u.
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Chapter 6. General Parallel File System (GPFS)

This chapter discusses the General Parallel File System (GPFS), a software
product supported with PSSP 2.3 on the SP.
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6.1 GPFS Workshop Agenda

The needs and requirements for a parallel file system are discussed first.

We then discuss some of the technologies that are used by GPFS but are not
new in PSSP, such as Virtual Shared Disk. This section is meant as a refresher
for those who are already familiar with these topics, and as a quick primer for
those who are new to them.

We then look in more detail at how GPFS works, how it should be installed and
configured, and how it should be managed.

Other sections cover performance, limitations, and other aspects of GPFS.

Finally, we discuss practical experiences and provide some recommendations
and guidance.
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6.2 The Need for a Parallel File System on the SP

This section deals with the requirements for a parallel file system. These are
only partially satisfied today with products such as PIOFS, Virtual Shared Disk,
NFS, JFS, and DFS.
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6.2.1 I/O Performance Can Be a Bottleneck

In this example, our application results in a lot of heavy I/O to Node 3. As a
result, Node 3 becomes overloaded.

We would like to be able to “spread” this I/O activity over other nodes. We can
already spread the I/O over multiple disks on one node, but the requirement is
to also spread the I/O activity over other nodes. This leads to the requirement,
of course, to have access to the disks on other nodes within the SP. This is only
possible directly today with VSD (Virtual Shared Disk), but VSD does not support
general I/O activity. In particular, VSD does not support file systems. A solution
based on NFS (Network File System) will always point to a single node as the
source for that data and, in addition, in many environments, NFS is not a
high-performance solution.
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6.2.2 Need Access to Data on Other Nodes

From a pure flexibility point of view, it is often very helpful to have access to
data that resides on other nodes within the SP so that an application can run on
any node within the SP, yet have access to data that it needs.

Once again, NFS could provide such a solution, but its performance is not
adequate in many cases. In particular, the write function of NFS can be slow.
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6.2.3 I/O Capacity Exceeded on One SP Node

In this example, the capacity of node 3 has been exceeded from an I/O point of
view. For example, adapter slots may have been filled and there is no room for
more adapters to connect additional disks.

We would like the ability to access disks that are attached to another node in the
SP to take advantage of spare capacity elsewhere.
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6.2.4 Data Must Be Highly Available

A common requirement is to have critical data on a system that is kept highly
available. Solutions do exist to provide this today with NFS, but they have
limitations.

As we will see, the GPFS solution is an ideal option in such circumstances.
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6.2.5 High Performance NFS Server

Some customers already have a network of systems that require access to an
NFS server or servers. The requirements for such servers, if they are providing
data access to a large number of servers, are usually that they must provide
high performance, and often high availability in addition.
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6.2.6 File System Trends

The trends in terms of file systems are shown here. Each of these solutions has
advantages and disadvantages. The performance estimates are indicative of
performance that might be obtained under optimal circumstances and with an
optimal configuration.

Depending on the application, performance may well be very different from that
shown here.
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6.3 What is GPFS - An Overview

GPFS is a software product that is available on the SP. The software provides
the functionality as shown above, but it should be remembered that GPFS is only
supported on the SP system. Systems external to the SP cannot run the GPFS
software.
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6.3.1 GPFS Overview

GPFS provides a truly parallel I/O solution for use within the SP. It can be
exploited by both serial and parallel applications. It will allow for better
balanced performance in many application environments, and will allow an
application to exploit a number of nodes for I/O performance, as well as for CPU
performance.

Chapter 6. General Parallel File System (GPFS) 153



6.3.2 GPFS Improves Performance

The GPFS software provides fast access across the SP Switch to disks attached
to remote nodes within the SP. This results in extended flexibility and better
performance.

Concurrent access can be supported with the application providing locking in
much the same way that NFS provides locking.
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6.3.3 GPFS Improves Data Availability

As we will see, GPFS uses the VSD technology to access remote disks. An
extension for VSD is Recoverable Virtual Shared Disk or RVSD. This can provide
disk takeover in the event of failure.

GPFS works closely with RVSD and a highly available solution can be provided.

There are a number of design options in this area that will be discussed in this
chapter. In addition to the usual options of disk mirroring or RAID disk
subsystems, GPFS allows for RVSD and replication of data within GPFS.
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6.3.4 GPFS Supports Standards

In most cases, GPFS supports the relevant standards for file systems as defined
by X/Open. There are some minor exceptions that will be described later.

In many respects, a GPFS file system running within the SP will be seen as a
normal file system; it will not normally be obvious that this is a GPFS file system.

Additional commands are delivered with GPFS for supporting GPFS file systems,
but many standard AIX file system commands, such as mount or df, will work as
expected.

A GPFS file system, once created, can be exported like any AIX file system, and
can therefore be mounted on client systems either within the SP, or outside the
SP, using normal NFS commands.
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6.3.5 When Can GPFS Be Used?

GPFS can be used in most cases. There are a few cases where it may not
provide additional advantages over other solutions such as NFS, but in most
cases, SP customers are likely to want to implement and exploit GPFS.

It will be applicable for customers running either commercial applications, or
scientific and technical applications.

GPFS is only supported on the IBM SP. In particular, it requires a fast network,
namely the SP Switch, and uses security facilities within the SP for node-to-node
communications.
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6.3.5.1 When can GPFS be Used?

GPFS can be used in many cases, but the best performance will be seen under
certain circumstances.

GPFS may be viewed as similar to PIOFS, but there are differences. A
comparison between these two solutions will be shown later in this chapter. In
most aspects, GPFS is superior to PIOFS.
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6.4 How Does GPFS Work?

GPFS originates from the Almaden Research Center. Because of its history as a
multimedia file system (mmfs), many of the commands start with the letters mm.
This technology has been used in three products to date. GPFS is one of them.
On the SP today, only GPFS is supported.

Even if the other products were supported, it is not technically possible to run
more than one of these products on the same system.
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6.4.1 How does GPFS Work?

For the access to remote disks, GPFS uses the tried and tested Virtual Shared
Disk (VSD) that has been part of PSSP for a long time.

VSD will be explained in more detail in this chapter.

GPFS is only supported with PSSP 2.3, and a new version of VSD ships with
PSSP 2.3.

Similarly, Recoverable VSD is used by GPFS. It is required even if twin-tailing of
disks is not required. GPFS uses the new node fencing capability that requires
RVSD.
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6.4.2 VSD Architecture

This diagram shows the structure that allows VSD to gain access to remote disks
within the SP system.

Each disk in an SP is physically cabled to only one node and can only be
accessed directly by that node.

VSD allows access across the SP switch to this disk from a remote node. This is
achieved by the application communicating with the VSD device driver rather
than a disk device driver. The VSD device driver can reroute the I/O request to
a remote node if required. Local disk activity occurs in the usual way after going
through the VSD device driver.

The VSD software only gives access. It does not provide a locking mechanism to
ensure integrity of the data. In addition, a VSD defines only a Logical Volume, or
raw device, and not a file system.

An application such as Oracle Parallel Server is required to provide a global
locking mechansim.
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6.4.3 VSD States

A VSD device, which in many ways appears like a disk, can be in one of a
number of states, as shown here.

The various states define what operations can be performed on that VSD.

For example, a VSD can be suspended in the event of a failure so that recovery
can make it available on another node, where the VSD can be resumed. This
will lead to less disruption in the event of a failure from the application point of
view.
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6.4.4 HSDs

A Hashed Shared Disk or HSD is a striped version of a VSD. It is recommended
that you do not use these with GPFS. GPFS allows for striping itself, and there is
no requirement for HSDs. Two levels of striping is not likely to be a good
solution.
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6.4.5 Recoverable VSD

An optional addition that can be used with VSD is Recoverable VSD or RVSD.
RVSD is a separate Licensed Program Product (LPP). It is not part of PSSP. It is
normally used in conjunction with twin tailed disks to give high availability for a
volume group and the associated VSDs. It is required for GPFS.

RVSD will often be used in conjunction with GPFS, but it is required even if this
is not the case.
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6.4.5.1 Recoverable VSD

This diagram shows the normal operation of a group of nodes with VSD. RVSD
is being used to protect the VSD server Node X. In the event of failure of Node
X, Node Y will act as the secondary server and take over the volume group.
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6.4.5.2 Recoverable VSD

In this diagram, we see that Node X has failed. Node Y has taken ownership of
the volume group that is twin-tailed and will varyon the volume group and make
the VSDs available. In addition, RVSD will communicate with Group Services to
inform other applications, such as Oracle, of the failure and recovery.
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6.4.5.3 Recoverable VSD

Group Services is part of the high availability infrastructure and has membership
groups related to RVSD. The failure of a node, for example will be
communicated to RVSD and VSD via Group Services, and recovery can safely be
completed before the VSD is resumed and made available again.
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6.4.5.4 Recoverable VSD

A sophisticated process is followed by RVSD in the event of failure to cater to a
second or third failure during recovery. Under no circumstances should the data
be corrupted, so such a process is necessary to ensure successful recovery.

168 Technical Presentation for PSSP Version 2.3 



6.4.6 Creating VSDs

It is quite straightforward to create VSDs on logical volumes within the SP
system. GPFS will do this for you; using GPFS interfaces and commands is the
preferred route.

If, however, you are familiar with creating and managing VSDs, it is supported
that you create your own VSDs and then define them to GPFS.
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6.4.7 Managing VSDs

The PSSP Graphical User Interface, Perspectives, should be used for managing
your nodes and VSDs.
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6.4.8 How Does GPFS Work?

GPFS may look similar to NFS in some ways, but is actually very different. It
does not have a single server and lots of clients, but, instead, is a parallel file
system that is normally striped across a number of nodes.

As we shall see, it has a number of facilities to provide for high availability. It is
not a Journaled File System (jfs) in AIX terminology, but provides the same
functions for recovery through a different method.

It provides a locking mechanism for applications to prevent data corruption.
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6.4.8.1 How does GPFS Work?

Any GPFS node can be a VSD server. Equally any node can have access to the
data. So there is no concept of a GPFS server node. A node that is a server for
some disks is actually a VSD server node.
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6.4.9 GPFS Structure

This diagram shows the overall structure of GPFS. Each GPFS file system is
made up of a number of disks defined as VSDs. Each VSD can reside on any
server node within the SP system. The file system writes data by striping across
all of these VSDs.

In addition, any GPFS node can mount this file system and have access to the
same data.

A Token Manager controls the locking within the GPFS file system.
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6.4.10 GPFS Locking

The locking process will be discussed in more detail later in this chapter. GPFS
provides the locking mechanism that VSD does not have.

This allows GPFS file systems to be seen in almost every way as normal file
systems.
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6.4.11 GPFS Structure

GPFS uses VSD to provide local or remote access to disks, as shown.
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6.4.12 Traditional UNIX Structure

GPFS uses the traditional way of structuring file systems, as adopted in the UNIX
world.

An i-node is a pointer to the actual data on disk. When the amount of data is
larger, the i-node will in fact point to another data structure, called an indirect
block, that in turn will point to the actual addresses of the data on disk.
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6.4.13 GPFS Managers

To control the operation of GPFS, it internally assigns managers or nodes that
control the running of GPFS. The normal user will be unaware of these
managers, but to understand how GPFS works, we will examine them in some
detail in this chapter.

One Configuration Manager runs within any particular pool of GPFS nodes.

Multiple pools of nodes can be run side by side within an SP system. This
capability is unrelated to SP system partitions.

The Configuration Manager has responsibility for monitoring and managing
quorum. It also selects a Stripe Group Manager for each GPFS filesystem. If this
node fails, it will be replaced by another and that node will take over the
responsibility of the Configuration Manager. The first GPFS node to start GPFS
will assume the role of the Configuration Manager.

The PSSP High Availability Infrastructure, will work closely with GPFS to help
manage recovery in the event of failure.

The Stripe Group Managers are distributed across the GPFS nodes. There will
be one Stripe Group Manager per GPFS file system. The term Stripe Group
really describes a GPFS File System.
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Which node becomes Stripe Group Manager will be determined by the
Configuration Manager for each file system as it is created.

The Stripe Group Manager is responsible for the locking of files across the GPFS
system. This will be described later.

Finally, a Metadata Manager will be assigned for each open file.
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6.4.14 Quorum

Quorum is used by GPFS to make sure that no unexpected actions occur during
a failure within the SP system.

Quorum ensures that the GPFS group of nodes does not split into two separate
groups following a failure of some kind. If there were two separate groups of
nodes within the GPFS pool of nodes, there would be two Token Managers
controlling file locking. This could have disastrous consequences, with data
getting corrupted.

To ensure that this cannot happen and that recovery is carefully controlled and
guaranteed, Quorum will not allow GPFS to use a file system if less than half of
the nodes are not operational.
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6.4.15 Quorum Examples

In these examples, Quorum will be lost even when 50% of the nodes are
available, because 50%+1 of the nodes need to be operational for GPFS to
allow the file system to be accessed.
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6.4.15.1 Quorum Examples

At the time of testing GPFS and creating this chapter, the GPFS Quorum worked
in the way described here.

Future enhancements might allow the Quorum to be updated as new nodes are
added to GPFS, and for the new nodes to be integrated into the GPFS pool
without breaking Quorum.

This would be achieved by ensuring that the new nodes are running correctly
first, before integration. Quorum would be satisfied as these operational nodes
are then brought into the GPFS pool and activated.
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6.4.16 GPFS Striping

A number of options for GPFS striping exist but the default method, roundRobin,
should be the method that you normally use. This is the default selected by
GPFS.

It will also be an advantage in most cases, as we will see later, that we use the
same number of disks on each node in the GPFS file system and that each of
those disks has the same performance and capacity characteristics.

Striping will not use a disk that is offline while the file system is created.
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6.4.16.1 GPFS Striping

In the case of roundRobin striping, data is written in turn to each disk until all
disks have received a block. Then another round of the disks begins, again
writing a block each time, and accessing the disks in the same order.

This is the preferred method of striping.

It is clear that equal capacity disks are best in this case.
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6.4.16.2 GPFS Striping

In the case of random striping, data blocks are placed randomly across the disks
in the GPFS nodes. If failure groups are defined the replicated data is stored in
separate failure groups to cater for failures.
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6.4.16.3 GPFS Striping

The balancedRandom striping method writes blocks randomly, but does not
return to the same disk until all available disks have been used.
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6.4.17 GPFS Locking

Locking controls access to files from a process point of view on any particular
node within the GPFS pool. Two copies of the locks are maintained within the
GPFS system to allow for recovery in the event of failure. A Lock Manager runs
on each node for the purpose of controlling locking on that node.

Each of the two copies of the token are kept in memory but in separate Failure
Groups within the SP. Failure Groups will be discussed later, but for the
moment, we can assume that these copies of locks are kept on separate GPFS
nodes.

If the Lock Manager on a particular node is asked for access to a file that exists
elsewhere within the SP, then a token needs to be requested from the other
node that has the file. This is achieved through the use of tokens. There is one
Token Manager for each GPFS file system and this Token Manager (or Stripe
Group Manager) runs on one of the nodes within the GPFS pool of nodes.

If other nodes already have the token when it is requested, then the list of nodes
in question is passed back to the requesting Lock Manager. This list is called a
copy set.

It is the responsibility of the requesting Lock Manager to negotiate with nodes in
the list to obtain the token.
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Under different circumstances, the locking mechanism within GPFS locks
different ranges of data.

The request asks for a required range, and also the desired range of data.
Depending on who else has locks on sections of the file, a lock may be granted
for a larger section of the file. This would improve performance, for example, in
the case of a sequential read of a whole file.

There are eight stages to granting a lock, and these cater for contention as well
as recovery in the event of failure.

The locks can be read locks or write locks. Read locks are required, for
example, so that an application can know whether it can delete a file. It may
well be that a file that is being read cannot be deleted.

Multiple concurrent read locks can be granted, whereas write locks are
sequential.

In the event of failure of a node, its logs are replayed before any locks are
released to ensure integrity of the data.

In the event of a Stripe Group Manager failure, all the tokens that exist on other
nodes can be retrieved to enable the new Stripe Group Manager to have
up-to-date information.

The above discussion refers to the internal locking mechanisms within GPFS and
not the application locking, such as lockf calls, which are external to GPFS.

The statement that locks are advisory refers to the external locking mechanism.
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6.4.18 GPFS Token Manager

As described above, the Token Manager is responsible for looking after the
system-wide locking aspects and grants tokens to the Lock Managers on each
node as requested and when available.
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6.4.19 GPFS Stripe Group Manager

A Stripe Group Manager is running for each GPFS file system. Only one can run
per file system, because it is responsible for handling requests for tokens.

The Configuration Manager decides which node will act as Stripe Group
Manager for each GPFS file system. Other file systems will probably use a
different node, so that the workload involved in Token Management is
distributed.
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6.4.20 GPFS Configuration Manager

There is just one Configuration Manager for the entire GPFS set of nodes. If the
node fails, another node will take over this role.

The first node to join the GPFS group, or the first one to start mmfs, will be the
Configuration Manager. There is little overhead on the node in most
circumstances. The workload increases in case of a failure as recovery takes
place.
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6.4.21 GPFS working with High Availability Infrastructure

Both the mmfs and mmfsrec groups are registered with Group Services. The
mmfs subsystem is the normal recovery mechanism. In the event of a second
failure during the recovery, mmfsrec is used to ensure correct recovery.

To monitor the attributes of the hags group, you can use the command lssrc -l
-s hags.

During recovery by mmfs, there is a four-phase process where votes take place
to ensure that all nodes are recovering correctly and are in step.

In the event of a second failure, the voting cannot proceed, and in that case,
mmfsrec steps in to take action based on the second failure. Recovery can
continue with the new information about the second failure now available.
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6.4.22 High Availability Infrastructure

GPFS requires Group Services. RVSD and GPFS also works closely with the
entire high availability infrastructure.
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6.4.23 GPFS Recovery

Whenever a node boots, it checks the two GPFS files that are stored in the SDR
to see if configuration changes were applied to the GPFS configuration while the
node was down. If this is the case, the changes will be applied to the node at
that time.

This allows configuration changes to be made while not all nodes are available.
For example, new nodes or disks could be added to the GPFS configuration
while some nodes are powered off.

The files in the SDR that are created by GPFS are as follows:

/spdata/sys1/sdr/partitions/9.180.40.16/files/mmsdrcfg1

/spdata/sys1/sdr/partitions/9.180.40.16/files/mmsdrfs

These files should not be edited. They should be backed up when you back up
your SDR, and can be used in the event of failure to recover.
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6.4.24 VSD/RVSD Enhancements in PSSP 2.3

There are a number of new functions in VSD Version 2.3 and in RVSD when
operating in a PSSP 2.3 environment. Some of these functions are used by
GPFS and are required.

The four major enhancements are listed here. Each will be discussed in detail.
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6.4.24.1 VSD/RVSD Enhancements in PSSP 2.3

A VSD on a node within the SP can be fenced and I/O will stop after the current
I/O is completed. There are new commands to fence or unfence a node. These
facilities are used by GPFS to isolate VSDs in the event of failures.
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6.4.24.2 VSD/RVSD Enhancements in PSSP 2.3

In the event of an EIO error, RVSD notes the error and is the first to take action
based on this information.

If the disk in question is twin-tailed, then the volume group is moved to the
secondary node by GPFS and the VSDs are served by this node. In the event of
a second EIO error, RVSD suspends the VSD.

GPFS is not aware of these errors at this time. However, in the event of not
having a twin-tailed disk, GPFS is made aware of further EIO errors, and when it
sees four such errors, it stops using the VSD in question.

There are three levels of checking/recovery:

• The disk hardware level
• The RVSD level
• The GPFS level
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6.4.24.3 VSD/RVSD Enhancements in PSSP 2.3

On a request from the primary node, a volume group can be manually moved to
the secondary node using RVSD.
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6.4.24.4 VSD/RVSD Enhancements in PSSP 2.3

Creating VSDs can be quite time consuming due to the fact that Volume Group
actions are activated at the creation of each VSD. This new option allows you to
postpone the Volume Group actions until later, thereby improving performance
when creating a large number of VSDs.
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6.4.24.5 VSD/RVSD Enhancements in PSSP 2.3

The vsd.snap command allows IBM professionals to collect detailed data about
VSD status and activity.
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6.5 Planning for GPFS

GPFS has many options and needs careful planning in order to be implemented
successfully.

You will create a GPFS system first, and then create the GPFS file system to
store your data.

Decisions that you make at this time cannot be changed later. This means that
you really want to get it right the first time. In the worst case, you will have to
back up a GPFS file system, recreate it with different parameters, and then
reload the data. This is not recommended.

A summary of recommendations can be found later in the chapter.
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6.5.1 GPFS Configuration Considerations

As you create your GPFS system, you will be asked to supply information about
which nodes are in the GPFS pool.

As you create an individual GPFS file system, you need to supply other
information about nodes, such as how many nodes will participate in this GPFS
file system. The default is 32, and you should not underestimate this number.
Make sure that you include at least as many nodes as the maximum that you
expect in the GPFS pool.

This information is used to create allocation regions that will affect the
performance of the file system.
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6.5.2 Node Count

This value cannot be changed later.
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6.5.3 Planning Your Disks

GPFS allows you to maximize I/O activity, but you will need to carefully plan your
disks.

As a general rule, it is best to have an equal number of identical disks on each
node in the GPFS pool. This gives you best performance and space utilization.

You should also put one VSD per disk only. This is the default option within
GPFS. Do not have a VSD spanning multiple disks, and do not have multiple
VSDs on one disk.

In many cases, it is an advantage to create VSD servers as separate nodes that
do not run other applications.

If you run other applications, you will have an performance impact on the VSD
activity and vice versa.

In addition, this limits your operational flexibility. For example, in the case
where you would like to reboot a node, you may not be able to do so without
impacting the other applications.
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6.5.4 GPFS Considerations - Cache

Use the default values until you have reason to do otherwise.
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6.5.5 GPFS Considerations - Performance

It is recommended to automatically start GPFS.
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6.5.6 Configuration Considerations - File Systems

This is a critical area where you will need to make decisions that cannot be
changed. Decisions you make will affect the size of the largest file that you can
store in this particular GPFS file system.

This will be discussed in more detail.
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6.5.7 GPFS Blocksize

You will select the block size for your GPFS file system. This defines the size of
the blocks that are written as you stripe over each of the disks in the Stripe
Group.

This also defines some other parameters as shown here. The sub-block size
results in the smallest area of disk that will is for a file. For small files, this has
an impact on the space wasted by unused areas of disk.
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6.5.8 Examples of GPFS Settings

This table shows some examples of the impact of the decisions you make on the
largest file size that you can use in GPFS. You can see the impact of selecting
larger block sizes, indirect size, i-node size and replication.

The formula on the next page allows you to calculate these values.

208 Technical Presentation for PSSP Version 2.3 



6.5.9 GPFS Maximum File Size

This formula helps you determine maximum file size based on the other
decisions you make about this filesystem.
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6.5.10 VSD Considerations

It is strongly recommended that under normal circumstances, you let GPFS
create the VSDs that you need.
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6.5.11 Other File System Considerations

The default striping method is roundRobin and will normally be the option that
you use. Do not use another method without good reason.
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6.5.12 VSD Planning for Performance

As a starting point, use these buddy buffer settings for VSD.
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6.5.13 GPFS Recovery Considerations

GPFS is very strong in the area of availability. You will need to plan your GPFS
system carefully to handle failures that might occur.
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6.5.14 GPFS Recovery

The way in which you protect against these failures is different in each case and
you may often have multiple options. These are discussed next.
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6.5.14.1 GPFS Recovery

The process for designing your system for availability is no different in the case
of GPFS. You will analyze the various potential failures, protection solutions,
costs, and balance these to come to a final decision.
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6.5.15 Disk Failure

Disk mirroring or RAID disks should always be considered. The default solution
would normally be SSA disks, with a loop attached to two nodes in the GPFS
pool, and using AIX mirroring of the Logical Volume.
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6.5.16 Protect Your Disks

A RAID disk will provide for high availability, but will not provide the high
performance of mirroring. RAID solutions will, however, often be cheaper.
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6.5.17 Practice Safe Nodes

GPFS maintains two copies of logs in separate failure groups within the SP
system. These are used for recovery in the event of a power failure, for
example, of one node.

GPFS provides equivalent function to the Journaling in JFS.
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6.5.17.1 Practice Safe Nodes

To protect against a VSD server failure, you should use twin tailing and define
RVSD to automatically recover the Volume Group.

Twin tailing your disks should normally be considered if availability is an issue,
as it often is. As your file system is spread across a number of nodes, the
chances of a failure should lead you to twin tailing your disks in most
circumstances.
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6.5.18 Twin-Tailed Disks

The recovery process here is the normal RVSD process working in conjunction
with the high availability infrastructure.
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6.5.19 GPFS Replication

The Replication function in GPFS provides some overlap with the protection that
we have already discussed. Replication will not normally be your first choice.
The only obvious cases where it might prove useful are listed here.
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6.5.19.1 GPFS Replication

The default for replication is no replication. However, two copies of logs are
kept anyway as already discussed.

You can choose at the file level whether you want to replicate a file and/or its
metadata (i-node information).
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6.5.19.2 GPFS Replications

It would not make sense to have another copy of the data and put it on the same
disk, or even on a disk attached to the same node, as there would be occasions
when we could not get to the extra copy.

GPFS uses the concept of failure groups to make sure that data is protected from
this kind of thing. Failure groups will be discussed in more detail later. The
default failure group is at the node level, and GPFS will only put replica data in a
different failure group.
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6.5.20 GPFS Recovery Parameters

You have a great deal of flexibility. However, you cannot change the default or
maximum replica settings for a file system once selected. You can change the
replication settings at a file level.

A newly created file will always adopt the default settings.
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6.5.21 GPFS Failure Group

GPFS by default will assign a failure group at the node level for each disk in a
GPFS file system.

Typically, each node can be seen as a single point of failure, from the GPFS
point of view, and, therefore, constitutes a failure group.

As a result, GPFS will only put replicas of data and metadata into a different
failure group when these are configured.

A failure group is defined by a number which can be assigned by the user. The
default number is the node number plus 1000. For example, a disk on node 7
will be placed in the failure group 1007.

Setting a value of -1 for the failure group says that any considerations with
regard to failure groups will be ignored.
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6.5.22 Replication Choices

Replication of data takes up a lot more space, whereas replication of metadata
is less costly in terms of disk space.
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6.6 Installing GPFS

The installation of GPFS is similar to the installation of any LPP.
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6.6.1 Installing GPFS - Software Requirements

GPFS is only supported with these software combinations.
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6.6.2 Installing GPFS - Procedure

Use the standard SP tools to install GPFS across the nodes in the SP.
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6.6.3 Installing GPFS - Verification

Check that your installation was successful.
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6.6.4 Installing GPFS - Other Steps

There are a few simple but very important steps that you will need to take before
you can use GPFS.

Chapter 6. General Parallel File System (GPFS) 231



6.6.5 Installing GPFS - VSD Setup

Tune your VSDs in the normal way. Refer to the VSD documentation for full
details.

Suggested starting values, in the absence of other guidance, are given here.
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6.6.6 Installing GPFS - Tune the Switch

Tune your switch and TCP/IP in the normal way. Refer to the PSSP
documentation for full details.

Suggested starting values, in the absence of other guidance, are given here.

It is recommended that you attend the SP Performance and Tuning class if you
are not familiar with these procedures.

Chapter 6. General Parallel File System (GPFS) 233



6.6.7 Installing GPFS - sysctl

GPFS will not work without sysctl. Check carefully that sysctl is configured and
working properly before going any further.

GPFS will exhibit strange errors if you do not have sysctl configured.
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6.6.8 Installing GPFS - Kerberos

To use sysctl, you need a Kerberos ticket. Rather than type in a kinit command
on the command line when working on a GPFS node, a remote ticket granting
ticket will be a better option.
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6.7 Configuring and Controlling GPFS

One of the things to note about GPFS is that much of the system management
cannot be performed directly at the CWS. You need to be on a GPFS node to
execute most GPFS commands.

You can use rsh/dsh from the CWS to achieve this.
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6.7.1 Configuring and Controlling GPFS

To get going with GPFS there are three distinct things you need to do, from a
high-level point of view, shown in the figure.

There is a ″one off″ configuration setup command that you will have to run to tell
GPFS which nodes are in the GPFS pool. You also provide some other
configuration information.

Once this is complete, you can start GPFS (mmfs) on all GPFS nodes.

You are now ready to create and mount GPFS file systems across your GPFS
nodes within the SP.
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6.7.2 GPFS Main SMIT Panel

Many of the tasks that you will wish to perform in GPFS can be achieved either
through the use of SMIT panels, or via commands that you issue on the
command line.

Most commands or SMIT commands will need to be run on one of the GPFS
nodes, not the CWS.
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6.7.3 GPFS Initial Configuration

You must choose a number of nodes for each GPFS file system. This number
will be used to create allocation regions for accessing files in the file system.
Choosing a number that is too low (less than the number of nodes that may be
used in the future) will potentially impact performance.

Chapter 6. General Parallel File System (GPFS) 239



6.7.4 GPFS Configuration Using SMIT

This SMIT panel shows you the information that you need to provide while
creating your initial GPFS configuration.
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6.7.5 Starting GPFS

Having configured GPFS, you can now start GPFS on your GPFS nodes. Your
CWS will not be one of your GPFS pools and you will not run GPFS on the CWS.
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6.7.6 Backup/Restore the Configuration

Once you have a working GPFS system, and as you add GPFS file systems,
make sure that you back up any data and configuration files for recovery
purposes.
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6.8 Managing GPFS

We will consider the options in this area a later. These are typically the kinds of
tasks that you will want to perform.
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6.8.1 Adding and Deleting Nodes

If you add nodes into the GPFS pool and these nodes have disks so that they can
act as VSD servers, be aware that new files will be striped across these
additional disks. Old files will not be striped across these new disks unless you
restripe the file system, which is not recommended. It is better to start with the
correct number of nodes.
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6.8.2 Changing Your GPFS Configuration

Some aspects of the GPFS overall configuration can be changed.
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6.9 Creating GPFS File Systems

You are now ready to create a GPFS file system to store data on the GPFS
nodes. Plan what you will do carefully. Many decisions cannot be reversed.
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6.9.1 Creating GPFS File Systems - Decisions

Unless you have good reasons to do otherwise, let GPFS create the VSDs for
you.

Do not use replication as your first choice for providing availability.
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6.9.2 Disk Descriptors

The information that you provide in a disk descriptor file is at the heart of a
GPFS file system. It defines in detail exactly how the VSDs will be created. This
information will be used by the create VSD commands.
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6.9.2.1 Disk Descriptors

In this example, our disk descriptor file can hold one line for each VSD that goes
to make up our GPFS file system.

We have a lot of flexibility. This example is not one that we would normally
choose to implement because it has an imbalance of disks.

Chapter 6. General Parallel File System (GPFS) 249



6.9.3 Disk Descriptors - SMIT

You can either create your disk descriptor files through SMIT as shown here, or
you can edit the files by hand. The format of the files is important, with each
parameter in the correct sequence and separated by a colon.

You can leave a field blank; the default value will be used if one exists.
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6.9.4 Create Filesystems - Commands

The command for creating a GPFS file system is shown here.
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6.9.5 Creating File Systems - SMIT

Once the disk descriptor file is complete, you can either create your file system
using the commands as shown previously, or you can use SMIT as shown here.
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6.9.6 Mounting File Systems

The GPFS file system, once created, can be mounted on any GPFS node in the
normal way with the mount command.
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6.10 Managing GPFS File Systems

Once you have created your GPFS file systems, there are a number of tasks that
you may wish to perform.
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6.10.1 Listing GPFS File System Attributes

You can list file system attributes.
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6.10.2 Modifying Attributes of a GPFS File System

You can change a limited number of file system attributes.

6.10.3 Repairing a GPFS File System
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You should not normally need to recover by running mmfsck, but the facility is
there if required. Under normal circumstances, including failures, GPFS should
repair any file systems itself when required.
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6.10.4 Changing Replication

When you create a new file, it will always be created with the default replication
settings. You can subsequently change the settings, but if you can, you may find
it useful to touch a file and change the replication settings before using it.
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6.10.5 Listing Replication Attributes

This command allows you to list the attributes for a particular file.
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6.10.6 Changing Replication

Here is an example of changing the replication settings for a file.
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6.10.7 Restriping a GPFS Filesystem

Restriping is an intensive process and should be avoided if possible.
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6.10.7.1 Restriping a GPFS Filesystem

If you must restripe a file system, do it at a time when system activity is low.
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6.10.7.2 Restriping a GPFS Filesystem

Here are some examples of commands to restripe a file system.
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6.10.8 Changing Disk States

You can change the state of disks when required.

264 Technical Presentation for PSSP Version 2.3 



6.10.9 Adding or Deleting Disks

You can add or delete disks to the GPFS system. You will be defining VSDs in
much the same way as you did when you created your file system.
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6.10.10 Deleting File Systems

File systems can be removed when no longer required.
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6.10.11 Access Control Lists

As with standard AIX, ACLs give you additional control over standard file
permissions to allow you to give more secure access to files and file systems to
users or groups of users.
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6.10.12 Quotas

You can set limits or quotas for the space that users or groups of users can use
within the GPFS file system.
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6.10.13 Quotas

There are mm commands to allow you to manage quotas.
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6.10.14 Integrating with NFS

You can integrate GPFS with NFS.
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6.10.15 GPFS Command Summary

Here is a summary of all of the GPFS (mm) commands.
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6.11 GPFS Performance

You must tune your SP system and Switch to gain optimum performance.
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6.11.1 Tuning GPFS

Without further information, you can use the values given in this workshop as a
starting point.
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6.12 GPFS Problem Determination

Check your security setup with Kerberos and sysctl first. This can lead to
strange errors.
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6.13 GPFS Limitations

There are some limitations to GPFS that you should understand.
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6.13.1 GPFS Limitations

Check that your application does not use mmap before deciding that GPFS is the
correct solution.
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6.14 GPFS Migration Considerations

Some customers may wish to migrate from PIOFS to GPFS.
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6.14.1 PIOFS

PIOFS is still available, but GPFS has some additional functionality.
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6.14.2 PIOFS Comparison with GPFS

Here is a summary comparing GPFS with PIOFS.
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6.14.3 PIOFS Migration to GPFS

Consider these factors when migrating from PIOFS.
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6.15 Summary of Recommendations

There are lots of options within GPFS. Keep your design simple and plan your
implementation carefully.
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6.15.1 Recommended Configurations

Here is one example, which is a preferred solution if such a solution can be cost
justified. The VSD servers are on separate, dedicated nodes.
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6.15.1.1 Recommended Configurations

In this example, all nodes are VSD servers and also run the applications. Such
a solution would be acceptable for a parallel application that has the same
performance requirements across the nodes and exhibits a balanced workload.
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6.16 GPFS Summary - Pricing Structure

Here are some examples of the pricing structure.
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6.16.1 GPFS Summary

In summary, GPFS seems a very good addition to the SP system. It provides
excellent solutions for increased I/O performance, flexibility and availability.

Chapter 6. General Parallel File System (GPFS) 285



286 Technical Presentation for PSSP Version 2.3 



Chapter 7. Overview of a Dependent Node

This chapter provides an overview of a dependent node in RS/6000 SP. We start
by defining the dependent node, and the reasons for its design.

Next, we define a router, and introduce the one known as GRF. The GRF has a
media card that attaches to the SP Switch. Together, they form the dependent
node. We compare the routing process with and without the GRF.

We briefly describe the enhancements to the RS/6000 SP due to the introduction
of the dependent node, and discuss tasks such as planning and installation using
coexistence and partitioning with the dependent node.

To support the above, we introduce several sample GRF configurations.

We end by discussing some limitations of the dependent node, and by giving
some hints and tips, both from our experience and about common problems.
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This figure shows the agenda for this chapter.
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7.1 Introduction

This figure shows the agenda for the introduction to this chapter.
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The Dependent Node Architecture refers to a processor or node, possibly not
provided by IBM, for use with the RS/6000 SP.

Since this is not a regular RS/6000 SP node, not all the functions of the node can
be performed on it. It relies on normal RS/6000 SP nodes to do some of its
work, which is why it is called dependent. For example, it does not include all
the functions of the complete fault service (worm) daemon, as other RS/6000 SP
nodes with access to the SP Switch do.

The objective of this architecture is to allow the other processors or hardware to
easily work together with the RS/6000 SP, extending the scope and capabilities
of the system.

The Dependent Node connects to the RS/6000 SP Switch.

The SP Switch Router Adapter in the Ascend GRF is the first product to exploit
the Dependent Node Architecture.
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The first dependent node is actually a new SP Switch Router Adapter in a router.
The purpose of this adapter is to allow the GRF, manufactured by Ascend, to
forward SP Switch IP traffic to other networks. The GRF was known as the High
Performance Gateway Node (HPGN) during the development of the adapter. IBM
remarkets model of the GRF that connect to the SP Switch as the SP Switch
Router model 04S and 16S (9077-04S and 9077-16S). These models are not
available directly from Ascend. The rest of the book refers to the SP Switch
Router as the GRF.

The distinguishing feature of the GRF, when compared with other routers, is that
it has an SP Switch Router Adapter and, therefore, can connect directly into the
SP Switch.

The RS/6000 SP software treats this adapter as an extension node. It is a node,
because it takes up one port in the SP Switch and is assigned a node number. It
is described as an extension, because it is not a standard RS/6000 SP node, but
an adapter card that extends the scope of the RS/6000 SP.

Though extension node represents the node appearance of the adapter, it does
not define the connection. An extension node adapter is used for that purpose.
Each extension node has an extension node adapter to represent its connection
to the SP Switch.
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Because the dependent node is part of the RS/6000 SP, it must be packaged and
have some roles consistent with other RS/6000 SP nodes.

Changes must be made to the RS/6000 SP to incorporate management
requirements for the dependent node.

Ease of design and implementation were important factors in the design of its
support. This was accomplished by limiting the amount of switch-control
protocol for the dependent node.

New SDR classes were created to manage dependent nodes. This was done to
minimize the scope of the change and the exposure to side effects that
dependent nodes may cause if they were represented as standard nodes in the
SDR.
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Routers serve a unique purpose in the world of networks. They interconnect
networks so that Internet Protocol (IP) traffic can be routed between the systems
in the networks.

Routers help to reduce the amount of processing required on local systems,
since they perform the computation of routes to remote systems. A system can
communicate with a remote system not in the local network by passing the
message (or packets) to the router. The router works out how to get to the
remote system and forwards the message appropriately.

Storing routes on the system takes up memory. Because it does not have to
store routes to systems not in its own subnet, the route table uses less storage
space, and thereby frees up memory for other work.

The use of routing reduces network traffic, because routers encourage
subnetting, and subnetting creates a smaller network of systems. By having
smaller networks, network traffic congestion is reduced and overall network
performance is improved.

Benefits of reduced network congestion are better network traffic control and
improved network performance.
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Before the GRF was available, there were only two ways for IP traffic from
remote systems to reach the RS/6000 SP nodes:

 1. You could put an additional IP adapter into every RS/6000 SP node.

 2. You could designate one or two nodes to act as a router (as shown in this
figure).

The first case was usually not chosen because of the cost involved. The
following points explain why this option is expensive:

• Purchasing multiple IP adapters for each RS/6000 SP node can be expensive.

• The number of I/O slots in the RS/6000 SP node is limited. In addition, these
slots are required to perform other tasks for the system, such as connecting
to disk or tape. Using these I/O slots to connect IP adapters restricts the
functions of the RS/6000 SP node.

The second case has proven to be very expensive as well. The RS/6000 SP
node was not designed for routing. It is not a cost-effective way to route traffic
for the following reasons:

• It takes many CPU cycles to process routing. The CPU is not a dedicated
router and is very inefficient when used to route IP traffic (this processing
can result in usage of up to 90%.).

• It takes a lot of memory to store route tables. The memory on the RS/6000
SP node is typically more expensive than router memory.
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• The system I/O bus in the RS/6000 SP node is limited. The CPU on a node
can only drive it at less than 80MB per second, which is less than what a
high-end router can do.

For these reasons, the performance of routers in handling IP traffic from remote
systems to the RS/6000 SP nodes was limited.
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The GRF is a dedicated, high-performance router. Each SP Switch Router
Adapter can route up to 30,000 packets per second and up to 100MB per second
into the SP Switch network.

The GRF uses a Crosspoint Switch instead of an I/O bus to interconnect its
adapters. This switch is capable of 4 to 16Gb per second and gives better
performance than the MCA bus. Due to the high bandwidth that is available,
communication between media adapters is improved.

Other advantages of using GRF are as follows:

• Availability of a redundant power supply

• Availability of a redundant fan

• Availability of a hot swappable power supply

• Availability of a hot swappable fan

• Availability of hot swappable media adapters (to connect to networks)

• Scalability of up to 4 or 16 media adapters depending on GRF models

Perhaps the greatest advantage of using the GRF is improved
price/performance. As previously mentioned, the GRF is a dedicated router, and
as such it is much more cost effective to route IP traffic to the RS/6000 SP nodes
than another RS/6000 SP node in many high network throughput configurations.
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The Crosspoint Switch is a non-blocking crossbar. This architecture is faster
than an RS/6000 SP node, in which media adapters communicate through a
microchannel bus.

To take advantage of the fast I/O provided by the Crosspoint Switch, fast route
table access time is required. The GRF can store up to 150,000 routes in
memory, while an RS/6000 SP node can store only hundreds. This means that
the GRF is able to retrieve a route faster than an RS/6000 SP node.

The GRF is able to route up to 2.8 million packets per second for the 4-slot
model and 10 million packets per second for the 16-slot model.

All the media adapters on the GRF are hot pluggable. This differs from using an
RS/6000 SP node as your router. Should any network adapter on the RS/6000 SP
node fail, the node has to be brought down to replace the faulty adapter. As a
result, other unaffected network adapters will be brought down as well. The
effect of bringing down the router will impact all the networks in the location.

Each RS/6000 SP is allowed to connect to multiple SP Switch Router Adapters. It
does not matter whether these adapters are on different GRFs. Connecting
multiple SP Switch Router Adapters to either different partitions in an RS/6000
SP or to different RS/6000 SPs allows them to communicate with each other and
the other GRF media adapters via the SP Switch. A more detailed discussion of
this is found in the Coexistence figure in the PSSP Enhancement section.
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 Attention 

The SP Switch Router model 04S can support four media cards such as FDDI
or ATM. The SP Switch Router model 16S can support 16. In either case,
multiple SP Switch Router Adapters may be installed in the SP Switch
Router. Check the final version of the SP product documentation to
determine the maximum number of SP Switch Router Adapters supported in
each model.

Note: The number of packets that the GRF can route per second depends on the
following:

• The type of media adapter

• The size of the packet
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7.2 GRF Overview

This section describes the major components of the GRF.
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The GRF 400 can accommodate up to four media adapters.

The GRF 1600 can accommodate up to 16 media adapters.

Each adapter allows the GRF to connect to one or more networks.

Each of the models has an additional slot for the IP Switch Control Board, which
is used to control the router.
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This figure shows the two GRF models: the 4-slot and the 16-slot model.
Detailed descriptions of each follow.

7.2.1 GRF 400
Part Description

Cooling Fans These are located at the right side of the chassis and
cannot be accessed without bringing down the GRF.
There is no redundant fan built into this model, and
since the fans can only be accessed by bringing
down the GRF, this model is not hot swappable.

Media Cards There are four media card slots on this chassis.
They are slotted horizontally and are located at the
bottom of the chassis.

IP Switch Control Board

The IP Switch Control Board is located at the top of
the four media slots and is also slotted horizontally.

Power Supply The left side of the chassis is reserved for the two
power supplies that are required for redundancy.
The failed power supply can be hot swapped out of
the GRF chassis. The second power supply is
optional for this model.
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7.2.2 GRF 1600
Part Description

Cooling Fans These are located at the top of the chassis, and can
be accessed separately from the other parts of the
GRF. The redundant fans built into the system are
therefore hot swappable.

Media Cards There are 16 media card slots on this chassis. They
are slotted vertically. Eight of the cards are on the
left side of the chassis, eight are on the right.

IP Switch Control Board

The IP Switch Control Board is located in the middle
of the 16 media slots and is also slotted vertically.

Power Supply The base of the chassis is reserved for the two power
supplies that are required for redundancy. The failed
power supply can be hot swapped out of the GRF
chassis.
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GRF has the following features:

• Redundant Power Supply

Should any power supply fail, a message is sent to the control board. The
power supply will automatically reduce its output voltage if the temperature
exceeds 90°C or 194°F. If the voltage falls below 180V, the GRF will
automatically shut down.

• Hot Swappable Power Supply

The faulty power supply can be replaced while the GRF is in operation.

• Redundant Fan

For the GRF 1600 model, if one fan breaks down, a message is sent to the
control board.

For both models, when the temperature reaches 53°C or 128°F, an audible
alarm sounds continuously, and a message is sent to the console and logged
into the message log. If the temperature exceeds 57.5°C or 137°F, the GRF
will do an automatic system shutdown.

• Hot Swappable Fan

For the GRF 1600 model, the cooling fan can be replaced while the GRF is in
operation.

• Hot Swappable Adapters
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There are two types of adapters on the GRF: the Media Adapters and the IP
Switch Control Board.

The media adapters are independent of each other, and can be replaced or
removed without affecting any other adapter or the operation of the GRF.

However, the IP Switch Control Board is critical to the GRF. Should this
board be unavailable, the router will fail.

• Crosspoint Switch

The Crosspoint Switch is a 16x16 (16Gb per second) or 4x4 (4Gb per second)
crossbar switch for the GRF 1600 and GRF 400, respectively. It is the I/O
path used when the media adapters need to communicate with each other.
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In addition to static routes, various routing protocols are available on the GRF,
as follows:

RIP Routing Information Protocol Version 1 or 2 (RIP 1 or 2)

OSPF Open Shortest Path First

EGP Exterior Gateway Protocol

IS-IS Intermediate System to Intermediate System (an OSI
gateway protocol)

BGP Border Gateway Protocol Version 3 or 4 (BGP 3 or 4)

ICMP Internet Control Message Protocol
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As mentioned in the previous figure on GRF Features, the operating temperature
should not exceed 53°C or 128°F. Even though there is a buffer between the
operating temperature and the warning temperature, it is best to keep the
temperature within the operating level in order to minimize the possibility of
damage to GRF components.
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The control board, also known as the IP Switch Control Board, is accessed
through Telnet or a locally attached VT100 terminal. The IP Switch Control
Board is supplied with the GRF and is necessary for its operation. The VT100
terminal is not supplied with the GRF. It is only required for the installation of
the GRF. After installation, all future access to the GRF is through Telnet to the
IP Switch Control Board′ s administrative Ethernet.

The IP Switch Control Board is identified as slot 66 in the GRF. The CPU in the
IP Switch Control Board is a 166MHz Pentium processor and runs a variant of
BSD UNIX as its operating system. Thus, the GRF administrator is assumed to
be proficient in UNIX.

The IP Switch Control Board is used to install, boot, and configure the router and
its media adapters.

It is also used for the logging of messages, the dumping of memory and status,
and to perform diagnostic checking of both the GRF and the media adapters.
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Let us examine the IP Switch Control Board in more detail.

Following are descriptions of its components as shown in the figure:

Item Description

Memory The IP Switch Control Board comes standard with
64MB of memory (the two shaded blocks of 32MB of
memory in the top left hand corner).

The IP Switch Control Board memory can be
upgraded to 256MB, in increments of 64MB (the six
white blocks of memory).

Each column of 64MB of memory is split into two
parts. The system uses the bottom half of the
memory (32MB) for file system storage. The top half
is used for applications such as the SNMP agent, the
gated daemon, and for the operating system.

Flash memory This memory (the 85MB ATA flash memory on the
system) is used to store the operating system
information and the configuration information for the
GRF.

System bus Used by the IP Switch Control Board components to
communicate with each other.
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Pentium processor This 166MHz processor drives the IP Switch Control
Board and the GRF. As mentioned in the earlier
figure, this processor runs a variant of BSD UNIX,
and so it is useful for the GRF administrator to have
UNIX management skills.

Administrative Ethernet This Ethernet is known to the GRF as de0. This port
supports the 10BaseT or the 100BaseT Ethernets, and
switches between them automatically, depending on
the type of network used.

To use 10Base2 or 10Base5, the user must add a
transceiver (supplied by the user).

PCMCIA cards The two white blocks at the bottom right hand corner
of the figure are PCMCIA slots.

There are two types of PCMCIA cards:

• The PCMCIA 85MB flash memory card, available
as an optional device, is used to back up the
system. It is similar to a tape drive on a normal
system.

• The PCMCIA modem card, also available as an
optional device, allows the user to dial into the
GRF through a modem to administer it remotely.

Note: For the initial setup, the console must be
available locally, not through the modem.

Additionally, the RS232 port (which is not shown in the figure) allows you to
connect the VT100 console by using an RS232 null modem cable. The console
and cable must be supplied by the user.
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All GRF media cards (media adapters) are self-contained and independent of
other media adapters.

Each media card has an onboard processor that is responsible for IP forwarding
on the media adapter.

Each media card has two independent memory buffers, a 4MB send buffer and a
4MB receive buffer. These buffers are necessary to balance the speed
differences between the media adapters, because they have different transfer
rates.

Each onboard processor has local memory that can contain a local route table
with up to 150,000 entries, to be used for routing on the media adapter. Because
these route entries are in local memory, access to them is very fast. When the
media adapter is started up, it gets its initial route entries from the IP Switch
Control Board.
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The GRF supports a number of media adapters. This figure describes the SP
Switch Router Adapter in detail. This adapter allows the GRF to connect directly
into the SP Switch.

The SP Switch Router Adapter is made up of two parts:

• The media board

• A serial daughter card

The serial daughter card is an interface for the media board into the Crosspoint
Switch. This switch is the medium by which the different GRF (media) adapters
talk to each other.

The purpose of the media board is to route IP packets to their intended
destination through the GRF. The SP Switch Router Adapter described here is
used for routing IP packets to and from the SP Switch to other systems
connected directly or indirectly to the GRF. A brief description of the
components on the media board follows.

Receive TBIC This component receives data segments from
the SP Switch and notifies the Receive
Controller and Processor that there is data to
be transfered to the buffer.
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Receive Controller and Processor

This component recognizes the SP Switch
segments and assembles them into IP packets
in the 16MB buffer. Up to 256 simultaneous IP
datagrams can be handled simultaneously.
When a complete IP packet has been received,
the Receive Controller sends the packet to the
FIFO (1) queue for transfer to the serial
daugther card.

Buffer (1) This component is segmented into 256 64KB IP
packet buffers. It is used to reassemble IP
packets before being sent to the FIFO queue, as
switch data segments may arrive out of order
and interleaved with segments belonging to
different IP packets.

FIFO (1) This component is used to transfer complete IP
packets to the serial daughter card and even
the flow of data between the SP and the GRF
backplane.

FIFO (2) This component receives IP packets from the
serial daughter card and transfers them to the
Buffer (2).

Buffer (2) This buffer is used to temporarily store the IP
packet while its IP address is examined and a
proper SP Switch route is set up to transfer the
packet through the SP Switch.

Send Processor and Controller This component is notified when an IP packet is
received in the FIFO (2) queue and sets up a
DMA transfer to send the packet to Buffer (2).
The Send Processor looks up the IP address in
the packet header and determines the SP
Switch route for the packet, before notifying the
Send Controller to send the packet to the Send
TBIC from Buffer (2).

Send TBIC This component receives data from Buffer (2)
and sends it in SP Switch data segments to the
SP Switch.
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LED activities during operations are listed in Table 5, Table 6 on page 314, and
Table 7 on page 314.

Table 5. SP Switch Router Adapter Media Card LEDs

LED Description

PWR ON This green LED is on when 5 volts are present.

3V This green LED is on when 3 volts are present.

RX HB This green LED blinks to show the heartbeat pattern for the receive side CPU.

MD RCV This amber LED turns on when data is received from its media port (RS/6000 SP
Switch).

SW XMIT This amber LED turns on when data is sent to the Crosspoint Switch (through the serial
daughter card).

TX HB This green LED blinks to show the heartbeat pattern for the transmit side CPU.

MD XMIT This amber LED turns on when data is transmitted from its media port (RS/6000 SP
Switch).

SW RCV This amber LED turns on when data is received from the Crosspoint Switch (through
the serial daughter card).
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Table 6. SP Switch Router Adapter Media Card LEDs (cont′ d)

RX/TX ST0
(green)

RX/TX ST1
(amber)

RX/TX ERR
(amber)

Description

on on on STATE_0 for hardware initialization.

off on on STATE_1 for software initialization. Port waiting for
configuration parameters.

on off on STATE_2 for configuration parameters in place. Port
waiting to be connected.

off off on STATE_3 for port is connected and link is good. The
media adapter is ready to be online.

on off on STATE_4 for port is online and running/routing.

Table 7. SP Switch Router Adapter Media Card LEDs During Bootup

RX/TX HB
(green)

RX/TX ST0
(green)

RX/TX ST1
(amber)

RX/TX ERR
(amber)

Description

on on on on All LEDs are lit for 0.5 seconds during reset
as part of onboard diagnostics.

off off off on Error condition: checksum error is detected
in flash memory.

on off on off Error condition: SRAM fails memory test.

on off off on During loading, HB & ST1 flash as each
section of the code loads.

314 Technical Presentation for PSSP Version 2.3 



The SP Switch Router Adapter has the following performance characteristics:

• It is able to transfer up to 100MB per second. The limiting factor is the
Crosspoint Switch connection bandwidth.

• It is able to transfer up to 30,000 packets per second. At 20,000 packets per
second, each packet needs to be at 5KB in order to achieve the 100MB per
second transfer rate mentioned above.

• As mentioned in the previous figure on the Characteristics of the GRF Media
Card, each adapter stores its own route tables in memory. Therefore, route
table lookup is very fast, that is, less than 2.5 ms.

• Finally, each media adapter has a 1Gb per second dedicated link into the
Crosspoint Switch. That is why the 4-port and 16-port models have an
aggregate bandwidth of 4Gb and 16Gb per second, respectively, for the
Crosspoint Switch.
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The following are other media cards and adapters currently supported on the
GRF:

• The High Speed Serial Interface (HSSI) is a dual-ported media adapter that
can connect to two serial networks simultaneously. Each port is capable of
up to 45Mb per second.

• The 10/100Mb Ethernet media adapter consists of eight 10/100BaseT Ethernet
ports. All ports support only utp cables. Other types of cables require the
user to supply the appropriate transceivers.

• The ATM OC-3c media adapter allows the user to connect up to two
connections into the ATM network at 155Mb per second.

• The IP/SONET OC-3c is a single-ported card that allows the user to connect
to a digital network using a transmission format known as Synchronous
Optical Network protocol (SONET). This standard is increasingly popular in
the telecommunications industry.

• The FDDI media card provides four ports in the card. These ports allow the
media card to be connected into the Fiber Distributed Data Interchange
(FDDI). The four ports can be configured such that they support the
following:

− Two dual-ring FDDI networks

− One dual-ring and two single-ring FDDI networks

− Four single-ring FDDI networks
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• The HIPPI media adapter is a single-port card that allows the GRF to connect
to a High Performance Parallel Interface (HIPPI) network at speeds of up to
800 or 1600Mb per second. After deducting the overhead, this medium can
support connections of up to 100 Megabytes per second.
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7.3 PSSP Enhancements

This section discusses the enhancements made to Parallel Systems Support
Programs (PSSP) to accommodate the Dependent Node Architecture.
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The following two classes have been added to the System Data Repository
(SDR):

• DependentNode

• DependentAdapter

These classes are described in detail in the next two figures.

Changes were made to the Syspar_map and Switch_partition classes, described
in the Additional Attributes figure.
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This figure shows the attributes of the DependentNode class, described in detail
below.

Attribute Description

node_number User-supplied node number representing the
node position of an unused SP Switch port to be
used for the SP Switch Router Adapter.

extension_node_identifier This is a 2-digit slot number that the SP Switch
Router Adapter occupies on the GRF. Its range
is from 00 to 15.

reliable_hostname The hostname of the administrative Ethernet,
de0, is the GRF′ s hostname. Use the long
version of the hostname when DNS is used.

management_agent_hostname This attribute is the hostname of the SNMP
agent for the GRF. For the GRF dependent
node, this is the same as the
reliable_hostname.

snmp_community_name This field contains the SNMP community name
that the SP Extension Node SNMP Manager and
the GRF′ s SNMP Agent will send in the
corresponding field of the SNMP messages.
This value must match the value specified in
the /etc/snmpd.conf file. If left blank, a default
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name found in the SP Switch Router Adapter
documentation is used.

The following attributes are derived by the RS/6000 SP system when the
SDR_config routine of endefnode is invoked.

Attribute Description

switch_node_number The switch port that the dependent node is
attached to.

switch_number The switch board that the dependent node is
attached to.

switch_chip The switch chip that the dependent node is
attached to.

switch_chip_port The switch chip port that the dependent node is
attached to.

switch_partition_number The partition number to which the dependent
node belongs.
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This figure shows the attributes of the DependentAdapter class, described in
detail below.

Attribute Description

node_number User-supplied node number representing the node position
of an unused SP Switch port to be used by the SP Switch
Router Adapter.

netaddr This is the IP address of the SP Switch Router Adapter.

netmask This is the netmask of the SP Switch Router Adapter.

322 Technical Presentation for PSSP Version 2.3 



This figure shows the additional attributes of the Syspar_map and
Switch_partition classes, described in detail below.

Attribute Description

node_type This attribute is set to dependent for GRF and standard for
all other RS/6000 SP nodes.

switch_max_ltu Specifies the maximum packet length of data on the SP
Switch; the default is 1024. Do not change this value for
any reason.

switch_link_delay Specifies the delay for a message to be sent between the
two furthest points on the switch; the default is 31. Do not
change this value for any reason.
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This figure shows four new commands that were added to manage the extension
node. They have the same characteristics, which are as follows:

• Part of the ssp.basic fileset

• Must only be executed on the Control Workstation

• Can only be executed by the root user

• Only affect the current active partition

• Only affect the SDR, unless the -r option is specified (this option is not
applicable to enrmadapter)

• Return code of 0 if successful, 1 if failed
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This figure shows three more commands that were added to manage the
extension node.

The first two commands, splstnodes and splstadapter, have the following
characteristics:

• Part of the ssp.basic fileset

• Can be executed on any standard RS/6000 SP node

• Can be executed by any user

• Will only affect the current active partition unless the -G option is used

The enadmin command is used to change the administrative state of a dependent
node in the GRF; it has the following characteristics:

• Part of the ssp.spmgr fileset

• Must only be executed on the Control Workstation

• Can only be executed by the root user

• The -r option from endefnode and endefadapter triggers enadmin -a
reconfigure, while the -r option from enrmnode triggers enadmin -a reset.

• Return code of 0 if successful, 1 if failed
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The endefnode command can be executed using smit. The fast path for smit is
enter_extnode. This command is used to add or change an extension node in the
SDR DependentNode class. Its options are shown in Table 8.

Table 8 (Page 1 of 2). endefnode Options

Flag SMIT Option Description

-a Administrat ive
Hostname

This is the hostname of GRF, and the IP name of the GRF′ s
administrative Ethernet, de0. Use long names if DNS is used in the
network.

-c SNMP Community
Name

This field contains the SNMP community name that the SP Extension
Node SNMP Manager and the GRF′ s SNMP Agent will send in the
corresponding field of the SNMP messages. This value must match the
value specified in the /etc/snmpd.conf file on the GRF. If left blank, a
default name found in the SP Switch Router Adapter documentation is
used.

-i Extension Node
Identif ier

This field contains the two-digit slot number of the SP Switch Router
Adapter on the GRF. The value for this field is from 00-15 and is shown
on the slots of the GRF.

-s SNMP Agent
Hostname

This field refers to the hostname of the processor running the SNMP
Agent for the GRF. In the current version of the GRF, this value is
equivalent to that of the Administrative Hostname.
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Table 8 (Page 2 of 2). endefnode Options

Flag SMIT Option Description

-r Reconfigure the
extension node

This field specifies whether the enadmin command is to be activated
after the endefnode command completes. It is placed here so that the
user does not have to explicitly issue the enadmin command. If the
specification is yes, the -r option is part of the command. If the
specification is no, the -r option is not part of the command.

Node Number This is the node number the extension node logically occupies in the
RS/6000 SP.

This command adds attribute information for the extension node. The
endefadapter command adds IP information, such as IP address and netmask for
the extension node. Together, these two commands define the extension node.

 Attention 

Please note that this command only affects the SDR, unless the -r option is
used. The -r option should be issued only if endefadapter has been executed
for the extension node.

When the GRF is properly configured and powered on, with the SP Switch
Router Adapter inside, it periodically polls the Control Workstation for
configuration data. The -r option or enadmin command is not required to
activate the polling here.
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The enrmnode command is used to remove an extension node from the SDR
DependentNode class and can be executed using smit. The fast path for smit is
delete_extnode.

Table 9. enrmnode Options

Flag SMIT Option Description

-r Reset the extension
node

Specifies whether the enadmin command is to be activated after the
enrmnode command completes. With this option the user does not have
to explicitly issue the enadmin command. If the specification is yes, the
-r option is part of the command. If the specification is no, the -r
option is not part of the command.

Node Number This is the node number the extension node logically occupies in the
RS/6000 SP.

 Attention 

• Please note that this command only affects the SDR unless the -r option
is used.

• This command should be issued with a -r flag, because the enadmin
command is not available for the extension node after enrmnode is
executed, since the extension node has been removed from the SDR.
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The endefadapter command is used to add or change the extension node adapter
IP information in the SDR DependentAdapter object, and can be executed using
smit. The fast path for smit is enter_extadapter.

Table 10. endefadapter Options

Flags SMIT Option Description

-a Network Address Specifies the IP address of the extension node.

-m Network Netmask Specifies the netmask for the extension node.

-r Reconfigure the
extension node

Specifies if the enadmin command is to be activated after the
endefadapter command completes. With this option, the user does not
have to explicitly issue the enadmin command. If the specification is
yes, the -r option is part of the command. If the specification is no, the
-r option is not part of the command.

Node Number This is the node number the extension node logically occupies in the
RS/6000 SP.
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 Attention 

Please note that this command only affects the SDR unless the -r option is
issued. The -r option should be issued only if the endefnode has been
executed for the extension node.

When the GRF is properly configured and powered on, with the SP Switch
Router Adapter inside, it periodically polls the Control Workstation for
configuration data. The -r option or enadmin command is not required to
activate the polling here.
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The enrmadapter command is used to remove the SDR DependentAdapter object,
and can be executed using smit. The fast path for smit is delete_extadapter.
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The splstnodes command is used to list the node attributes of all nodes in the
SDR, and can be executed using smit. The fast path for smit is list_extnode.

Table 11 (Page 1 of 2). splstnodes Options

Flags Description

-h Outputs usage information.

-G Ignores partition boundaries for its output.

-x. Inhibits header record in output.

-d <del imiter > Uses the <del imiter >  between its attributes in the output.

-p <string > Uses the <string >  value in the output in place of an attribute that has no value.

-s <attr > Sorts the output using the <attr >  value. In SMIT, this field is known as Sort
Attr ibute.

-t <node-type > Uses standard to list RS/6000 SP nodes, or dependent. If none is specified, it
displays both. In SMIT, this field is known as Node Type.

-N <node_grp > Restricts the query to the nodes belonging to the node group specified in
<node_grp > . If the <node_grp >  specified is a system node group, the -G flag is
implied.

<attr= = value > This operand is used to filter the output, such that only nodes with attributes that
are equivalent to the value specified are displayed. In SMIT, this field is known as
Query Attribute.
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Table 11 (Page 2 of 2). splstnodes Options

Flags Description

<attr > This is a list containing attributes that are displayed by the command. If none is
specified, it defaults to node number. This list of attributes can be found in the
DependentNode class. In SMIT, this field is known as Attribute.
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The splstadapers command is used to list the adapter attributes of all nodes in
the SDR, and can be executed using smit. The fast path for smit is
list_extadapter.

Table 12. splstadapters Options

Flags Description

-h Outputs usage information.

-G Ignores partition boundaries for its output.

-x. Inhibits header record in output.

-d <del imiter > Uses the <del imiter >  between its attributes in the output.

-p <string > Uses the <string >  value in the output in place of an attribute that has no value.

-t <node-type > Uses standard to list RS/6000 SP nodes, or dependent. If none is specified, it
displays both. In SMIT, this field is known as Node Type.

<attr= = value > This operand is used to filter the output, such that only nodes with attributes that
are equivalent to the value specified are displayed. In SMIT, this field is known as
Query Attribute.

<attr > This is a list containing attributes that are displayed by the command. If none is
specified, it defaults to node number. This list of attributes can be found in the
Adapter and DependentAdapter class. In SMIT, this field is known as Output
Attr ibute.
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The enadmin command is used to change the status of the SP Switch Router
Adapter in the GRF, and can be executed using smit. The fast path for smit is
manage_extnode.

Table 13. enadmin Options

Flags SMIT Option Description

-a Actions to be
performed on the
extension node.

Either reset or reconfigure. A reset is sent to the extension node
SNMP Agent to change the target node to a down state (not active on
the SP Switch). A reconfigure is sent to the extension node SNMP
Agent to trigger reconfiguration of the target node, which causes the
SNMP Agent to request new configuration parameters from the SP
Extension Node SNMP Manager, and to reconfigure the target node
when the new parameters are received. A more detailed explanation of
this is found in the SNMP Flow figure in the Installation section.

Node Number This is the node number the extension node logically occupies in the
RS/6000 SP.
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The following commands have been modified due to the introduction of the
dependent node:

• Eprimary

This command has been modified so that dependent nodes will not be able
to act as a Primary or Primary Backup node for the SP Switch in the
partition. The dependent node does not run the RS/6000 SP Switch codes
like standard RS/6000 SP nodes and, therefore, does not have the ability to
act as the Primary or Primary Backup node.

• Estart

This command functions as usual with the dependent node in the RS/6000
SP.

• Efence

This command functions as usual with the dependent node in the RS/6000
SP. In addition, the dependent node can be fenced from the SP Switch with
autojoin like any other standard RS/6000 SP node.

• Eunfence

This command functions as usual with the dependent node in the RS/6000
SP. In addition, the dependent node can rejoin the SP Switch network with
this command, if that node was previously removed from the switch network
due to failures or Efence.
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IP Node is used in Perspectives as a convenient and short descriptive term
easily displayed in the GUI that conveys the role and functions of the dependent
node. Currently, this is the only dependent node.

In the following figures, we show the changes made to Perspectives because of
the introduction of the IP Node. The changes are restricted to the Hardware and
System Partition Aid Perspectives.

This figure shows the Hardware Perspectives, which can be started using the
command perspectives and selecting the Hardware  icon. Alternatively, it can be
started directly via the command sphardware.

The Hardware Perspective consists of the following four parts:

 1. Menu bar

 2. Toolbar

 3. Nodes pane (Frame or Icon View)

 4. Information area

The most obvious change is the addition of the IP Node icon as seen in the
Nodes pane. (The figure above shows the Frame View.) The default label for
this icon is IP Node <node number > .
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The IP Node icon is also located on the side of the frame, where a standard
node with that node number would be. In this figure the IP Nodes are 7, 14 and
15.

When switch_responds is monitored, it shows the IP Node in two states: green
when working with the SP Switch; marked with a red cross when fenced or not
operating due to hardware or configuration problems. In the figure, IP Node 7
and 15 are working, while IP Node 14 is down.
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In this figure, we see that IP Node 7 is selected in the Nodes pane, and
Actions →Nodes  as selected in the menu bar (1). We see that only the following
five actions are available:

• View

This will bring up the IP Node′ s hardware notebook, shown in the next
figure.

• Fence/Unfence...

This will bring up another window to allow us to either fence or unfence an
IP Node. If we are fencing the IP Node, we can use the option of autojoin.

• Create Node Group...

This will bring up another window to allow us to add the RS/6000 SP nodes
to a Node Group. This action does not affect the IP Node, even though it is
selectable.

• Three-Digit Display

This will bring up a window to show the three-digit display of all RS/6000 SP
standard nodes in the current partition. This action does not apply to the IP
Node, even though it is selectable.

• Open Administration Session...

This action will open a window that is a Telnet session to the GRF, using the
reliable_hostname attribute specified in the DependentNode class.
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In addition, the Nodes pane in this figure shows the Icon View. In this view, the
IP Node icons are always located after all the standard RS/6000 SP node icons.
The effects of monitoring the IP Nodes and the icon labels are the same as those
of Frame View, mentioned in the previous figure.
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This figure shows the IP Node hardware notebook. This notebook can be
triggered by selecting the Notebook  icon on the Hardware Perspective toolbar
(2), or selecting Action →Nodes →View  in the menu bar (1).

The notebook has three tabs: Configuration, All Dynamic Resource Variables,
and Monitored Conditions. This figure shows the Configuration tab.

These are the attributes listed in the Configuration tab:

• Node number

• Hostname

• Management agent hostname

• SNMP community name

• System partition

• Extension node identifier

• Dependent node IP address

• Dependent node netmask

• Switch port number

• Switch number

• Switch chip

• Switch chip port
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• Switch partition number

• Switch responds

The All Dynamic Resource Variables tab only shows the state of the Switch
Responds, and the Monitored Conditions tab only shows the value of the Switch
Responds if it is being monitored.
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The System Partition Aid Perspective window has two panes, the Nodes pane
and the System partitions pane. The Nodes pane (3) in the figure above shows
the Icon view. Notice that the IP Nodes are displayed after all the standard
RS/6000 SP nodes. Also, the node numbers of the IP Nodes are listed below
their icons.

The IP Nodes can only be assigned to a partition here. This is done either by
using the Assign  icon in the toolbar (2), or by selecting Action →Nodes →Assign
Nodes to System Partition  on the menu bar (1). Except for the System Partition
Notebook, discussed in the next figure, all other actions, though selectable, do
not apply to the IP Node.
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This figure shows the IP Node System Partition Notebook. This notebook can be
triggered by selecting the Notebook  icon on the Hardware Perspective toolbar
(2), or selecting Action →Nodes →View  on the menu bar (1).

The notebook only has the Node Information tab shown in the figure above.

These attributes are listed in the Node Information tab.

• Node number

• Switch port number

• Assigned to system partition
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The SP Extension Node SNMP Manager is contained in the ssp.spmgr fileset of
PSSP. This fileset must be installed on the Control Workstation in order for the
GRF to function as an extension node.

The SP Extension Node SNMP Manager is an SNMP manager administered by
the System Resource Controller. The purpose of the SNMP manager is to
communicate with the SNMP agent on the GRF. The SNMP Manager and the
Agent adhere to Version 1 of the SNMP protocol. The SNMP Manager sends
configuration data for an extension node to the SNMP agent on the GRF. The
SNMP agent applies the configuration data to the SP Switch Router Adapter
represented by the extension node. The SNMP agent also sends asynchronous
notifications in the form of SNMP traps to the SNMP Manager when the
extension node changes state. The following commands are available to control
the SP Extension Node SNMP Manager:

• startsrc

• stopsrc

• lssrc

• traceson

• tracesoff
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IBM has defined a dependent node SNMP Management Information Base (MIB)
ibmSPDepNode. This MIB contains definitions of objects representing
configuration attributes of each dependent node and its state. The GRF Agent
maintains the state and configuration data for each dependent node using the
MIB as a conceptual database.

The MIB defines a single table of up to 16 entries representing the adapter slots
in the GRF. When a slot is populated by an SP Switch Router Adapter, the entry
in the table, accessed using the extension node identifier, contains the
configuration attribute and state values for the adapter in the slot. Also included
in the MIB are the definitions of trap messages sent by the GRF Agent to the SP
Extension Node SNMP Manager. A copy of the MIB is contained in the file
/usr/lpp/ssp/config/spmgrd/ibmSPDepNode.my on the Control Workstation.

Other SNMP managers in the network can query this MIB table to validate the
configuration and status of the dependent node and GRF. However, only an
SNMP manager using the correct SNMP community name can change the values
in the MIB table.

Below is a listing of its entries.

Entry Definition

ibmSPDepNode Object identifier for the dependent node in the MIB
database.
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ibmSPDepNodeTable Table of entries for dependent nodes.

ibmSPDepNodeEntry A list of objects comprising a row and a clause in the
ibmSPDepNodeTable. The clause indicates which
object is used as an index into the table to obtain a
table entry.

ibmSPDepNodeName The extension_node_identifier attribute in the
DependentNode class.

ibmSPDepNodeNumber The node_number attribute in the DependentNode
class.

ibmSPDepSwToken A combination of switch_number, switch_chip and
switch_chip_port attributes from the DependentNode
class.

ibmSPDepSwArp The arp_enabled attribute in the Switch_partition
class.

ibmSPDepSwNodeNumber The switch_node_number attribute in the
DependentNode class.

ibmSPDepIPaddr The netaddr attribute in the DependentAdapter class.

ibmSPDepNetMask The netmask attribute in the DependentAdapter
class.

ibmSPDepIPMaxLinkPkt The switch_max_ltu attribute in the Switch_partition
class.

ibmSPDepIPHostOffset This attribute stores the difference between the host
portion of a node′s IP address and its corresponding
switch node number. When ARP is disabled on the
SP Switch network, this offset is subtracted from the
host portion of IP address to calculate the switch
node number.

ibmSPDepConfigState The six config states of the dependent node are:
notConfigured, firmwareLoadFailed, driverLoadFailed,
diagnosticFailed, microcodeLoadFailed, and
fullyConfigured, for use in configuring the adapter.

ibmSPDepSysName The syspar_name attribute in the Syspar class.

ibmSPDepNodeState The value of nodeUp or nodeDown, to show the
status of the dependent node.

ibmSPDepSwChipLink The switch_chip_port attribute in the DependentNode
class.

ibmSPDepNodeDelay The switch_link_delay attribute in the Switch_partition
class.

ibmSPDepAdminState The value of up, down, or reconfigure, indicating the
desired state of the dependent node. If the
dependent node is not in its desired state, the SNMP
agent on the GRF will trigger the appropriate action
to change its state.
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This figure shows a single-frame RS/6000 SP in a single partition with a
connection to the GRF. Nodes 1 and 2 are installed with PSSP 2.3. The other
nodes are installed with any other version of PSSP that can coexist with PSSP
2.3 to represent coexistence. Also, note that Node 16 is empty, because the SP
Switch port for this node is used by the SP Switch Router Adapter in the GRF.

The dependent node is only supported in PSSP 2.3. To use it with non-PSSP 2.3
nodes requires the use of coexistence. The following conditions are required for
the dependent node to communicate with non-PSSP 2.3 nodes using coexistence:

• The Control Workstation must be at PSSP 2.3 to manage dependent nodes.

• The Primary node of the SP Switch must be at PSSP 2.3, as the Primary node
needs to perform some tasks for the dependent node, and these functions
are only available in PSSP 2.3.

• The Primary Backup node of the SP Switch should be PSSP 2.3, so that if the
Primary node fails, the dependent node can continue to function in the
RS/6000 SP when the Backup node takes over.

• All non-PSSP 2.3 RS/6000 SP nodes in the partition need to maintain the right
level of fixes (PTF) in order for coexistence with PSSP 2.3 to take place.

• The ssp.spmgr fileset must be installed on the Control Workstation.

• Because the SP Switch Router Adapter will only work with the 8-port or
16-port SP Switch, make sure that the switch used in the RS/6000 SP is not a
High Performance Switch (HiPS).
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• There must be at least one free SP Switch port to install the SP Switch
Router Adapter.

 Important 

When the Primary Switch node fails, the Primary Backup Switch node will
take over as the new Primary switch node. The new Primary Backup Switch
node, selected from the current partition, can be a non-PSSP 2.3 node, even
though another PSSP 2.3 node may exist in that partition. The only way to
ensure that the new Backup Switch node is a PSSP 2.3 node is to manually
check the RS/6000 SP system, and reset it to a PSSP 2.3 node if one exists.
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This figure shows a single-frame RS/6000 SP broken into two partitions. Each
partition has seven standard RS/6000 SP nodes and one dependent node. Only
seven nodes are allowed in each partition, as a single-frame RS/6000 SP has
only 16 SP Switch ports, and two of them are used for the SP Switch Router
Adapter, one for each partition.

Normally, RS/6000 SP nodes in different partitions cannot communicate with
each other through the SP Switch. The GRF plays a unique role here by
allowing RS/6000 SP nodes to communicate across partitions, when each
partition contains at least one SP Switch Router Adapter, and these adapters are
interconnected by TCP/IP.

The requirements for partitioning are the same as those for coexistence, with the
addition of having at least one free SP Switch port per partition, to connect to the
SP Switch Router Adapter. A more detailed discussion of this situation is given
in the Partition Installation figures of the Sample Configuration section.
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7.4 Installation

This section offers an overview of the installation and planning process.

Chapter 7. Overview of a Dependent Node 351



Before acquiring any model of the SP Switch Router, ensure that there are SP
Switch ports available in the designated partition, and the switch used in the
RS/6000 SP is the 8-port or 16-port SP Switch.

Next, ensure that the following parameters are defined:

Parameters Descriptions

GRF IP address IP address for GRF administrative Ethernet.

GRF netmask Netmask for GRF administrative Ethernet.

GRF Default route The default route of the GRF.

SNMP community name This attribute describes the SNMP community
name that the SP Extension Node SNMP
Manager and the GRF′ s SNMP Agent will send
in the corresponding field of the SNMP
messages. This value must match the value
specified for the same attribute of the
corresponding dependent node definition on the
SP system. If left blank, a default name found
in the SP Switch Router Adapter documentation
is used.

CWS IP address The Control Workstation′ s IP address. When a
GRF contains multiple SP Switch Router
Adapters which are managed by different SNMP
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Mangers on different RS/6000 SP CWS, each of
the Control Workstation IP address should be
defined along with a different community name
for each Control Workstation.

DNS The DNS server and domain name, if used.

SP Extension Node SNMP Manager port #

The SNMP port number used by the SP
Extension Node SNMP Manager to
communicate with the SNMP agent on the GRF.
This port number is 162, when the SP Extension
Node SNMP Manager is the only SNMP
manager on the Control Workstation.
Otherwise, another port number not used in the
/etc/services of the Control Workstation is
chosen.
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Next, for each dependent node on the RS/6000 SP, define the following:

Parameters Descriptions

Node # User supplied dependent node number
representing the node position of a unused SP
Switch port to be used by the SP Switch Router
Adapter.

Slot # Slot number which the SP Switch Router
Adapter is located in the GRF.

GRF hostname Hostname for GRF administrative Ethernet.
Long hostname is recommended if domain
name service (DNS) is used in the network.
This represents both the Administrative and
SNMP Agent Hostname of the dependent node.

SNMP community name This attribute describes the SNMP community
name that the SP Extension Node SNMP
Manager and the GRF′ s SNMP Agent will send
in the corresponding field of the SNMP
messages. This value must match the value
specified in the /etc/snmpd.conf file on the GRF.
If left blank, a default name found in the SP
Switch Router Adapter documentation is used.
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SP Extension Node SNMP Manager port #

The SNMP port number used by the SP
Extension Node SNMP Manager to
communicate with the SNMP agent on the GRF.
This port number is 162, when the SP Extension
Node SNMP Manager is the only SNMP
manager on the Control Workstation.
Otherwise, another port number not used in the
/etc/services of the Control Workstation is
chosen.

Then, for the dependent node adapter, define these parameters:

Parameter Descriptions

IP address IP address of this adapter.

Netmask Netmask of this adapter. Use the same format as
that for standard RS/6000 SP nodes.
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The GRF, when ordered with the SP Switch Router Adapter, comes with two
cables, a 10 m SP Switch cable, and a 10 m grounding cable.

• The SP Switch cable connects the SP Switch port to the SP Switch Router
Adapter on the GRF.

• The grounding cable connects the GRF chassis to the RS/6000 SP chassis for
grounding the GRF.

The 10BaseT Ethernet cable is used to connect the GRF′ s administrative
Ethernet to the Control Workstation. The customer must supply the 10BaseT
connection to the CWS. Alternatively, this Ethernet can be connected to the SP
Ethernet by providing the appropriate bridge.

An RPQ is available to provide a 20 m SP Switch cable and grounding cable to
extend the distance of the GRF from the RS/6000 SP. However, this cable cannot
be wrap tested to check if it is damaged.

An alternative to using the GRF-provided SP Switch cable is to use the standard
RS/6000 SP Switch cable. It is identical.
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This figure shows how to connect the console to the GRF.

First, you need to supply an RS232 null modem cable and a VT100 terminal. The
RS232 null modem cable is used to connect the IP Control Board (9-pin) to the
VT100 terminal. The VT100 terminal must have the following settings:

• 9600 baud rate

• No parity

• Eight data bits

• One stop bit

For initial login, the user ID is root and the password is documented in the GRF
publications.

Since the VT100 terminal is only required for the initial configuration of the GRF
and not for its operation, the user can use a PC to simulate the VT100 terminal.
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The installation of the dependent node in the RS/6000 SP involves these three
steps:

 1. Control Workstation actions

 2. SP Switch Router Adapter in the GRF

 3. Starting the SP Switch

These steps are discussed in more detail in the next three figures.
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The first CWS action is to connect the RS/6000 SP to the GRF. This includes the
SP Switch cable, the GRF administrative Ethernet, and the GRF grounding cable.

Next, install the ssp.spmgr fileset on the Control Workstation, and ensure that
the spmgr daemon is started.

Next, use the commands endefnode and endefadapter to define the dependent
node. These commands are described in the PSSP Enhancement section.
Execute the two commands for all dependent nodes in the RS/6000 SP.

Finally, verify that the data used to define the dependent nodes were correct
using the splstnodes and splstadapters commands.

# splstnodes -t dependent node_number switch_node_number \
> switch_chip_port switch_chip switch_number switch_partition_number \
> reliable_hostname management_agent_hostname extension_node_identifier \
> snmp_community_name
node_number switch_node_number switch_chip_port switch_chip switch_number
switch_partition_number reliable_hostname management_agent_hostname
extension_node_identifier snmp_community_name

13 12 1 4 1 1
grf1.ppd.pok.ibm.com grf1.ppd.pok.ibm.com 03 ″″
#
# splstadapters -t dependent node_number netaddr netmask
node_number netaddr netmask

13 129.40.47.77 255.255.255.192
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Note: To verify the node number used in the endefnode command and the actual
switch connection, please refer to the Scalable POWERparallel Switch (SPS)
Bulkheads figure in the “Installation of RS/6000 SP Optional Features” chapter of
the RS/6000 SP Maintenance Information Volume 1: Installation and CE
Operations (GC23-3903).
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For GRF Installation, perform the following:

 1. When the GRF is first powered on, it starts by asking a series of questions in
the console to configure itself. These questions can be generated again, to
change the GRF configuration, with the command /etc/sbin/config_netstart
on the GRF. A list of the questions is shown below.

• Host name for this machine? [ ]

Hostname for the GRF. Use the long name if DNS is used in the Control
Workstation.

• Do you wish to configure the maintenance Ethernet interface? [yes]

Press Enter to take the default, yes. This is necessary to set up the GRF
to work with the RS/6000 SP.

• IP address of this machine? [ ]

IP address of the GRF.

• Netmask for this network? [ ]

Netmask for the GRF.

• IP address for router (‘none’ for no default route)? [ ]

Default route for the GRF. Type none if none available. This attribute
creates a static route to an external router for routing packets in the
administrative Ethernet network.
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• Do you wish to go through the questions again? [yes]

Here, the GRF will list all the parameters that you have typed in. Enter
no if they are correct. To make corrections, just press Enter.

• Save a copy of this file as /etc/netstart.bak? [no]

Specify yes to get a backup copy of the configuration.

 2. Edit /etc/snmpd.conf and add the following lines to the end of the file:

MANAGER <Control Workstation IP address>
SEND ALL TRAPS
TO PORT <SP manager port #>
WITH COMMUNITY <SNMP community name>

COMMUNITY <SNMP community name>
ALLOW ALL OPERATIONS
USE NO ENCRYPTION

Replace the values in the <brackets> with site-defined parameters. This
value is the same as the SNMP Community Name option defined in the
endefnode command in the Control Workstation. To prohibit unauthorized
SNMP Managers from configuring an extension node, change the existing
′public′ community name access to;

COMMUNITY public
ALLOW GET, TRAP OPERATIONS
USE NO ENCRYPTION

 3. Execute dev1config to configure the dependent node on the GRF. Among
other things, this command creates the /etc/grdev1.conf and
/etc/grdev1.conf.template files, and also updates the /etc/grinchd.conf and
/etc/grifconfig.conf files.

 4. Next, on the GRF console, refresh the grinch daemon and the SNMP
daemon. Use the ps ax and grep commands to list the process ID of the
daemons. Execute the kill command on the two process for the two
process to respawn themselves. Below is an example of this process:

# ps ax]grep grinch
15592 ?? S 0:00.51 grinchd -DNAGER 129.40.47.62
15811 p0 S+ 0:00.02 grep grinch
# kill 15592
May 3 04:51:00 grf1 root: grstart: grinchd exited status 143; restarting.
#
# ps ax]grep snmp
15600 ?? S 0:00.14 snmpd /etc/snmpd.conf /var/run/sn mpd.NOV
# kill 15600
May 3 04:54:43 grf1 mib2d[15605]: mib2d: terminated by master agent
May 3 04:54:43 grf1 root: grstart: snmpd exited status 143; restarting.
May 3 04:54:43 grf1 root: grstart: mib2d exited status 0; restarting.

 5. Finally, type grcard on the console. Check the status of the SP Switch Router
Adapter. It will show the slot number, the adapter name, and the status of
the card. The SP Switch Router Adapter is known as DEV1_V1 in this listing.
If the status is loading, it means that it is polling the Control Workstation
using the SNMP InfoNeeded trap to request configuration data, and you are
done. If not, there is a configuration problem with the SP Switch Router
Adapter.
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This table shows the attributes required by the GRF to set up the SP Switch
Router Adapter. They are all defined by the endefnode and endefadapter
commands. Explanations of the commands and attributes are found in the PSSP
Enhancements section.

Chapter 7. Overview of a Dependent Node 363



To start the SP Switch, first check the annotated switch file produced by the
Eannotator command, without storing the topology file in the SDR.

If the annotated switch topology file shows the dependent node in the RS/6000
SP to be different from that stated in the endefnode command, it means that
either the SP Switch Router Adapter is connected to the wrong SP Switch port,
or the node number was entered incorrectly in the endefnode command. You
need to either reconnect the SP Switch Router Adapter, or rerun the endefnode
command to correct the problem before continuing. When updating the
configuration with the endefnode or endefadapter command, specify the -r flag, so
that the GRF will be notified of the change and poll the Control Workstation for
the update.

When the annotated file is correct, execute the Eannotator command again, to
store the topology file in the SDR. Run the Eclock command to reset the SP
Switch clock, and reset the worm daemon on all standard RS/6000 SP nodes.

Use the SDRGetObjects switch_responds command to check the
adapter_config_state attributes for all the dependent nodes.

If all adapter_config_state attributes are css_ready, run the Estart command. If
any of the nodes′  adapter_config_state attributes are not css_ready, the Estart
will fail for the corresponding node. If any of the dependent nodes ′
adapter_config_status is not css_ready, or the Estart fails, perform problem
determination using the steps in the Hints and Tips section.
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The addition of the SP Switch Router Adapter adds four specific traps to the
SNMP:

SNMP InfoNeeded
SwitchNodeUP
SwitchNodeDown
SwitchConfigState.

Except for these traps, most other SNMP traps generated by the GRF are ignored
by the SP Extension Node SNMP Manager. However, if the user has another
SNMP manager in the network, it can query adapter configuration and state
information, and monitor the flow of SNMP traps between the GRF Agent and the
SP Extension Node SNMP Manager on the Control Workstation.

When the GRF is first powered on, it periodically sends the InfoNeeded SNMP
trap to the SP Extension Node SNMP Manager for configuration information.
Alternatively, the enadmin -a reconfig command will send an SNMP set-request
containing an extension node identifier and an administrative status of
reconfigure to the GRF to trigger the InfoNeeded trap.

When the Control Workstation receives the InfoNeeded trap, it sends a SNMP
set-request containing the extension node identifier and the configuration
attributes for that dependent node to the GRF SNMP Agent at UDP port 161.
When the GRF Agent has received all the configuration information, it sends an
SNMP get-response to the SP Extension Node SNMP Manager on the Control
Workstation. The information is then applied to the SP Switch Router Adapter,
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and the GRF sends two SNMP traps, SwitchNodeUp and SwitchConfigState, to
indicate that it is ready.

Notes:

 1. When an Estart or Eunfence is issued, processing is done via link-level
service packet exchanges between the dependent node and the Primary
node using the SP Switch. The Primary node next sets switch_responds for
the dependent node.

 2. When Efence is issued, a SwitchNodeDown SNMP trap is sent by the GRF
SNMP Agent, and via link-level service packet exchanges between the
dependent node and Primary node, the Primary node sets the
switch_responds for the dependent node.

 3. When the dependent node enables or reenables its SP Switch interface, the
GRF SNMP Agent sends a SwitchNodeUp SNMP trap to the SP SNMP
Manager. If the Efence command was previously issued with the ′autojoin′
option to remove the dependent node from the SP Switch network, the SNMP
Manager will issue the Eunfence command to allow the dependent node to
join the SP Swtich network.
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7.5 Sample Configurations

This section offers some sample configurations for using the GRF with the
RS/6000 SP.
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This example describes the steps for an installation of GRF into an RS/6000 SP
system.

 1. First, on the Control Workstation, we install the SP Extension Node SNMP
Manager:

# installp -a -d /spdata/sys1/install/pssplpp/PSSP-2.3 -X ssp.spmgr
.
.
.
.

Installation Summary
--------------------
Name Level Part Event Result
-------------------------------------------------------------------------------
ssp.spmgr 2.3.0.0 USR APPLY SUCCESS
ssp.spmgr 2.3.0.0 ROOT APPLY SUCCESS

Here we assume that the RS/6000 SP software is in the
/spdata/sys1/install/pssplpp/PSSP-2.3 directory. We could have similarly
installed it from tape (assuming tape drive 0) using installp -a -d /dev/rmt0
-X ssp.spmgr.

 2. Next, check for its status using lssrc -s spmgr. Start the SP Extension Node
SNMP Manager on the Control Workstation if it is not started. We turn on
tracing on the SP Extension Node SNMP Manager to provide us with more
information should the dependent node installation fail. The following
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example checks for the activity of the spmgr daemon, starts it, verifies that it
is active, and turns tracing on for the daemon:

# lssrc -s spmgr
Subsystem Group PID Status
 spmgr inoperative
#
# startsrc -s spmgr
0513-059 The spmgr Subsystem has been started. Subsystem PID is 17574.
#
# lssrc -s spmgr
Subsystem Group PID Status
 spmgr 17574 active
#
# traceson -ls spmgr
Start trace.
0513-091 The request to turn on tracing was completed successfully.

If you intend to run with tracing enabled during production, you can limit the
size of the trace table by specifying the maximum size as a ′-s′ switch value
to be passed to the spmgr daemon when it is started (for example ′startsrc
-s spmgr -a″- s  < s i z e > ″ ′).

 3. Next, we define the dependent node on the Control Workstation with
endefnode and endefadapter, using the following parameters:

• The GRF hostname is grf1.ppd.pok.ibm.com.

• SP Switch Router Adapter is in Slot 2 of the GRF.

• The dependent node number is 13.

• The IP address for the dependent node is 129.40.47.77 (IP address of SP
Switch for node 13 in the RS/6000 SP).

• The netmask for the dependent node is 255.255.255.192 (netmask for the
SP Switch on the RS/6000 SP).

# endefnode -a grf1.ppd.pok.ibm.com -i 02 -s grf1.ppd.pok.ibm.com 13
The endefnode command has completed successfully.
#
# endefadapter -a 129.40.47.77 -m 255.255.255.192 13
The endefadapter command has completed successfully.

 4. After setting up the dependent node on the RS/6000 SP, we proceed to set
up the GRF. The following questions are asked when the GRF is powered up
for the first time or these questions can be activated using the
config_netstart command on the GRF:

• The hostname is grf1.ppd.pok.ibm.com (hostname for the GRF′ s
administrative Ethernet).

• Answer yes to configure the maintenance Ethernet.

• Use 129.40.41.47 (IP address defined for the GRF′ s administrative
Ethernet).

• Use 255.255.255.0 (netmask for the GRF′ s administrative Ethernet).

• Use 129.40.47.62 for the default route.

• Specify no to avoid going through the questions again.

• Specify yes to save a copy of the configuration in /etc/netstart.bak.
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 5. Next, we configure the GRF to communicate with the Control Workstation.
Append the following lines to /etc/snmpd.conf in the GRF:

MANAGER 129.40.47.62
SEND ALL TRAPS
TO PORT 162
WITH COMMUNITY spenmgmt

COMMUNITY spenmgmt
ALLOW ALL OPERATIONS
USE NO ENCRYPTION

 6. Next, execute dev1config to configure the SP Switch Router Adapter and
refresh the SNMP and grinch daemons:

# dev1config
#
# ps ax]grep grinch
15592 ?? S 0:00.51 grinchd 129.40.47.62
15811 p0 S+ 0:00.02 grep grinch
#
# kill 15592
May 3 04:51:00 grf1 root: grstart: grinchd exited status 143; restarting.
#
# ps ax]grep snmp
15600 ?? S 0:00.14 snmpd /etc/snmpd.conf /var/run/sn mpd.NOV
# kill 15600
May 3 04:54:43 grf1 mib2d[15605]: mib2d: terminated by master agent
May 3 04:54:43 grf1 root: grstart: snmpd exited status 143; restarting.
May 3 04:54:43 grf1 root: grstart: mib2d exited status 0; restarting.

 7. Execute the grcard command on the GRF, and check to make sure that the
SP Switch Router Adapter, known as DEV1_V1, is running:

# grcard
0 ETHER_V1 running
2 DEV1_V1 running
3 HIPPI_V1 running
4 HSSI_V1 running

 8. We next return to the Control Workstation to start the SP Switch. First, we
run the Eannotator and Eclock commands, before starting the SP Switch with
an Estart.

# Eannotator -F /etc/SP/expected.top.2nsb.0isb.0 \
> -f /etc/SP/ann.2nsb.0isb -O no

The annotated file is checked for correct dependent node positioning before
storing it into the SDR and setting the SP Switch clock, as follows:

# more /etc/SP/ann.2nsb.0isb
.
.
.

s 14 1 tb3 12 0 E01-S17-BH-J33 to E01-N13 # Dependent Node
#
# Eannotator -F /etc/SP/expected.top.2nsb.0isb.0 \
> -f /etc/SP/ann.2nsb.0isb -O yes
# Eclock -f /etc/SP/Eclock.top.2nsb.0isb.0

 9. Finally, we check the SDR class switch_responds to ensure that the
adapter_config_status of the dependent nodes is css_ready before starting
the SP Switch:
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# SDRGetObjects -G switch_responds
node_number switch_responds autojoin isolated adapter_config_status
 .
 .
 .

13 1 0 0 css_ready
#
# Estart
Switch initialization started on ceed1n05.ppd.pok.ibm.com.
Initialized 5 node(s).
Switch initialization completed.

The number of nodes initialized includes both standard and dependent nodes
in the RS/6000 SP partition.
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The requirements for a dependent node to be installed in a partition with
multiple PSSP levels are outlined in the Coexistence figure of the PSSP
Enhancements section.

Here, we assume an RS/6000 SP with multiple PSSP levels in a partition,
complying with the coexistence requirements, and the nodes in the partition are
able to communicate with each other through the SP Switch. If these conditions
are met, the installation of the dependent node in this scenario is the same as
the standard installation shown in the previous figure.

This installation allows the non-PSSP 2.3 RS/6000 SP nodes to work with the
dependent node in the partition.
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In this example, we install the RS/6000 SP such that SP Switch adapters in
different partitions have different subnets. We assume the availability of a single
frame RS/6000 SP system, with two partitions of eight nodes each. The IP
address for the SP Switch network with a netmask of 255.255.255.0 listed below:

• Partition A

− Node 1: 129.40.47.1 a1

− Node 2: 129.40.47.2 a2

− Node 5: 129.40.47.5 a5

− Node 6: 129.40.47.6 a6

− Node 9: 129.40.47.9 a9 (dependent node)

• Partition B

− Node 3: 129.40.48.3 b3

− Node 4: 129.40.48.4 b4

− Node 7: 129.40.48.7 b7

− Node 8: 129.40.48.8 b8

− Node 11: 129.40.48.11 b11 (dependent node)

Use the instructions of the Standard Installation figure in this section to install
the dependent node in each partition.

Chapter 7. Overview of a Dependent Node 373



First, perform Steps 1 and 2.

Perform Step 3 twice, once for dependent node 9 and once for dependent node
11 shown above. Use the IP address and netmask of a9 and b11 instead. Use
Slots 02 and 03 of the GRF for each of the dependent node. The endefnode and
endefadapter commands should be executed in the each partition. Before
executing these commands, set the appropriate partition by executing export
SP_NAME=<partition name>.

Next, perform Steps 4, 5, 6 and 7. For Step 7, grcard should show DEV_V1 running
on Slot 2 and 3 instead.

For Step 8, the topology files for a partitioned RS/6000 SP are found in the
/spdata/sys1/syspar_configs/topologies directory. The correct topology file to
use with Eannotator can be listed by the SDRGetObjects Switch_partition
topology_filename command. Note that the topology file listed in this manner
ends with a dot and a number. This is the version number of the topology file
stored in the SDR. When using the Eannotator command, ignore this version
number. If you list the topology files in the
/spdata/sys1/syspar_configs/topologies directories, you will notice that the
partitioned RS/6000 SP topology files end with “isb.” Again, perform Step 8
twice, once for each partition.

Finally, perform Step 9 to complete the definition of the dependent nodes. When
SDRGetObjects -G switch_responds is performed, check adapter_config_status for
both dependent nodes to ensure that both are in the css_ready state. Do Estart
twice, once for each partition.

Next, we set up the RS/6000 SP nodes, so that they can communicate with each
other across partitions. In partitioning, nodes in one partition do not
communicate with nodes in other partitions. They can communicate with the
dependent nodes in their own partition. In order for them to communicate
across partitions using the GRF, we need to set up routes.

Finally, we set up static routes from each node to enable it to communicate via
GRF with the nodes in the other partition. For every node in Partition A, execute
the following statement to add a static route to Partition B:

# route add -net b3 -netmask 255.255.255.0 a9
a9 net b3: gateway a9
#

And for every node in Partition B, execute the following statement to add a static
route to Partition A:

# route add -net a1 -netmask 255.255.255.0 b11
b11 net a1: gateway b11
#

Now the RS/6000 SP nodes in Partition A are able to communicate with nodes in
Partition B. In order for the routes to be available after a reboot, add them to
the /etc/rc.net file. Alternatively, these routes could be set up using dynamic
routing protocols, such as RIP or OSPF, that are supported both on the RS/6000
SP and the GRF.
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 Attention 

In order for communication to be possible across partitions through the SP
Switch, switch_responds must be green for the source node, the destination
node and the dependent nodes in each partition.
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Partitions in the RS/6000 SP are separate networks to the system. They should
use different subnet masks; this is a requirement when we want them to talk to
each other through a single GRF. When both partitions are in the same subnet,
the routing table on the GRF will only register one of the routes to the RS/6000
SP. Thus, one of the partitions is not reachable through the GRF.

In this example, we show how to make the partitions talk to each other when
they are in a single subnet. The IP addresses of the RS/6000 SP Switch and
their aliases with a netmask of 255.255.255.0 are as follows:

• RS/6000 SP

− Node 1: 129.40.49.1 c1

− Node 2: 129.40.49.2 c2

− Node 3: 129.40.49.3 c3

− Node 4: 129.40.49.4 c4

− Node 5: 129.40.49.5 c5

− Node 6: 129.40.49.6 c6

− Node 7: 129.40.49.7 c7

− Node 8: 129.40.49.8 c8

− Node 9: 129.40.49.9 c9 (dependent node)

− Node 11: 129.40.49.11 c11 (dependent node)
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• Partition A (aliases)

− Node 1: 129.40.47.1 a1

− Node 2: 129.40.47.2 a2

− Node 5: 129.40.47.5 a5

− Node 6: 129.40.47.6 a6

− Node 9: 129.40.47.9 a9 (dependent node)

• Partition B (aliases)

− Node 3: 129.40.48.3 b3

− Node 4: 129.40.48.4 b4

− Node 7: 129.40.48.7 b7

− Node 8: 129.40.48.8 b8

− Node 11: 129.40.48.11 b11 (dependent node)

To set up the above, follow the instructions of the Partition Installation (Subnet)
figure in this section. Use the address listed in the RS/6000 SP bullet for the SP
Switch above for both partitions instead.

Next, set up the alias on the SP Switch Router Adapters on the GRF by editing
the /etc/grifconfig.conf file in the GRF. Here, the adapters are in Slots 02 and 03.

.

.

.
gt020 129.40.49.9 255.255.255.0
gt020 129.40.47.9 255.255.255.0
gt030 129.40.49.11 255.255.255.0
gt030 129.40.48.11 255.255.255.0

After inserting the two statements on gt020 and gt030, save the file and reset the
two adapters. This activates the aliases.

# grreset 2
Ports reset: 2
# grreset 3
Ports reset: 3
May 13 00:40:43 classgig kernel: gt020: GigaRouter DEV1, GRIT address 0:2:0
May 13 00:40:43 classgig kernel: gt020: GigaRouter DEV1, GRIT address 0:2:0
May 13 00:40:46 classgig kernel: gt030: GigaRouter DEV1, GRIT address 0:3:0
May 13 00:40:46 classgig kernel: gt030: GigaRouter DEV1, GRIT address 0:3:0
#

Next, set up the alias for the SP Switch adapter on the RS/6000 SP nodes via the
ifconfig command. To set up the alias on node 1, use the following command:

# ifconfig css0 a1 netmask 255.255.255.0 alias

To check whether it was successfull, use the netstat -i command. Execute the
above commands on all RS/6000 SP nodes, using the appropriate IP alias.

Finally, on each RS/6000 SP node, add a static route to reach the nodes on the
other partition:

# route add -net b3 -netmask 255.255.255.0 a9
a9 net b3: gateway a9
#
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This is similar to adding the static routes in the previous example.

Now the RS/6000 SP nodes in Partition A can communicate with nodes in
Partition B, and vice versa, using the IP aliases. In order for these routes to be
available after a reboot, insert the route add commands in the /etc/rc.net file.
Alternatively, these routes can be set up using dynamic routing protocols, such
as RIP or OSPF, that are supported both on the RS/6000 SP and the GRF.
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In this example, we show how to install two dependent nodes in one partition.
As mentioned in the previous examples, when we have more than one media
card with the same subnet on the GRF, only one of them is recorded in the
GRF′ s routing table. Connecting the RS/6000 SP to the GRF in this manner
gives us additional availability. Should one of the media cards be unavailable,
the other media card will take over. For the RS/6000 SP, the same happens
when we connect two SP Switch Router Adapters to the same partition.

For this example to work, the whole network has to run OSPF. On the RS/6000
SP, at least one node on each partition must run OSPF. OSPF must be running
on the GRF as well.

OSPF will configure the routes to the GRF using different weights. Normally,
communication between the GRF and the RS/6000 SP uses the SP Switch Router
Adapter with a lower-weight route. When that SP Switch Router Adapter is
unavailable, the corresponding route is also unavailable, and all IP traffic (except
that using static routes), dynamically reroutes to the other route with the active
SP Switch Router Adapter. In this manner, it enhances the availability of the
RS/6000 SP connection to the GRF in that partition.

Note: In the above example, availability can be enhanced by connecting two
GRFs, each with an SP Switch Router Adapter, to a single partition.
Should the GRF fail in the above example, all routes going through the SP
Switch will be unavailable. With two GRFs, when one fails, the other will
still be available.
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The requirements for this example are exactly the same as those for the
Backup Adapter Installation example. OSPF must be running on at least
one node of the partition and on both GRFs. In addition, both GRFs must
be interconnected by a TCP/IP media like HIPPI or FDDI, and this link
must be active.

Lastly, in this example, since there are two GRFs, there are two routing
tables available, one on each GRF. Each GRF records the route created
by the SP Switch Router Adapter, even though they are in the same
subnet. This offers greater flexibility in assigning IP packets between the
two routes, and in balancing the IP load.
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7.6 Limitations

To use the dependent node in an RS/6000 SP requires the SP Extension Node
SNMP Manager to be installed in the Control Workstation. The SP Extension
Node SNMP Manager requires UDP port 162 in the Control Workstation. Other
SNMP managers, such as Netview, also require this port. To allow the two to
coexist, the SP Extension Node SNMP Manager must use an alternative udp port.
This process is documented in the Installation section.

The standard cable provided to attach the GRF to the RS/6000 SP is only 10 m
long. This means that the GRF is within 10 m of the RS/6000 SP, which may not
be far enough for some customers. An alternative to provide a longer cable is
available through RPQ. The drawback of the longer cable is that it cannot be
wrap tested to see if it is faulty.

The GRF only supports TCP/IP routing. Thus, the dependent node does not
support any other protocols such as, SNA or user space, commonly associated
with the RS/6000 SP.

Dependent nodes are not allowed in Node Groups.

Only the 8-port and 16-port SP Switch is supported. The 8-port and 16-port High
Performance Switch, the old SP switch, cannot be connected to the SP Switch
Router Adapter on the GRF.

Chapter 7. Overview of a Dependent Node 381



The spmon command on the RS/6000 SP is not enhanced to support dependent
nodes. Dependent nodes can only be viewed from the perspectives command.

The fault service daemon runs on all switch nodes in the RS/6000 SP, but not on
the dependent node. As such, the dependent node does not have the full
functionality of a normal RS/6000 SP Switch node.

The dependent node requires the SP Switch′ s Primary node to compute its
switch routes. If the Primary node is not at PSSP 2.3, the dependent node
cannot work with the RS/6000 SP.

In the RS/6000 SP, SP Switch nodes occasionally send service packets from one
node to the next to keep track of status and links. Sometimes these packets are
sent indirectly through another switch node. As the dependent node is not a
standard RS/6000 SP Switch node, it cannot be used to forward service packets
to other nodes.

The SP Switch Router comes preloaded with its operating system. To do an
upgrade, users will have to download the latest level from the IBM FTP server
used for 9077 support. At the time this publication is beig written, that server is
expected to be service2.boulder.ibm.com. IBM will provide service updates and
new levels of the SP Switch Router software on that server. The only GRF
software supported on the SP Switch Router will be those versions that are
provided by the IBM FTP server.
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7.7 Hints and Tips

When installing the dependent node, it is recommended that you turn on tracing
for the SP Extension Node SNMP Manager so that valuable information will be
available in the snmp log file should the installation fail. To turn on tracing,
either specify the -l or -s flag on the startsrc command when the spmgr
subsystem is started. Alternatively, use the traceson -ls spmgr command if
tracing was not specified when the spmgr subsystem was started. To turn it off,
use tracesoff -s spmgr.

If the output of enadmin, endefnode -r, or endefadapter -r shows a timeout, check
the trace file /var/adm/SPlogs/spmgr/spmgrd.log for messages shown in
Table 14, to perform the corresponding recovery action.

Table 14 (Page 1 of 2). SNMP Trace File Messages

Symptom Recovery

init_io failed: udp port in use. If you find this message, then port 162 in the Control
Workstation is already in use. Change the
spmgr-trap port number in /etc/services in the
Control Workstation, and /etc/snmpd.conf in the
GRF.

Chapter 7. Overview of a Dependent Node 383



Table 14 (Page 2 of 2). SNMP Trace File Messages

Symptom Recovery

2536-007 An authentication failure notification
was received from an SNMP Agent running on the
host <hostname> which supports Dependent Nodes.

The SNMP community name in the DependentNode
and the GRF do not match. Correct it in the
DependentNode using endefnode, or on the GRF by
editing the /etc/snmpd.con file.

No authentication error message in the trace file. Correct the dependent node′ s
management_agent_hostname in the DependentNode
class by using endefnode.

Using the command lssrc -ls spmgr, check for the message switchInfoNeeded
trap message is not being received. If that is the case, check the IP address of
the Control Workstation in the /etc/snmpd.conf file in the GRF. Correct the
address and restart the snmp daemon in the GRF.

If lssrc -ls spmgr produces the switchInfoNeeded trap message is being received
but not being processed message, check the snmp trace file on the Control
Workstation. Table 15 shows the messages found in the trace file and the
corresponding recovery action.

Table 15. SNMP Trace File Messages

Symptom Recovery

Dependent node <ext_id> managed by the SNMP agent
on host <CWS hostname> is not configured in the
SDR - switchInfoNeeded trap ignored.

Either the wrong dependent node <ext_id> (slot
number for the SP Switch Router Adapter in the
GRF) or the wrong management_agent_hostname is
placed in the DependentNode class. Correct the
attributes and check using lssrc -ls spmgr.

SDR attribute <attr> in class <class> for
dependent node <id> has a null value for SNMP
Agent on host <hostname>.

Required attribute value is missing either in the
DependentNode or in the DependentAdapter class.
Add the missing attributes and check using lssrc
-ls spmgr.

SDRGetAllObjects() DependentAdapter failed with
return code 4.

Same as the previous recovery.

Dependent node <ext_id> managed by the SNMP agent
on host <hostname> is configured with a bad
community name-switchInfoNeeded trap ignored.

The SNMP community names in the
DependentAdapter and the GRF do not match.
Correct it in the DependentAdapter using endefnode,
or on the GRF by editing the /etc/snmpd.conf file.

If none of the preceding recovery methods solves the problem, refer to IBM
Parallel System Support Programs for AIX: Diagnosis and Messages Guide,
GC23-3899. Check the Symptom and Recovery table in the Diagnosing Switch
Problems chapter of GC23-3899 for the proper action. Following is a list of
suggestions for performing the recovery:

• If the recovery action is Verify Secondary Nodes, and the failing node is a
dependent node, then enter SDRGetObjects switch_responds and check the
adapter_config_status of the dependent node. If it is not css_ready, then
continue with the following steps.

• Enter SDRGetObjects DependentNode to verify the attributes of the dependent
node.

• Login to the GRF to verify the SP Switch Router Adapter attributes by issuing
the following command (assume that the SP Switch Router Adapter is in slot
2 of the GRF):
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# grrmb
GR 66> port 2
GR 02> maint 3
GR 00> [RX]
[RX] Configuration Parameters:
[RX] Slot Number..........: 2
[RX] Node Number..........: 7
[RX] Node Name............: 02
[RX] SW Token.............: 0001000602
[RX] Arp Enabled..........: 2
[RX] SW Node Number.......: 6
[RX] IP...................: 0x81282f47
[RX] IP Mask..............: 0xffffffc0
[RX] Alias IP.............: 0x81283047
[RX] Max Link Size........: 1024
[RX] Host Offset..........: 1
[RX] Config State.........: 1
[RX] System Name..........: ceedgate
[RX] Node State...........: 2
[RX] Switch Link Chip.....: 2
[RX] Transmit Delay.......: 31

• Verify that the SNMP community name in the /etc/snmpd.conf file on the GRF
is the same as that in the CWS.

• When all the preceding items are verified, issue an Eunfence to add the
dependent node to the RS/6000 SP.
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Chapter 8. Parallel Environment Version 2.3

Parallel Environment (PE) Version 2.3 is the follow-on of Version 2.2.

In this chapter, we present the Parallel Environment architecture, the global
concepts, and the enhancements from the previous version. Further, the
installation process is discussed. We also introduce the different tools of PE and
how to use them to succeed with the different steps of program execution:
compilation, execution, tuning and monitoring.

The Message Passing Libraries MPI and LAPI are not covered in this chapter.
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8.1 Overview

This section presents a global overview of the Parallel Environment: the general
concept, the architecture and terminology.

We will introduce the different components, prerequisites and related software,
considerations about coexistence and migration.
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8.1.1 What Is the Parallel Environment (PE)?

Parallel applications developed for a distributed system are often run under two
different major paradigms: shared memory or explicit message passing.

• On a shared memory system, the programmer is able to read/write shared
variables among distributed processes running across the system.

• Using the message passing libraries, information is passed between
processes on the parallel system via messages communicated in
send/receive pairs. Message passing is frequently used on distributed
memory parallel systems and workstation clusters.

IBM Parallel Environment is an environment designed for the development and
execution of parallel programs on a distributed memory model. Parallel
Environment can run on:

• Workstation clusters

• Any configuration of RS/6000 SP

• A mixed system where additional RS/6000 workstations supplement the
processors of an RS/6000 SP.

Parallel applications can be developed on any RS/6000 that has PE installed and
executed on a network cluster or SP system.
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However, Parallel Environment has been optimized to take full advantage of the
RS/6000 SP flexible architecture and High Performance Switch (HPS and SP
Switch). This presentation refers to RS/6000 SP only.

The Message Passing Interface (MPI) complies with Message Passing Interface
standard 1.1.

The Parallel Environment supports the two basic parallel programming models,
the Single Program Multiple Data (SPMD) and the Multiple Program Multiple
Data (MPMD):

• In the SPMD model, the programs running the parallel tasks of your partition
are identical. The tasks, however, work on different sets of data.

• In the MPMD model, each node may run a different program. A typical
example of this is the master/slave program. One task (the master)
coordinates the execution of the other tasks (the slaves).
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8.1.2 What Is in Parallel Environment (PE)?

Parallel Environment includes different components and tools for developing,
executing, debugging and profiling parallel programs.

• Parallel Operating Environment (POE)

POE is a set of tools to compile and run parallel programs from the home
node. It is an execution environment designed to hide, or at least smooths,
the differences between serial and parallel execution. With POE, you invoke
the parallel program from your home node and run its parallel tasks to the
remote nodes.

• Visualization Tool (VT)

This tool consists of a trace generation facility and a trace display system
that allow you to visualize performance characteristics of the program and
system. VT can be used as an online monitor (for performance monitoring)
or to play back traces recorded during a program execution (for trace
visualization).

• Parallel debugger

This tool extends the interface and subcommands of the AIX debuggers.
Some subcommands have been modified for use on parallel programs.
Command line and X-windows interfaces are both available.

• Xprofiler
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Xprofiler extends the usability of the AIX gprof command for use on parallel
programs.

• Message Passing Interfaces (MPI)

There are two libraries for MPI:

− Signal handling, which uses AIX signals and signal handlers
− Threaded, which uses POSIX threads

All tasks of a program must use either signal handling or threaded calls, but
not a combination of each.

The Message Passing Library (MPL) is still delivered for compatibility
purposes and uses signal handling.

Note: MPL does not support threaded calls.

• LAPI

LAPI is another kind of message passing interface. This library is not based
on standards and is delivered with the PSSP code. LAPI stands for Lowlevel
Application Programming Interface.
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8.1.3 Parallel Operating Environment (POE)

The parallel compiler scripts are shell scripts that call the corresponding
language compilers while also linking in an interface library to enable
communication between your home node and the parallel tasks running on the
remote nodes. You dynamically link in a communication subsystem
implementation when you invoke the executable.

The poe command invokes the Parallel Operating Environment for loading and
executing programs on remote nodes. The operation of POE is influenced by
more than 40 environment variables. The flag options on this command are
each used to temporarily override these environment variables.

The environment variables and flags that influence the POE command fall into
these categories:

• Partition manager control
The environment variables and flags in this category determine the method
of node allocation, message passing mechanism, and the PULSE monitor
function.

• Job specification
The environment variables and flags in this category determine whether or
not the partition manager should maintain the partition for multiple job steps,
whether commands should be read from a file or STDIN, and how the
partition should be loaded.
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• I/O control
The environment variables and flags in this category determine how I/O from
the parallel tasks should be handled. These environment variables and flags
set the input and output modes, and determine whether or not output is
labeled by task id.

• VT trace collection
The environment variables and flags in this category determine if and how
execution traces are collected for playback using the visualization tool (vt).
They determine which type of trace are collected, and how trace storage is
handled.

• Generation of diagnostic information
The environment variables and flags in this category enable you to generate
diagnostic information that may be required by the IBM Support Center in
resolving PE-related problems.

• Message Passing Interface
The environment variables and flags in this category enable you to specify
values for tuning message passing applications.

• Miscellaneous
The environment variables and flags in this category enable additional error
checking, and set a dispatch priority class for execution.
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8.1.4 POE Architecture

Application developers compile and run programs from their home node using
the Parallel Operating Environment. The home node can be an RS/6000 SP node
or any workstation on the LAN that has PE installed.

With the Parallel Operating Environment, a parallel program is invoked from the
home node and runs its parallel tasks on a number of remote nodes. The group
of parallel tasks is called a partit ion. The user program and data must be
accessible by all the remote nodes where the parallel tasks are executed.

When you invoke a program on your home node, POE starts your partition
manager which allocates the nodes of your partition and initializes the local
execution environment for remote tasks. A copy of the partition manager
daemon (PMD) is run on each remote node and forks to the user′s executable to
initialize the environment. The PMD on the remote nodes is invoked by inetd
and has entries in /etc/services.

Although you are running tasks on remote nodes, POE allows you to continue
using traditional AIX I/O techniques and commands.

PMD manages distribution or collection of standard input (STDIN), standard
output (STDOUT), and standard error (STDERR). The Partition Managers
communicate with the Socket Structured Messages (SSM). SSM control in and
SSM control out are used to exchange the messages of STDIN, STDOUT, and
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STDERR by the way of sockets. The Partition Manager daemon puts or discards
the header of the SSM.

Depending on the SPMD or MPMD programming model use, you can redirect
input, output, pipes, or use shell tools to:

• Determine whether a single task or all parallel tasks should receive input
from STDIN.

• Determine whether a single task or all parallel tasks should write to
STDOUT. If all tasks are writing to STDOUT, it may be useful to specify that
messages be ordered by task ids.

• Specify the level of messages reported to STDOUT.
• Specify that messages to STDOUT and STDERR should be labeled by task

ids.

In some cases, depending on the way the redirection are used, I/O buffering
should be done with environment variables such as MP_STDINMODE and
MP_HOLD_STDIN.

Writes to STDOUT can be synchronous or asynchronous in conjunction with the
variable MP_STDOUTMODE.

Depending on your hardware, configuration, or specific need, the partition
manager uses a host list file, or the System Resource Manager, or both, to
allocate nodes. The Parallel Operating Environment does not realize any
allocation. The choice of IP or User Space protocol is dynamic and can be set
with the MP_EUILIB variable or overridden at POE invocation with poe -euilib.

Note: The User Space protocol needs the SP switch.

The Visualization Tool trace activation is dynamic and can be set with the
variable MP_TRACELEVEL or overridden at POE invocation, poe -tracelevel or
-tlevel.
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8.1.5 PE 2.3 Prerequisites and Dependencies

• Parallel Environment Version 2 Release 3 commands and applications are
compatible with AIX Version 4.2.1 only, not with earlier versions. The
different versions and releases of the Parallel Environment and their related
software that are supported are:

Table 16 (Page 1 of 2). Prerequites and Related Software

PSSP Version Related Software

PSSP 1.1 5765-296 AIX 3.2.4
LL 1.2 5765-145
PE 1.2 5765-144

 PVMe 1.3 5765-246
 High Performance Switch (HPS)

PSSP 1.2 5765-296  AIX 3.2.4 - 3.2.5
LL 1.2 5765-145
PE 1.2.1 5765-144

 PVMe 1.3.1 5765-246
 High Performance Switch (HPS)
 SP Switch
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• Incompatibilities exist between Fortran 90 and MPI which may affect the
ability to use these programs. For more information on the restrictions and
implications of using MPI and Fortran 90, refer to the
/usr/lpp/ppe.poe/samples/mpif90/README.mpif90 file after POE is installed.

The mpxlf90 script is delivered as a sample. If you want to enable it, you
need to perform the following steps:

 1. Copy the mpxlf90 script file:

 cp /usr/lpp/ppe.poe/samples/mpif90/mpxlf90 to /usr/lpp/ppe.poe/bin

 2. Create a symbolink link to /usr/bin:

ln -s /usr/bin/mpxlf90 /usr/lpp/ppe.poe/bin/mplf90

 3. Copy the mpilf90.h header file:

cp /usr/lpp/ppe.poe/samples/mpif90/mpif90 to /usr/lpp/ppe.poe/bin

Table 16 (Page 2 of 2). Prerequites and Related Software

PSSP Version Related Software

PSSP 2.1 5765-529 AIX 4.1.4
LL 1.2.1 5765-145
PE 2.1 5765-543

 PVMe 2.1 1 5765-544
 C 3.1 or later 5765-423
 C++ 3.1 or later 5765-421
 XLF 3.2 or later 5765-526
 High Performance Switch (HPS)
 SP Switch

PSSP 2.2 5765-529  AIX 4.1.4 - 4.1.5 - 4.2
LL 1.3 5765-145
PE 2.2 5765-543

 PVMe 2.2 5765-544
 C 3.1 or later 5765-423
 C++ 3.1 or later 5765-421
 XLF 3.2 or later 5765-526
 High Performance Switch (HPS)
 SP Switch
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8.1.6 PE Coexistence Migration

Different PE software levels cannot coexist within a partition. The issues
concern:

• The PMD, although the PMD′s use the same port number, it has been
modified with the PE Version 2.3. Different PMD levels cannot coexist within
the same partition.

• Different Job Manager Versions cannot coexist in a same partition. You
must define as many partitions as you have different Job Manager levels.

• The Job Manager cannot span across partitions. You must define a Job
Manager for each partition. Each partition must have its own Job Manager
configuration file /etc/jmd_config.syspar_name.

Partitions have to be defined according the rules of partitioning.
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Migration

 Important 

Although a migration from any PE Version to PE Version 2.3 will completely
override the earlier fileset, it is strongly recommended to uninstall the
oldfileset. This will reduce the chance for confusion over old fileset, path
name, executable, etc. Use the PEdeinstallSP command to uninstall all the
PE filesets.

In the case system administrator modified some scripts or configuration files, it
may be desirable to save them and redo the modifications on the new version.
The modified files could be as follows:

• The compiler scripts
• The configuration file /usr/lpp/ppe.poe/lib/poe.cfg
• The amd script mpamddir

PE version 2.3 maintains a binary compatibility with executables compiled with
previous versions. There is no need to maintain previous versions of libc or MPI
libraries.

• Programs compiled with PE Version 2.2 will execute with PE Version 2.3.

• Programs compiled with PE Version 2.1 will execute with PE Version 2.2 and
PE Version 2.3.

• Programs compiled with PE Version 1.2 need to be recompiled with PE
Version 2.3
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8.2 New in PE Version 2.3

The major enhancements of this release concern the support of:

• AIX 4.2.1

• Threaded libraries

• Distributed File System (DFS)
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8.2.1 AIX 4.2.1 Support

Parallel Environment Version 2.3 supports all the features of AIX 4.2.1 such as
files greater then 2GB and some compiler ′s features and options:

• crt0

The binder option initfini allows you to specify some specific initialization
routines outside crt0. POE no longer needs to provide its own versions of
crt0. It uses those delivered by AIX.

The crt0 routine is mainly used for:

− The initialization of the registers
− Some AIX setup
− The call to main()

The object crt0.o is delivered with AIX in /lib and statically bound in the user
program. In previous versions, PE delivered its own versions of crt0 in
/usr/lpp/poe/lib for MPI specific initialization. This can lead to major issues
for compatibility and migration in the following situations:

− Each time crt0.0 changes in AIX
− Each time PE changes its own version of crt0

• The C++ language sti l l  needs some specific initialization before call ing
main(). It delivers its own crt0.o versions in /usr/lpp/xlC/lib.

• Binder, initfini option
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The AIX Version 4.2 brings a new binder′s option, the initfini, which allows
a user to specify a routine that will be executed before main. This routine
will be called poe_remote_main(). The routine obtains the values of argc and
argv from crt0 and passes them to mp_main(), which then initializes the POE
remote child.

The routine is bound to the users executables at compile time. All the POE′s
compilation scripts utilize the initfini binder option with the following flag:
_FLAGS=″-I$_INCLUDE -binitfini:poe_remote_main ″ , so you do not have to
specify it.

This binder only applies to AIX Version 4.2 or later and is called as follows:
cc -b initfini

initfini: [initial ] [:termination ] [:priority ]

specifies a module initialization and termination function for a module, where
initial is an initialization routine, termination is a termination routine and
priority is a signed integer, with values from -2,147,483,648 to 2,147,483,647.
You must specify at least one value of initial and termination. If you omit
both termination and priority, you must omit the colon after initial. If you
do not specify priority, 0 is the default. This option only applies to AIX
Version 4.2 or later. This option sorts routines by priority, starting with the
routine with the smallest priority. It invokes initialization routines in order,
and termination routines in reverse order.

Note:

− This option invokes routines with the same priority in an unspecified
order, but it preserves the relative order of initialization and termination
routines. For example, if you specify initfini:i1:f1 and initfini:i2:f2
and i1 is invoked before i2 in an unspecified order, f2 will be called
before f1 when the module is unloaded.

− The poe_remote_main() call is a part of the pm_initfini.o object in the
libmpi.a library.

• Call modinit()

With AIX Version 4, the compilers have been modified to support the initfini
binder option with the modinit() call in the libc.a and libc_r.a libraries. The
POE versions of libc.a and libc_r.a hold this call.

• PE Version 2.2 support

The compatibility is maintained for the programs compiled with PE Version
2.2. These programs will execute properly with PE 2.3.

However, to take advantage of PE version 2.3 and AIX 4.2.1, the programs
need to be recompiled. A simple relink is not recommended, because the
change of crt0 and some calls in the libraries may lead these programs to
execute improperly.

• Due to the change of crt0, the programs compiled with PE version 2.3 and
AIX Version 4.2.1 will not execute properly on earlier versions.
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8.2.2 Threads Support

HAL and LAPI are packaged in PSSP and are available only in their threaded
version.

The threaded libc_r.a library is built during installation by makelibc of the POE
from the AIX libc_r.a library, as it is for the signal libc.a library.

PE Version 2.3, therefore, in effect, delivers support of threads and a set of
threaded libraries:

/usr/lpp/ssp/css/lib/libhal_r.a
/usr/lpp/ssp/css/lib/liblapi_r.a
/usr/lib/libhal_r.a
/usr/lib/liblapi_r.a

/usr/lpp/ssp/css/libip/libmpci_r.a
/usr/lpp/ssp/css/libtb2/libmpci_r.a
/usr/lpp/ssp/css/libtb3/libmpci_r.a

/usr/lpp/ppe.poe/lib/ip/libmpci_r.a
/usr/lpp/ppe.poe/lib/us/libmpci_r.a

/usr/lpp/ppe.poe/lib/libmpi_r.a
/usr/lpp/ppe.poe/lib/libppe_r.a
/usr/lpp/ppe.poe/lib/libvtd_r.a
/usr/lpp/ppe.poe/lib/libc_r.a
/usr/lpp/ppe.poe/lib/profiled/libc_r.a
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• Removal of MPI_init from remote child

Initialization of the threaded MPI library is done at the point of invocation of
the MPI_Init() call in the user′s program. In the signal library, initialization of
the MPI library is done before the user′s main program. This change for the
threaded library accommodates programs such as those using LAPI, which
may not require the use of the MPI library.

• Compilers

To support a threaded environment, the user′s program must be compiled
using the threaded version of the compilers. POE′s compilation scripts
reference the AIX compilers. POE provides the following compilation scripts
to support compiling threaded POE programs:

− mpcc_r
− mpCC_r
− mpxlf_r
− mpxlf90_r

POE provides a compiler configuration file located in
/usr/lpp/ppe.poe/lib/poe.cfg. The corresponding stanzas have been added to
the file:

− cc_r
− xlC_r
− xlf_r
− xlf90_r

Notes:

 1. Although Fortran Version 4.1.0 does not support threads, the compil ing
script mpxlf_r is delivered with a corresponding stanza xlf_90 in the
configuration file. They refer to the non-threaded compiler xlf. However,
even with the non-threaded Fortran compiler, programs can take
advantage of the threaded message passing libraries.

 2. Incompatibilities exist between Fortran 90 and MPI, which may affect the
ability to use these programs. For more information on the restrictions
and implications of using MPI and Fortran 90, refer to the
/usr/lpp/ppe.poe/samples/mpif90/README.mpif90 file after POE is
installed. Although the xlf90 and xlf90_r are present in the poe.cfg
configuration file, the POE compiling scripts and the include files are
delivered as samples in the /usr/lpp/ppe.poe/samples/mpif90 directory.
As for Fortran, the xlf90 compiler is not available in a threaded version.
The mpxlf90_r refers to the xlf90 compiler.

• Asynchronous signal thread

The following asynchronous signals within the remote child (mp_main) will
be handled as a separate thread:

− SIGQUIT
− SIGTERM
− SIGHUP
− SIGINT
− SIGTSTP
− SIGCONT

If these signals were not handled on a separated thread, any of the threads
could receive the signal. This could result in a deadlock.
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8.2.3 DFS

• What is the need for DFS?

One of the requirements of the Parallel Environment is to have the program,
either for SPMD or MPMD models, and data available on the remote nodes
where the program run.

− One of the ways is to copy programs and data, either with the utilities
delivered with the Parallel Operating Environment (mcp, mprcp) or with
traditional AIX commands. This implies unnecessary extra work for
users.

− An other way is to make these programs and data accessible with a
share filesystem:

- With previous releases of PE, Network File System (NFS) was the
only supported share filesystem. (AFS is delivered on an as-is basis
in the samples directory). Although NFS used with the Automounter
(AMD) is a good solution, there could be some limitations in the case
of I/O oriented jobs, specially when heavy writes occur.

- A more effective way is by using the Distributed File System (DFS),
which is now supported by Parallel Environment Version 2.3.
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• DCE

The DFS support does not imply the full support of the Distributed Computing
Environment (DCE). DFS is the only part supported by both POE and
LoadLeveler. It uses DCE as the underlying mechanism to ensure users are
authorized to access files. DCE user credentials would need to be available
to all tasks of the parallel job. At the present time, there are no routines
available to access the credentials with the PSSP. Full security support
could be available with further releases of PSSP. So for POE and
LoadLeveler, we will have to provide their own credential routines.

The DFS use implies the following scenario with three major steps:

− User logs into DCE.

− User executes poeauth.

− Pmd verifies the credential.

These steps are detailed in the following chapter.

• There is a potential issue when ticket expires.

The pmd is not designed to handle the case where the credentials expires
during the job execution. In this case the jobs terminates. So users must
make sure the lifetime ticket is large enough.

• For security, you may want to destroy the ticket when the job is finished.

 Important 

Although POE in not dependent on a DFS level, you must install the DFS level
supported by the AIX installed on the nodes.
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8.2.4 DFS Use

In this section, we will follow the steps to use DFS with POE. As a prerequisite,
DFS must be installed and defined on all the nodes where POE must run, and the
users must be properly authorized via DCE. The DFS installation and user′s
definition are not covered in this presentation.

 1. The first step is for the user to login DCE.

The user must first use dce_login to login on the home node, to establish his
DCE credentials. This also establishes an environment variable,
KRB5CCNAME, which points to the files containing the encrypted credentials.
The credentials are stored in a local filesystem of the home node.

 2. The second step is to execute the poeauth command.

The poeauth command is an executable delivered in the POE fileset. Given
the number of tasks and a host list file or pool number from the Resource
Manager, poeauth will use the KRB5CCNAME environment variable to
determine the path of the credentials files and copy them to each remote
node in a local filesystem.

The poeauth command will use message passing routines (MPI_Send and
MPI_Recv) to copy the files to the remote tasks, similar to what mcpgath does
already. The high level flow of the poeauth command is as follows:

• Determine if the DCE credentials are available by checking what the
KRB5CCNAME environment variable points to.

408 Technical Presentation for PSSP Version 2.3 



• Initialize the message passing environment and the tasks group, using
the node′s names and the number of tasks specified.

• On the sender side (task0), read the KRB5CCNAME environment
variable, get a list of the credentials, and send the file with the MPI_send
call to each remote task.

• On the receive side (task 1 thru n), receive the contents of the file using
the MPI_Recv file, and then write the files on the local file system. Due
to a restriction in the AIX implementation of DCE, which relies on a
hardcoded path name to access the file, it is impossible to rely on the
setting of KRB5CCNAME. The alternative is to store the path name for
the files in the /tmp/poedce_master.uid file using the kafs_syscall
function, where uid is the user′s userid.

 3. The third step is related to pmd.

The pmd daemon reads the content of the credentials and gives DFS access
to the remote tasks with the following operations:

• Check for the existence of /tmp/poedce_master.uid file.
• Read the contents of the /tmp/poedce_master.uid file.
• Set and export the value of the KRB5CCNAME environment variable to

the actual path name of the credential files.
• Load poe_dce_shr.o. If the load fails, this indicates DCE is not installed

and will terminate. If the load is successful, this means that DCE is
installed, and calls are done to appropriate DCE routines.

• Continue with the current pmd security checks via .rhosts or
/etc/hosts.equiv.
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8.3 Parallel Environment Installation

This section presents the steps to install Parallel Environment filesets from
planning to performances considerations.
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8.3.1 PE Filesets and Dependencies

The ppe.pedocs.usr fileset contains the man pages, and the PE documentation in
both html and postscript format. The size of this fileset is about 40MB in /usr.
You may want to save disk space by installing the fileset on one reference node
(may be the Control Workstation) and mount the directories with NFS over the
nodes.

The bos.adt.debug fileset must be at the level 4.2.0.3 or higher. For more
information, refer to the section 8.6.15, “Prerequisites” on page 482 

Although LAPI is a parallel programming library, today it is delivered as a part of
the ssp.css fileset.

Chapter 8. Parallel Environment Version 2.3 411



8.3.2 PE Installation Planning

 1. Migration considerations:

In the case system administrator modified some scripts or configuration files,
it may be desirable to save them and redo the modifications on the new
version. The modified files could be as follows:

• The compiler scripts
• The configuration file /usr/lpp/ppe.poe/lib/poe.cfg
• The amd script mpamddir

There is no need to maintain any previous versions of libc or MPI libraries.

 2. Migration of related software IBM and OEM:

You must check that all softwares running on the nodes is supported on the
new installed version.

 3. Coexistence:

The number and location of the partitions for a switch have to be defined
according to the rules described in the System Planning Guide, GC23-3902.

 4. User definition:

The partition manager daemon tries to recreate the user environment on the
remote nodes. It implies two steps:
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• Users must have an account defined with the same uid/gid on both the
home node and on all the remote nodes where the Parallel Environment
runs.

• Users must be authorized to run rsh from the home node to each remote
node they have to access. This authorization can be allowed in two files
on the remote nodes: /etc/hosts.equiv, or the .rhosts file in the user ′s
home directory.

 5. /etc/services - /etc/inetd.conf:

When POE is installed, it adds entries to the /etc/services and /etc/inetd.conf
files.

• The service pmv2 is added to /etc/services with the default port number
6125. If this port number is not free, the next available port is attributed.

Note: Check that the same port number is available on each node.

• The daemon pmdv2 is added to /etc/inetd.conf and the /etc/inetd is
refreshed automatically.

 6. Resource Manager

The Job Manager fileset ssp.jm must be installed on the Control Workstation
and all the nodes where parallel jobs must be managed. It takes about
1.5MB in the /usr directory.

The file /etc/jmd_config.syspar_name must be updated. The system
administrator has to define the number of pools and subpools and the
allocations of nodes within them.

The exclusive accounting feature is declared in the Site Environment
Information database.

 7. Installation

The installation process is detailed in the section 8.3.3, “PE Installation” on
page 414

 8. Verification tests

The verification tests are detailed in the section 8.3.4, “Verification and Test
Programs” on page 417

 9. Maintenance

Parallel Operating Environment maintains its own copies of libc.a and
libc_r.a to create the entry and exit points when a user′s application is
compiled with POE. The /usr/lpp/ppe.poe/lib/profiled/libc.a and libc_r.a are
created by extracted and replacing the shr.o module of the AIX /usr/lib/libc.a
and libc_r.a.

As a result, each time service is applied that modifies the AIX lib.c and
libc_r.a libraries, the makelibc must be run to recreate the POE libc and
libc_r.a.
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8.3.3 PE Installation

The following table shows the different fileset′s names and their size
requirements:

Table 17. Filesets name and size

Fileset image_name Size of the Image in MB /usr requirements

all the PE filesets all 29.5 -

ppe.poe.usr.2.3.0.0 ppe.poe 4.2 21

ppe.pedb.usr.2.3.0.0 ppe.pedb 1.8 -

ppe.vt.usr.2.3.0.0 ppe.vt 1.8 -

ppe.xprofiler.usr.2.3.0.0 ppe.xprofi ler 2.3 -

ppe.pedocs.usr.2.3.0.0 ppe.pedocs 19.4 40

 Important 

Although a migration from any PE Version to PE Version 2.3 will completely
override the earlier fileset, it is strongly recommended to uninstall the
oldfileset. This will reduce the chance for confusion over old fileset, path
name, executable, etc. Use the PEdeinstallSP command to uninstall all the
PE filesets.
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You can install PE by using one of three methods. However, regardless of the
method you use, as a preliminary step, you have to download all the filesets on
the Control Workstation or on one node in the default directory:
/spdata/sys1/install/pssplpp/PSSP-2.3.

• The first method of installing the PE is by using the PEinstallSP script:

 1. Install the POE to recover the PEinstallSP command.

If the installation is done on the CWS, the link between the user space
library mpci.a and the switch adapter will never be established. (It is
normally created by the /usr/lpp/ssp/css/rc.switch when called from
/etc/inittab).
 Therefore, you must create the link before installing the POE, The
installation steps depend on the correct adapter libraries being linked, as
follows:

− TB2 switch adapter:

- ln -s /usr/lpp/ssp/css/libtb2/libmpci.a
/etc/ssp/css/libus/libmpci.a

- ln -s /usr/lpp/ssp/css/libtb2/libmpci_r.a
/etc/ssp/css/libus/libmpci_r.a:

− TB3 switch adapter:

- ln -s /usr/lpp/ssp/css/libtb3/libmpci.a
/etc/ssp/css/libus/libmpci.a

- ln -s /usr/lpp/ssp/css/libtb3/libmpci_r.a
/etc/ssp/css/libus/libmpci_r.a

 2. Create a host.list file with the name of the nodes where the different
filesets should be installed. The default name is host.list in the home
directory.

 3. Use the PEinstallSP script:

PEinstallSP image_name [ host_list_file ] [ -f fanout_value ] [-copy |
-mount ]

− image_name is mandatory, and represents the name of the installp
image.

 Note 

The explanation of image_name is confusing. In fact, it is the
name of the subdirectory containing the images. Depending of the
level to install, you must enter PSSP-2.1, PSSP-2.2 or PSSP-2.3.

Further, the command concatenates the default source directory
/spdata/sys1/install/pssplpp (from either the -copy or the -mount
option) with this image_name to produce the default destination
directory /spdata/sys1/install/pssplpp/PSSP-2.3.

− host_list_file is optional, and represents the file containing the list
of nodes on which you want to install the fileset. The default file
name is host.list in the current working directory.

− -copy is the default option. It copies the named image to each node
using rcp. You are prompted for:
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- The installation image source directory. The default is
/spdata/sys1/install/pssplpp.

- The installation image destination directory. The default is
/spdata/sys1/install/pssplpp.

− -mount: The script issues a mkdir command to create the destination
directory, followed by a chmod 777. You are prompted for:

- The installation image source directory. The default is
/spdata/sys1/install/pssplpp.

- The installation image destination directory. The default is /mnt.

− PEinstallSP issues a dsh command to execute:

installp -aFX -d/image_directory/image_name fileset

 4. With the -mount option, it is more secure to issue a dsh chmod 755 for the
nodes where the filesets have been installed. With the -copy, you may
want to save disk space and erase the image_name.

 Notes 

• In a general way, the filesets are installed on the Control Workstation.
To save disk space and unnecessary work, you can avoid installing
the POE fileset (unless needed) by extracting the PEinstallSP
command with:

− cd /
− restore -xvf

/spdata/sys1/install/pssplpp/PSSP-2.3/ppe.poe.usr.2.3.0.0
./usr/lpp/ppe.poe/bin/PEinstallSP

• PEinstallSP does not produce any log. As you are installing many
nodes at a time with one or more fileset, it is recommanded to use
the command: PEinstallSP [options] 2>&1 | tee peinstall.log.

• The second method of installing PE is by using the PSSP Software
maintenance Procedure.

• The third method of installing PE is by using standard AIX commands. You
must mount the directory or copy the files and execute SMIT manually on
each node.
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8.3.4 Verification and Test Programs

• Installation Verification Programs (IVP)

− POE test:

To test the initial installation of POE, an Installation Verification Program
(IVP) script is provided to ensure that the following is true:

- There is access to a C compiler.
- The MPI libraries are installed and linked.
- Certain commands are there and executable (poe,pmdv2,mpcc).
- Sample programs are compiled and run.
- Check that the dbx bos.adt.debug fileset is present for the parallel

debugger.

− VT test:

To test that the VT trace generation mechanism is operating correctly,
you can compile a sample program available in C or FORTRAN with the
-g flag, and start VT.

- Press Load Balance  under Computation  on the VT view selector
panel.

- Press Play  on the main control panel.

If the trace file plays to the end while updating the display, VT is installed
successfully.
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• Sample test programs:

Three sample programs are delivered with: README, source code, makefile
and scripts files in the directory /usr/lpp/ppe.poe/samples.

Subdirectory Content

poetest.bw This is the directory where you can find a Point-to-point
bandwidth measurement test. The code needs only two
nodes and can run in IP or in user space (us) mode. This
sample can be useful in tuning network parameters.

poetest.cast The purpose of this test is to perform a broadcast from task
0 to all the nodes in the partition.

threads Two source programs are delivered to illustrate the use of
the MPI message passing library with user-created threads.
One is for testing with user threads, the other for testing
with a user signal handler.

• Other samples are given in the directories:

/usr/ lpp/ppe.poe/samples/marker
/usr/ lpp/ppe.poe/samples/mpi
/usr/lpp/ppe.vt/samples
/usr/lpp/ppe.pedb/samples
/usr/lpp/ppe.xprofi ler/samples

Note: AFS and the parallel fortran 90 compilers (mpxlf90 and mpxlf90_r) are
only delivered as samples in the directories:

/usr/lpp/ppe.poe/samples/afs
/usr/lpp/ppe.poe/samples/mpif90

They are not supported.

418 Technical Presentation for PSSP Version 2.3 



8.3.5 Performance Considerations

• To have effective performance over the switch, particular attention should be
given to the switch parameters. The correct parameters are given in the
Administration Guide, GC23-3897. The parameters can be distributed with a
dsh no command. To maintain coherent parameters for all the nodes, it is
recommended to use the /etc/rc.net file and distribute it with a pcp command
or with the file collections.

• A POE application may require additional IP buffers (mbufs) under any of the
following circumstances:

− A partition is larger than 128 nodes.

− A large amount of STDIO (stdin, stdout, stderr) is generated.

− The home node is running many POE jobs simultaneously, and there is
significant IP traffic via mounted or share file system activity.

− Many large messages are passed via the UDP implementation of the
Message Passing Library.

The additional IP buffers needed are usually evident when repeated requests
for memory are denied. Using the netstat -m command can tell you when
such a condition exists. Under these conditions, you need to increase the
value of the thewall parameter with the no command.

In AIX version 4.2, the thewall default value is 16384.
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For more general information on mbufs, see the AIX Performance and Tuning
Guide.

• The partition manager daemon (pmdv2) on each node examines the
/etc/poe.limits file. On each node, the pmdv2 daemon receives the
environment values from the home node. If the environment value is not
compatible with what is available, it can cause problems on the remote
node. For example, if a node only has 64 MB of real memory, a default
value of 64 MB for MP_BUFFER_MEM would be too high. This file allows the
system administrator to override some defaults for environment variables.

• Priority adjustments:

Certain applications can benefit from enhanced dispatching priority during
execution. POE provides a service for periodically adjusting the dispatching
limits of a user′s task between limits. The service is specified by entries in
the file /etc/poe.priority with hipriority, lopriority, duty factor, and adjustment
period.

 Attention 

System administrators must evaluate the effect of the priority settings in
their own environment. With a priority that is set too low, user jobs will
compete with the system processes and may disrupt normal activity.
Some examples of this are as follows:

• The system may hang.

• The switch fault recovery may be unsuccessful and the node will be
disconnected from the switch.

• Keystrokes may be inhibited.

• If the user is more favored than the network processes, the required
IP message passing traffic may be blocked and cause the program to
hang.

• Other users′s jobs would never be dispatched.

 Important 

Before any priority adjustments, consult the include file
/usr/include/sys/pri.h for definitions of the priorities used for normal AIX
operations.
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8.4 Running Programs with PE

This chapter presents aspects on the way to run a program with Parallel
Environment, the environment execution prerequisites, from the compilation to
the node allocation.
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8.4.1 Compiling a Parallel Program

As with a parallel application, a parallel C, C++, or Fortran program must be
compiled before being run. Instead of using the cc, xlc, or xlf commands, you
must use the Parallel Environment commands, mpcc, mpCC, or mpxlf. To compile
with the threaded versions of the compilers, use the mpcc_r, mpCC_r, or mpxlf_r
commands.

8.4.1.1 dynamic executables
These commands not only compile the program, but also link in the partition
manager and message passing interface. When the executable is invoked, the
libraries will be dynamically linked. The subroutines in these libraries enable
the home partition manager to communicate with the parallel tasks, and enable
the tasks to communicate with each other.

These commands are script shells that call the appropriate AIX compilers with
the necessary flags for the Parallel Environment; for example:

• One of the library paths is set to /usr/lpp/ppe.poe/lib.
• The following line is included to give the path to the POE include file and to

support the new initfini binder option:
_FLAGS=″-I$_INCLUDE -binitfini:poe_remote_main ″

All the flags given to the scripts are passed to the compiler.
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The scripts also refer to the POE configuration file /usr/lpp/ppe.poe/lib/poe.cfg.
Each script has its own stanzas in this file. For the C compiler, the
corresponding stanzas, cc and cc_r, are as follows:

Abstract of /usr/lpp/ppe.poe/lib/poe.cfg:

* standard POE C compiler AIX 4.2
* Derived from /etc/xlC.cfg:cc (AIX 4.2)
cc: use = DEFcC
 crt = /lib/crt0.o
 mcrt = /lib/mcrt0.o
 gcrt = /lib/gcrt0.o
 libraries = -lmpi,-lvtd,-lc
 proflibs = -L/lib/profiled,-L/usr/lib/profile
 options = -qlanglvl=extended,-qnoro,-qnoroconst

* standard POE c compiler aliased as cc_r (DCE) AIX 4.2
* Derived from /etc/xlC.cfg:cc_r (AIX 4.2)
cc_r: use = DEFcC
 crt = /lib/crt0_r.o
 mcrt = /lib/mcrt0_r.o
 gcrt = /lib/gcrt0_r.o
 libraries = -L/usr/lpp/ppe.poe/lib/threads,-lmpi_r,-lvtd_r,\
-lc_r,-lpthreads,/usr/lib/libc.a
 proflibs = -L/lib/profiled,-L/usr/lib/profiled
 options = -qlanglvl=extended,-qnoro,-qnoroconst,-D_THREAD_SAFE

 Important 

• Although there is a mpxlf_r script and the relevant stanza in the
configuration file, the Fortran Version 4.1.0 does not support threads.
Because xlf_r does not exist, the mpxlf_r script just calls the xlf compiler.

• However, Fortran programs can take advantage of the threaded versions
of the communication libraries, MPI and LAPI.

• Incompatibilities exist between Fortran 90 and MPI which may affect the
ability to use these programs. For more information on the restrictions
and implications of using MPI and Fortran 90, refer to the
/usr/lpp/ppe.poe/samples/mpif90/README.mpif90 file after POE is
installed. Although the xlf90 and xlf90_r are present in the poe.cfg
configuration file, the POE compiling scripts and the include files are
delivered as samples in the /usr/lpp/ppe.poe/samples/mpif90 directory.

• As for Fortran, the xlf90 compiler is not available in a threaded version.
The mpxlf90_r refers to the xlf90 compiler.

8.4.1.2 Static executables
Creating statically bound executables with POE is not recommended. If service
is ever applied that affects any of the Parallel Environment libraries, the
applications need to be recompiled to create a new executable. This leads to a
lot of unnecessary work and may expose you to potential problems.
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8.4.1.3 Message catalogs
The PE message catalogs are in English, and located in the following directories:

• /usr/ l ib/nls/msg/C
• /usr/l ib/nls/msg/En_us
• /usr/l ib/nls/msg/en_US

Although all the Parallel Environment components and tools support the National
Language Support (NLS), if your site is using its own translated message, you
could get an error saying that a message catalog is not found. In this case, you
have to use the default message catalog:

export NLSPATH=/usr/lib/nls/msg/%L/%N
export LANG=C

8.4.1.4 Examples
The executable is simply created with the following command:
mpcc myprog.c -o pmyprog

The following command executes myprog on eight nodes:
poe myprog -procs 8
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8.4.2 Preparing to Run a Parallel Program

Implementing the steps for preparing to run a parallel program is the
responsibility of both system administrator and the user.

• Users definition

This part is system administrator responsibility. Because the partition
manager daemon tries to reproduce on the remote node the same user
environment as it exists on the home node, the user must be defined an all
nodes with the same uid/gid.

• Users authorization

The partition manager daemon of the home node and those of the remote
nodes establish a link between the task 0 on the home node and the tasks 1
thru n of the remote nodes. The task 0 requests remote execution of tasks 1
thru n. Therefore, the users must be authorized for remote execution on the
remote nodes. This step can be done at a system administrator level, or at
the user level, as follows:

− The system administrator can give the appropriate authorization in the
/etc/host.equiv file.

− Alternatively, each user can give his own access authorization with the
.rhosts file in its home directory.

• Make program and data available
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This is a user responsibility. The partition manager loads the user ′s
executable in the memory of all nodes where the program has to be run.
Therefore the program must be accessible to the remote nodes. In the same
way, each task could require access to one or more data files either in read
mode when the program starts, or in write mode when the program finishes.
In the following section, we describe the different ways to make the
programs and data available.

• Host list file definition

Most of the POE commands and tools relies on a list of nodes where they
must execute. The list of nodes can be defined at the system level with the
Resource Manager configuration file or at a user level with a host file.

− By default, if no file is given, the commands look for host.list in the
current working directory.

− It is still possible to specify a full path name like:
/u/endy/parallel/bin/node_list.
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8.4.3 Make Program and Data Accessible

This section describes different options for making program and data available
on all nodes.

 1. One option is to copy the program and data on all remote nodes. Different
commands from POE, PSSP, or standard commands can be used.

• mcp infile [outfile.] [POE options.]
This command allows you to propagate a copy of a file to multiple nodes.
It has be rewritten in the Parallel Environment Version 2.3 with the MPI
library. As a POE program, all POE options are available. The most
interesting flags for this command are -procs to give the number of
nodes to copy the file, and -euilib to use the communication protocol ip
or us.

a. The following command copies a file from the current directory to the
current directory on 16 nodes, using the user space protocol through
the switch:
 mcp filename -procs 16 -euilib us

b. The following command copies a file from the current directory to the
/tmp directory on 16 nodes:
 mcp filename /tmp -procs 16 -euilib us

• mprcp host.list filename
This command copies a file from the home node to a list of remote hosts.
It is a script shell which uses the rcp and rsh commands. This command
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is more suitable to distribute files over workstations outside an RS/6000
SP.

The two parameters are mandatory.

• pcp
This command also allows you to propagate a copy of a file to multiple
nodes. It is a part of the PSSP and uses Kerberos authentication. The
user must be authorized to log into Kerberos to use pcp.

 2. Another option is to make program and data available with a share
filesystem if this solution is available on your system. With the Parallel
Environment Version 2.3, NFS and DFS are supported. Although this solution
does not create extra work for the user, this option may not be suitable in
every cases. If large executables need to be loaded quickly, or if programs
need to write a large amount of data, the most powerful solution is to make
program and data resident on each node.

 3. A further option is to make program and data available in a Parallel System
Support Programs file collection that is distributed automatically. The
system administrator must define a file collection where your files will be
distributed automatically. This implies the files still reside on the same
node.

 4. A different solution can be useful when the system is under the control of
LoadLeveler. To submit a job to LoadLeveler, the user can create a job
command file which contains information needed by LoadLeveler. In this
file, it is possible to include an ftp statement to tranfer programs and data to
the nodes before the job′s execution.
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8.4.4 Accessing Remote Nodes

You might encounter a problem when the automounter is used in conjunction
with the C shell.

The automounter is used to mount user directories with symbolic file system
links rather than the physical file system links, as they are defined in the amd′s
map. While the korn shell keeps track of file system changes, the C shell only
maintains the physical file system link. As a result, users that run POE from a C
shell may find that their current directory is not known to amd and POE fails.

By default, POE uses the pwd command to obtain the name of the current
directory. This works for C shell users if the current directory is either:

• The home directory
• Not mounted by amd

Assume a user user1 is created on the file system filesys1 with an automounter
mount point /amd_mount. In the home directory, the pwd command will return
the following:

• With the korn shell: /u/user1
• With the C shell: /amd_mount/filesys1/user1

When the remote node receives this path, the automounter finds nothing to
mount in its map, so the POE cd command will fail.
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8.4.5 Running Programs Under C Shell

When POE issues the cd command from a current directory not known by amd,
for example a subdirectory, the user directory will not be mounted on the remote
nodes. POE will be unable to change to this directory and will fail. In this case,
POE provides the MP_REMOTEDIR environment variable to determine the correct
amd map. POE recognizes the MP_REMOTEDIR variable as a name of a
command or a script that echoes a fully-qualified file name.

MP_REMOTEDIR is run from the current directory from which POE is started.

• If the MP_REMOTEDIR directory is not set, the default command issued is
pwd. Assuming you are in the /usr/lpp/ppe.poe directory, when POE is
invoked, it issues pwd and gets back /usr/lpp/ppe.poe. This value is sent to
the remote nodes which uses it as the current directory.

• If you set MP_REMOTEDIR=″echo /tmp″, POE executes this command, gets
back the /tmp value, and sends the value to the remote nodes. The current
directory is now /tmp on the remote nodes.

POE provides the /usr/lpp/ppe.poe/bin/mpamddir script that:

• Determines if the current directory is a mounted file system or not.

• If it is the case, searches the amd map for this directory.

• Builds, for this directory, a name which is known by amd.
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With the setting export MP_REMOTEDIR=mpamddir, POE executes the script, gets a
value which is known by amd, and sends this value to the remote nodes. The
directory can be mounted by amd and POE can execute the cd command.

Note: The mpamddir has been changed to reflect that the Parallel System Support
Programs amd has been moved to the AIX automounter. System administrators
who modified mpamddir for their own purposes must redo the modifications on
the new script.
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8.4.6 Node Selection

This figure presents an overview of the ways a user can select nodes to run a
job. Depending upon the system administration policy, jobs could be run in
batch mode, or in interactive mode, or both, as discussed in the following
section:

• Batch mode

If you want to run a program in batch mode, you must send a request to
LoadLeveler. There are different ways to submit a job through LoadLeveler:
interactive, job command file, or graphic interface. One item of requested
information is the job ′s type, either serial mode or parallel mode. The serial
jobs are handled by LoadLeveler, which sends them into LoadLeveler
queues.

Note: The Resource Manager does not handle serial jobs.

When the statement indicates the job must be run in parallel, LoadLeveler
sends the request to the Resource Manager. System administrators must
add some options in the LoadLeveler configuration file to interface with the
Resource Manager. For complete information, refer to the LoadLeveler
documentation or to IBM LoadLeveler Technical Presentation, ZZ81-0348-00.

• Interactive mode

The way to submit a parallel job in interactive mode is to run the
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poe [ options ] command from the command line on the home node.
Depending on the options given, POE sends the request to the Resource
Manager, or to a list of nodes defined in a host list file.

− The Resource manager request is handled with the MP_RESD and
MP_RMPOOL environment variables, or at POE invocation, poe -resd
-rmpool.

− The host list file request is handled with the MP_HOSTFILE environment
variable, or at POE invocation, poe -hostfile.

Notes:

 1. The -hostlist determines the name of a host file. Any file specifiers are
valid. If not set, the default is the host.list file in the current directory.

 2. All the environment variables have a corresponding option with the poe
command. These options given at POE invocation override their
associated environment variable.
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8.4.7 Resource Manager

The Parallel Operating Environment does not allocate any nodes differently than
those specified in the host list file. The Resource Manager allows you to specify
a group of nodes that meet specific criteria like CPU, memory, or disk.

If the Parallel Operating Environment is not used, you do not need to install the
Resource Manager.

8.4.7.1 Dedicated or shared usage of resources
One consideration with parallel computing is to reduce the execution time of a
program. To achieve this, you may need to reserve the exclusive use of
resources to some jobs. Resource Manager allows you to request shared or
dedicated use of a node or adapter. If the node is shared, the adapter can be
shared or dedicated. Requesting dedicated use of an adapter stops other jobs
from using this adapter. It does not stop the node from being used by another
job using a different adapter.

The switch adapter can run only one application in user space (us) mode but it
can be used by other jobs being used in IP mode. So, it is necessary to specify
dedicated use of the switch adapter in user space if needed.

As a dedicated use of adapter or node limits usage of these resources to one
job, the cost of this resource is likely to be different than the cost of shared use.
The RS/6000 SP accounting system allows you to handle separately a job
requesting exclusive use of a node or adapter. The Resource Manager
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generates specific accounting records for the user ID of these jobs, so they can
be charged differently. The RS/6000 SP accounting is described in detail in the
Administration Guide, GC23-3897.

8.4.7.2 Login control
Login control is used to dynamically prevent interactive login of users on a node
basis. Preventing interactive login of users on nodes running parallel jobs may
be desirable for performance purposes.

Login control is intended for use with the Resource Manager. It updates
dynamically the /etc/security/user file to disallow all of the following types of
interactive access:

• login
• rlogin
• AIX rsh
• AIX rcp
• AIX rexec
• SP rsh
• SP rcp

Login Control unblocks the node access on a request of Resource Manager.

For advanced security, the system administrator can disallow users from using
ftp on a node by placing users in the /etc/ftpusers file. This file can be kept in a
file collection and distributed to the appropriate nodes.

 ATTENTION 

• Since the /etc/security/user file is used by Login Control to state
information, this file becomes machine-dependant and should not be
overwritten. The /etc/security/user file must not be distributed through file
collections or any other mechanism.

• The Login Control utility will not prevent LoadLeveler from running jobs
submitted by blocked users. LoadLeveler logs in as root and then
switches to the users. Root is never blocked on a node.

Login Control is described in detail in the Administration Guide, GC23-3897.

8.4.7.3 Recovery
When the Resource Manager is started, it automatically tries to start a backup
on another node on the list. If the primary Resource Manager fails, this backup
becomes the primary and starts a backup on another node. Jobs will continue to
run unaffected. If the primary and the backup die at the same time, there is no
recovery. You must:

• Wait running parallel jobs terminate.

• Reset the user node access with the spacs_cntrl command if the access
control is configured.

• Restart the Job Manager with the jm_start command.

The Resource Manager requires that the System Data Repository (SDR) is
operational to get the primary server information. The Resource Manager will
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no longer be usable, and will eventually die when the Control Workstation is
down.
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8.4.8 Pools Organization

LoadLeveler always requests shared use of nodes, or adapters on nodes, unless
the switch adapter is used in user space mode. In that case it requests shared
use of the node, but dedicated use of the adapter.

The Resource Manager functions, as described , are supported within individual
system partitions. The Resource Manager operates within the scope of each
system partition.

Each partition may have its own Resource Manager server, but no functionality
crosses system partition boundaries. The Resource Manager gets the node and
adapter information for each system partition from the System Data Repository
(SDR). Each system partition has its own configuration database named on the
Control Workstation, the /etc/jmd_config.syspar_name file.

• Serial Nodes
The Resource Manager does not allocate serial nodes; however, you can
record:

− The batch serial nodes where the batch serial jobs run
− The interactive serial nodes where the users are allowed to log into
− The general serial nodes where either of the above will be allowed

• Parallel Nodes

− Parallel pool is a group of parallel nodes, since parallel applications
indicate their resource requirements by specifying poll numbers.
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− Parallel subpool is a subgroup of a parallel pool where the jobs are
allowed to run in:

- A batch subpool in which parallel jobs are submitted through
LoadLeveler.

- An interactive subpool in which parallel jobs are started
interactively.

- A general subpool in which jobs are submitted in either way.

• Example configuration

The system has three parallel pools in the figure preceding:

− The pool with id 0 has 6 nodes:

- General subpool: nodes 1-2
- Batch subpool: nodes 3-4
- Interactive subpool: nodes 5-6

− The pool with id 1 has 7 nodes:

- General subpool: nodes 7-8-9
- Batch subpool: nodes 10-11
- Interactive subpool: nodes 12-13

− The pool with id 2 has 3 nodes:

- General subpool: nodes 14-15-16

− If an interactive job requested two nodes from pool 1, It would receive
nodes 12 and 13, if they are available.

− If an interactive job requested four nodes from pool 0, it would receive
nodes 1, 2, 5 and 6.

− If a batch job requested two nodes from pool 2, it would receive two out
of nodes 14, 15, 16.

−  if a batch job requested five nodes from pool 1, it would receive nodes
7, 8, 9, 10 and 11.

Notes:

• There are additional LoadLeveler configurations to perform interaction
with the Resource Manager. Details are described in Using and
Administering LoadLeveler.

• The supported LoadLeveler version is 1.3.0.

• Any user can use the jm_status command to get information about
defined pools or about jobs running on nodes allocated by the Resource
Manager
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8.4.9 /etc/jmd_config Sample

The configuration file /etc/jmd_config.syspar_name is read with the jm_start
command which starts the Resource Manager server. Whenever the
configuration file is changed to modify the node allocation in the pools, the
Resource Manager has to be reconfigured with the jm_config command. You
can modify the configuration by editing the file or with the SMIT menus. The
configuration file resides on the Control Workstation and there must be one
configuration file for each partition in the system. The suffix syspar_name is the
hostname value of the Control Workstation partition addressed.

If the System Data Repository (SDR) is modified to reflect changes in the nodes
or adapters attributes, the Resource Manager must be stopped with jm_stop, and
restarted with jm_start.

The modification (enable or disable) of the SP Exclusive Use Accounting needs
only a reconfiguration of a running Resource Manager with jm_config.

The statements to be defined in the configuration file are described as follows:

• JM_LIST

This contains the list of RS/6000 SP host names that are candidates to run
the Job Manager server daemon. The primary and secondary Job Manager
server location is taken from this list. Any node is suitable to handle the Job
Manager server, since The jmd daemon does not use CPU resource. You
should define at least one primary and one secondary. Since no recovery
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occurs when the primary and the secondary server die at the same time, it
may be desirable to define them on two nodes from different frames.

• ACCESS_CONTROL

The Job Manager uses the Access Control Management tool (spacs_cntrl
command) to allow user access to a parallel node while it is allocated. The
Access Control Management tool resides in the Control Workstation (CWS)
and has entries in the System Data Repository (SDR).

• EN_ADAPTER

This selects the Ethernet adapter network that will be used to allocate
resources. Valid adapters are either en0 or en1.

• POOL_ID

This describes the nodes belonging to a same group:

− One node can be in only one pool and only one subpool within that pool.
Since aliases can be used to refer to the same node, you will receive an
error if different names refer the same node.

− There can only be one serial pool. Its id must be -1.
− Multiple parallel pools can be defined. The id can be 0 or greater.

• ATTRIBUTES

This is mandatory. The ATTRIBUTES definition must be a string without
blanks or ″ = ″  character.

• The different stanzas available for MEMBERS_INTERACTIVE,
MEMBERS_BATCH or MEMBERS_GENERAL pools are described in the
preceding figure.
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8.4.10 Host List File

A host list specifies the processor nodes on which the individual tasks of a
program should run. The host list file must be created if the program needs a
specific node allocation or a non-specific node allocation from one or more pool.
When a parallel program is invoked, the Partition Manager checks if there is a
host list file specified with:

• The MP_HOSTFILE environment variable. If the variable is set to an empty
string (“”) or to the word “NULL,” it means that no host list file should be
used. If MP_HOSTFILE is not set, POE looks for a default host.list file in the
current directory.

• The poe command flags -hostfile or -hfile. These flags override
MP_HOSTFILE settings.

The host list file can contain:

• Comment lines beginning with ! or *
• A list of nodes given by name or by IP address
• One or more pool number from the Resource Manager. The pool number

must have the prefix @.

It cannot contain a mixture of node and pool requests, so use one method or the
other.

If the file exists, the Partition Manager reads it to allocate the nodes with the
following rules:
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• Example 1:
In this example, the nodes are defined with their names. This means the
program requests a specific allocation. Depending on the number of tasks
needed by the program, the node allocations are as follows:

 1. Four tasks are needed:
The partition manager allocates task 0 to sp21n01, task 1 to sp21n02, task
3 to sp21n03, and task 3 to sp21n04.

 2. Two tasks are needed:
The partition manager allocates task 0 to sp21n01 and task 1 to sp21n02.
The two remaining entries are ignored.

 3. Six tasks are needed:
The first four tasks are allocated as in item 1. The remaining tasks (4 and
5) are allocated to the last entry, sp2n04.

 4. Multiple tasks can share the same node by listing the same node
multiples times:

sp21n01
sp21n02
sp21n01
sp21n02
sp21n01
sp21n02

In this example, tasks 0, 2, and 4 will share sp21n01, while tasks 1, 3, and
5 will share sp21n02.

• Example 2:

− The same rules apply. The only difference is that the Partition Manager
allocates the first task to a non-specific node from the pool 0, the second
task to a non-specific node from the pool 1, and so on.

− The following example requests four nodes from pool 0 and two nodes
from pool 1:

@0
@0
@0
@0
@1
@1

If there are insufficient resources in a requested pool. The Partition
Manager returns a message stating this and does not run the program.
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8.4.11 LoadLeveler Job File

Here is a brief sample of the LoadLeveler job file.

To submit a POE job to LoadLeveler, you need to build a LoadLeveler job file,
which specifies:

• The number of nodes to be allocated.
• Any POE options, passed via environment variables using LoadLeveler′s

environment statement, or passed as command line options using
LoadLeveler′s arguments statement.

• The path to your POE executable (usually /usr/bin/poe).

The following POE environment variables, or associated command line options,
are validated but not used for jobs validated via LoadLeveler. These variables
have a corresponding statement in the LoadLeveler environment:

• MP_PROCS
• MP_RMPOOL
• MP_EUIDEVICE
• MP_HOSTFILE
• MP_SAVEHOSTFILE
• MP_PMDSUFFIX
• MP_RESD
• MP_RETRY
• MP_RETRYCOUNT
• MP_ADAPTERUSE
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• MP_CPU_USE

For example, since LoadLeveler has its own pool of nodes defined in the
/etc/jmd_config, the environment variables MP_PROCS, MP_RMPOOL, and
MP_HOSTFILE are meaningless.

The preceding figure shows a sample of the LoadLeveler job file. It allows you
to run myprog on five nodes from pool 1, using a Token Ring adapter for IP
message passing. The arguments arg1 and arg2 are passed to myprog.

Notes:

 1. Parallel Environment Version 2.3 is only compatible with LoadLeveler
Version 1.3.0 or later.

 2. When LoadLeveler allocates nodes for parallel execution, POE and one of
the parallel tasks will be executed on the same node, but it is not
guaranteed to be task 0.

 3. When LoadLeveler detects a condition that should terminate the parallel job,
aSIGTERM is sent to POE. Then POE sends the SIGTERM to each parallel
task in the partition. If this signal is caught or ignored by a parallel task,
LoadLeveler will terminate the task.

 4. Programs that use the US protocol must have the LoadLeveler requirements
statement specifying Adapter=″hps_user″ .
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8.4.12 Parallel Execution Environment

Before invoking a program, the execution environment must be set up. This
section details the most important environment variables necessary for program
invocation. Each time a parallel program is run, the home partition manager
checks these variables to determine the number of tasks required and how to
allocate the processor nodes for these tasks.

• MP_PROCS determines the number of program tasks. If not set, the default
is 1.

• MP_HOSTFILE determines the name of the host list file to use for node
allocation. If the variable is set to an empty string (“”) or to the word
“NULL,” it means that no host list file should be used. If MP_HOSTFILE is not
set, POE looks for a default host.list file in the current directory.

• MP_RESD determines whether or not the Partition Manager should connect
to the Resource Manager to allocate the nodes. MP_RESD only specifies
whether or not to use the Resource Manager. The Resource Manager to use
must be defined by setting the variable SP_NAME to the name of the Control
Workstation. There are as many Control Workstation names as partitions on
a system.

• MP_EUILIB specifies the communication subsystem library implementation to
use, either the IP communication subsystem or the User Space (US)
communication subsystem.
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• MP_EUIDEVICE specifies the adapter set used for IP communication among
the nodes. This variable is only checked if the IP communication subsystem
implementation is used on the Resource Manager. If MP_RESD=no, the
value of MP_EUILIB is ignored.

• MP_RMPOOL specifies the number of a Resource Manager pool. This
variable is checked only if the Resource Manager is used without a host file.
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8.4.13 Node Allocation

This figure briefly summarizes the way node allocation is done between the
Partition Manager and the Resource Manager. The MP_EUIDEVICE does not
appear in the figure, because it does not influence the node allocation.

Chapter 8. Parallel Environment Version 2.3 447



8.5 More about Running Programs

In this section, we show with some examples how the program execution is
controlled with environment variables or POE flags. The topics covered are the
control of:

• Node and adapter usage

• SPMD and MPMD applications

• Outputs
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8.5.1 Sharing Node Resource

Let us remember the discussion about the dedicated or shared usage of
resources in the section 8.4.7, “Resource Manager” on page 434 

One consideration with parallel computing is to reduce the execution time of a
program. To achieve this, you may need to reserve the exclusive use of
resources to some jobs. The Resource Manager allows you to request shared
or dedicated use of a node or an adapter. If the node is shared, the adapter can
be shared or dedicated. Requesting dedicated use of an adapter stops other
jobs from using this adapter. It does not stop the node from being used by
another job using a different adapter if the node is defined as multiple.

The User Space (US) communication library requires dedicated use of the high
performance switch. If you are using the US communication subsystem for
communication among processor nodes, POE forces adapter use to be
dedicated. If you are using the US and you specify the switch adapter to be
shared, the specification is ignored. The US use is determined by the settings:
MP_EUILIB=us or poe -euilib. However, the adapter can be shared with IP
communication among the nodes.

In other words, all the nodes should be able to run:

• The IP protocol, or
• The US protocol, or
• The IP and US protocols concurrently
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While US message passing programs must use the RM to allocate nodes, IP
message passing programs maybe use the RM, but are not required to.
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8.5.2 Node Resource Usage

The nodes and adapters usage can be specified in the host list file on a node or
a pool id, as follows:

• The first word is the node name or pool id.
• The second word represents the adapter usage, dedicated or shared.
• The third word represents the node usage, unique or multiple.

If the host list file is not used, resource usage is specified with the following
settings:

• MP_ADAPTER_USE or poe -adapter_use
• MP_CPU_USE or poe -cpu_use

Here are two examples of settings, and the resulting node and switch adapter
usage:

 1. MP_EUIDEVICE=css0, MP_EUILIB=us, node_1 dedicated multiple:
These settings imply that the adapter can run only one US mode
communication and the CPU can be shared.

 2. MP_EUIDEVICE=css0, MP_EUILIB=ip, node_1 shared multiple
These settings imply that, while the first job is running, a second POE user
requests a shared adapter use for IP communication mode and a shared
CPU use.
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In both cases, the Partition Manager asks the Resource Manager for adapter and
CPU usage. Then the Resource Manager allocates the nodes with the necessary
requirements. If the second job′s requirements (cpu unique instead of multiple)
conflict with the allocation of the first, the Resource Manager refuses the
allocation and the second job fails.

Note: Programs that use LAPI must set MP_EUILIB=us or poe -euilib us.
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8.5.3 Running a Parallel Program

The example in the preceding figure shows how to run a program. The POE
command runs the command hostname on four processors. The host list file is
given by the environment variable MP_HOSTFILE, or if not set, the POE found a
host.list file in the current directory with the four nodes. The hostname command
has been executed on node 1 as task 0, and returned the host name:
sp21n01.itsc.pok.ibm.com.

• The MP_LABELIO environment or the flag -labelio gives the parallel task
outputs labeled by task id. This ability can be very useful when the outputs
are generated in ordered or unordered mode. In an unordered mode, if the
tasks are not labeled, you would be unable to determine which task sends
which output.

• The MP_STDOUTMODE environment variable or the flag -stdoutmode allows
you to specify the way outputs are written, as follows:

− By task id
task 0 means that only this task will write an output to STDOUT.

− Ordered
In this mode, each task writes output data in its own buffer. All the task
buffers are later flushed in order of task id, to STDOUT.

− Unordered
In this mode, the tasks write their output in an asynchronous mode, as
they execute. This mode can be useful to save buffer space.
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8.5.4 Invoking Programs

The two different programming models are Single Program Multiple Data (SPMD)
and Multiple Program Multiple Data (MPMD). With an SPMD application, a copy
of the same executable is sent to, and runs on, each of the processor nodes of
your partition. If you are invoking an MPMD application, you are dealing with
more than one program and need to individually load the nodes of your partition.

Because the execution differs, the programming model used must be specified
with the MP_PGMMODEL environment variable or the -pgmmodel flag. The
default programming model is SPMD.

In the MPMD example shown in the figure, there are two programs, mymaster and
myslave, designed to run together and communicate via calls to message-passing
subroutines. The program mymaster is designed to run on one processor node.
The myslave program is designed to run as separate tasks on any number of
other nodes. The mymaster program will coordinate and synchronize the
execution of the myslave tasks.

With the command poe -procs 4, a partition of four nodes is established and you
are prompted to load the tasks individually on the nodes.
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8.5.5 Invoking MPMD Programs

Rather than loading all the nodes from the keyboard, the MP_CMDFILE
environment variable or -cmdfile allows you to specify the name of a POE
commands file.

The POE commands file /u/endy/mpmdprog lists the individual programs you
want to load and run on the four nodes of your partition.
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8.5.6 Parallel Utilities

This section describes the parallel file copy utilities delivered with POE:

• mcp infile [outfile ] [POE options]

This command copies the same file to all tasks. The input file must reside
on task 0. You can copy it to a new name on the other task, or to a
directory. It accepts a file name as infile and a destination file name or
directory as outfile.

• mcpscat [-i] source ... destination [POE options]

This command distributes a number of files in sequence to a series of tasks,
one at a time. It will use round robin ordering to send the files in a
one-to-one correspondence to the tasks. If the number of files exceeds the
number of tasks, the remaining files are sent in another round through the
tasks.

• mcpgath [-ai ] source ... destination [POE options]

This command is used when you need to copy a number of files from each of
the tasks back to a single location, task 0. The files must exist on each task.
You can optionally specify to have the task number appended to the file
name when it is copied.
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Notes:

 1. All of these util it ies are POE programs, therefore they accept any poe
command flags as input parameters.

 2. These utilit ies accept the source file names and a destination directory.

 3. These utilities use the MPI communication subsystem. The source codes
are delivered in the /usr/lpp/ppe.poe/samples/mpi directory, and can be
used as programming samples.

• mprcp host_list filename

This command allows also to copy a single file from one node to a list of
nodes. Because it is a simple script using the rcp command, it is more
intended for use on workstations on the network, rather than for the RS/6000
SP.

Others utilities are as follows:

• mpmkdir host_list directory_name

This script allows you to create directories on remote nodes. It uses the rsh
command.

• poekill pgm_name [POE options]

This script searches for the existence of running programs owned by the
user and terminates them via a SIGTERM signals. If run under POE using
poe poekill, it uses the standard POE mechanism to identify the remote
nodes, host list file, or Resource Manager.
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8.6 PE Monitoring

This chapter presents the tools needed to monitor and debug parallel programs.

We describe some necessary environment variables, as well as tools such as
the program marker array, the system status array, the Visualization Tool (VT),
and the profiler to monitor and debug programs. Finally, we present the parallel
debuggers for debugging purpose.
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8.6.1 Environment Variables for Monitoring (1)

Both this section and the next one describe some necessary environment
variables for monitoring. The first part of the environment variables concerns
the management of standard input (STDIN) and standard output (STDOUT).

• STDIN

− MP_STDIN determines how input is managed for the parallel tasks:

- All means that all tasks receive the same input data from STDIN.
- None means that no tasks receive data from STDIN. STDIN will be

used by the home node only.
- A task id, like task 0, means STDIN is only sent to the task identified.

Usually STDIN refers to the keyboard input. If you use redirection or
piping, STDIN could refer to a file or the input from another command.

− MP_CMDFILE gives a name of a POE commands file used to load the
nodes of the partition. If set, POE will read this commands file rather
than STDIN.

− MP_HOLD_STDIN is used to defer the sending of STDIN from the home
node to the remote nodes until the message passing library has been
initialized. If not set, it could result in a user program hanging.

− Two other variables can be associated with the setting of MP_STDIN.
When you invoke a parallel program, you can specify an argument list
with a number of program options and POE flags.
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- MP_NOARGLIST makes POE ignore the entire argument list when the
setting is yes.

- MP_FENCE makes POE ignore a portion of the argument list.
The following setting, export MP_FENCE=Q, makes POE ignore the
portion of the argument list located after the Q character.

• STDOUT

− MP_STDOUTMODE determines how STDOUT is handled by the parallel
task. The valid parameters are as follows:

- A task id, like task 0, means only the task indicated writes output to
STDOUT.

- Ordered means output data from each parallel task is written to its
own buffer. All buffers are flushed later in task order to STDOUT.

- Unordered means all tasks write output data to STDOUT
asynchronously.

Usually STDOUT refers to the display. In the same way with STDIN, you
can use redirection or piping to refer to a file or another command.

− MP_LABELIO is a variable associated to MP_STDOUT. The parameters
are yes or no. It indicates whether or not output from the parallel tasks is
labeled by task id. This variable is the most useful when the
MP_STDOUT setting is unordered.
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8.6.2 Environment Variables for Monitoring (2)

The second part is related to the execution and debugging environment
variables.

• Execution

Due to system timeout, program execution may hang or fail even if the nodes
are available. To avoid this, you can set the following variables:

− MP_PULSE is the interval (in seconds) at which POE checks the remote
nodes to ensure that they are communicating with the home node. The
default is 600 seconds.

− MP_RETRYCOUNT is the number of times that the Partition Manager
attempts to allocate processor nodes.

− MP_RETRY is the interval (in seconds) between processor node
allocation retries if there are not enough processor nodes available to
run a program. MP_RETRY is only valid when the Resource Manager is
used for nodes allocation.

− On the reverse, MP_TIMEOUT is the length of time that POE waits before
abandoning an attempt to connect to the remote nodes. The default is
150 seconds.

• Debugging

When trouble occurs, this set of variables can be used for debugging.
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− MP_INFOLEVEL gives the level of message reporting. The default is 1 for
warning and error.

− MP_EUIDEVELOP indicates whether or not the message passing interface
performs more detailed checking during execution. This additional
checking is intended for developing applications, and can significantly
slow performances.

− MP_PMDLOG allows you to log diagnostic messages to a file in /tmp. on
each of the remote nodes. Typically this variable is set on the request of
the IBM Support Center to resolve a PE-related problem.
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8.6.3 Program Marker Array

The Program Marker Array is one of the tools delivered in Parallel Environment
to monitor programs and is a part of the POE fileset. This is a programmable
array of small boxes or lights, which are associated with parallel tasks. Under
program control these lights can change color to provide you with immediate
visual feedback as your program executes.

Each task in a parallel program has its own row of lights. Using calls to the
Parallel Utility Functions enable a parallel program to control the appearance of
the Program Marker Array Window. Calls to MP_MARKER (for Fortran
programs) or mpc_marker (for C programs) enables a program to color lights on
and/or send output strings to the Window. Calls to MP_NLIGHTS (for Fortran
programs) and mpc_nlights (for C programs) enable a program to determine the
number of lights displayed per task row.

These calls are included in the libmpi.a library.

If the Visualization Trace (VT) tracing is on, the marker information is also added
to the trace file as an Application Marker event.

The Program Marker Array display executable runs as a separate task on the
initiating processor and is connected via a socket to the Partition Manager. The
Program Marker Array program (pmarray) displays the marker messages
received by the Partition Manager.
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The source for the Program Marker Array program is located in
/usr/ lpp/poe/samples/marker. The two files are named: PMArray.c and
POE_Light.c. A sample program, hello_parallel.c, is also delivered.
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8.6.4 Program Marker Array Display

This picture has been obtained with the following settings:

• export MP_PMLIGHTS=10 (default is 0)
• export MP_PROCS=4 (default is 1)
• pmarray &

MP_USRPORT is the port number to be used for connecting with the Partition
Manager. It is only necessary to specify MP_USRPORT if there is a port number
conflict. If MP_USRPORT is specified for pmarray, the same port number must
be specified for the Partition Manager, the default port number is 9999.

At the right end of the row is a push button labelled with the task number,
numbered from 0 top-to-bottom. Pushing one of the task buttons causes the
current message text for that task to be displayed in the panel immediately to
the right of the push button column. The button turns yellow if there is a pending
message for that task.

You can click with the left mouse button on a light to obtain details in the bottom
text area:

• The task identifier
• The light number
• The color number value

This information is not updated until you select another light.
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8.6.5 System Status Array

This X-Windows monitoring tool lets you quickly survey the utilization of
processor nodes. The array consists of a number of squares, each representing
a processor node of your RS/6000 SP system or cluster. The squares are
colored pink and yellow to show the instantaneous percent of CPU utilization for
each processor node. If a square were to appear all pink, the node would be at
0 percent utilization. If a square were to appear all yellow, it would be at 100
percent utilization. To the right of the array is a node list which contains the
name of each node shown in the array. The nodes are listed in the order in
which they were contacted, left to right, starting with the top row of the array.
Use this list to identify the name of a node represented in the array.

In order to use this tool, the Visualization Tool ′s (VT) Statistics Collector Daemon
process (digd) needs to be running on each of the nodes you wish to monitor.
The daemon feeds the System Status Array with the CPU information it displays.
The digd statistics collector daemon can also feed information to the
Visualization Tool. If a square on the array appears gray, the node is
unavailable for monitoring. It either does not have the Statistics Collector
Daemon running, or the array cannot communicate with it.

The digd daemon is installed as a part of the POE fileset (ppe.poe), and is
started through the /etc/inittab. The VT fileset do not need to be installed to use
the System Status Array.
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The poestat command starts the System Status Array and pools for the digd
daemon running on the network. The pooling is dynamic.
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8.6.6 System Status Display

This window consists of:

• A job list
This list provides all the jobs currently running on the RS/6000 SP system
using data provided by the Resource Manager. If you started the display
with the -norm option, the System Status Array cannot track jobs and so
cannot list them in this area.

• A node matrix
Each square on the matrix represents one of the processor nodes. The
nodes are listed in order, left to right, starting with the top row of the array.

You can select the nodes and turn monitoring on from:

− The node matrix
− The node list
− The job list

If the Resource Manager is used, the nodes are displayed in the pool order
returned by the jm_status command. In this case, you start the System
Status Array with the following statements:

− export MP_RESD=yes
− poestat &

If the Resource Manager is not running on your system, you must enter the
following statements:
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− export MP_HOSTFILE=host.list
− poestat -norm &

If MP_HOSTFILE is not set, poestat relies on the default host.list file in the
current directory.

In the preceding picture, the host.list file contained the nodes sp2n01 to
sp2n16. The nodes whose the square is gray could not be selected. Either
the digd daemons were not running, or the nodes were unreachable. These
nodes are not selected in the node name area on the right of the window.
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8.6.7 Visualization Tool (VT)

The IBM Parallel Environment, Version 2 Release 3, Visualization Tool (VT) is
designed to show graphically the performance and characteristics of a parallel
application program using the IBM Message Passing Interface (Program
Visualization), and also to act as an online monitor (Performance Monitoring).

• The displays used for Program Visualization show program and system
information collected during the application′s execution.

• The displays used for Performance Monitoring show online system activity at
a configurable sampling frequency.

VT can be used to play back traces generated during a program′s execution
(trace visualization).

VT is based on Motif and X Window System standards. It is a PE fileset (ppe.vt).
The VT Tracing System is packaged and installed with the Parallel Operating
Environment (POE) fileset (ppe.poe). The same daemon, digd, collects AIX
information on cluster workstations and RS/6000 SP nodes, with or without the
High Performance Switch Option.
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8.6.8 VT Displays

VT can be started with:

• The command vt if the RM is present
• The command vt -norm if the RM is not present.

The command raises two windows: the Visualization tool which is the master
window, and the VT View selector window. You can save and load your
preferences (colors, time resolution, sampling interval, and so on) with a
configuration file that is called from either the -configfile flag or the graphical
tool.

Whether you are using VT for trace visualization or performance monitoring, the
Selector View offers a collection of displays called views These views allow to
display activity about:

• CPU

• Communication/Program

• System summary

• Network

• Disk

The Communication/Program views are only available in trace mode. Any other
view may be used for online performance monitoring.
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Using the mouse, you can display details of the displayed information or change
the appearance or configuration.

Often, different views take the same information and present it in different ways,
such as in a bar chart or strip graph.
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8.6.9 VT Performance Monitor

The Performance Monitoring is an online monitor used to study the operational
status and activity of processor nodes.

The window and functionality are similar to those described for the System
Status Array in the sections 8.6.5, “System Status Array” on page 466 and 8.6.6,
“System Status Display” on page 468.
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8.6.10 VT Trace Visualization

The trace visualization enables you to play back trace records generated in a
trace file during a program′s execution. Every view is available in this mode.

There are four types of trace records:

• Message passing

Message passing event trace records contain information regarding
point-to-point message passing events, such as blocking sends and receives
among tasks of your program. Each of these events is the result of a call to
a message passing subroutine.

• Collective communication

Collective communication trace records contain information about
communication events involving groups of tasks. Broadcasts and gathers
are examples of collective communication trace records. Each of these
events is a result of a call to a collective communication subroutine.

• AIX kernel Statistics

AIX kernel statistics trace records contain a sampling of statistics from the
kernel. These include the:

− CPU utilization (user, kernel, wait, and idle)
− System calls and pages faults
− Disk utilization (transfers, reads, and writes)
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− TCP/IP packets received and sent

• Application Marker

The Program Marker Array information (8.6.2, “Environment Variables for
Monitoring (2)” on page 461) is also registered in the trace file and it can be
displayed in the source code view.
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8.6.11 Using the Trace Visualization

Before the trace file can be used to replay a program execution, you must create
it.

First, you can compile your program with the -g flag, which produces an object
file with symbol table references needed to take advantages of the source code
view. This view lets you see the actual lines of code associated with the trace
record events you are visualizing.

Note: The -g flag is not required if you do not wish to use the source code view.

Second, to generate a trace file, you need to execute your program with tracing
turned on. The MP_TRACELEVEL environment variable or the -tracelevel flag
activates the tracing with the values 1, 2, 3, or 9. The default value 0 means
tracing is off. By default, trace file are named the same as the program name
with the suffix .trc added.

The MP_TRACEFILE environment variable or -tracefile flag allows you to start
VT directly with your trace file. If not set, VT starts with a default trace file
/usr/lpp/ppe.vt/samples/vtsample.trc. You must select your trace with the File
icon of the the Visualization Tool window. Then you must click the views  from
the View Selector and play  from the Visualization Tool.

By clicking on one of the views, Computation, Communication/Program, System,
Network and disk, you can raise all the windows contained in this views.
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VT uses its own routines to create trace records and does not utilize the AIX
trace facility. Some of these routines can be called from your application
program, allowing you to generate trace files containing just the type of trace
record you are interested in. In the same way, you can avoid generating huge
trace files by placing VT_trc_stop() and VT_trc_start() calls in your program.
Thus, you can start tracing only for the most interesting parts of the program.

If you have turned off trace record generation for five minutes during normal
playback, you will have to wait the five minutes before any of the views are
updated. You can get around this by advancing playback to the next trace
record by clicking the Step  button in the Visualization Tool window.
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8.6.12 Parallel Debuggers

Two versions of debugger are delivered in Parallel Environment. They rely on
their corresponding AIX versions, and support most of their subcommands.
Some of them have been modified to support parallel commands.

• The pdbx extends the dbx debugger′s line-oriented interface and
subcommands.

• The pedb provides a simplified Motif graphical interface. The pedb debugger
was formerly called xpdbx in the previous Parallel Environment version.

An example of an additional subcommand is the group subcommand for pdbx.
This allows you to collect a number of tasks under a group name you choose,
and then manipulate them as a simple group. The actions available for the group
subcommand are: add, change, delete, and list.

When invoking one or the other debugger, it is first necessary to compile the
program and set up the execution environment:

• Compiling the program.

Since they are source code debuggers, you must compile the program with
the -g option to produce an object file with debug symbol, source line
number, and data type information. As for their AIX versions, it is advisable
to not use the -O optimization option. Using the debugger on optimized code
may produce inconsistent and erroneous results.

• Copying the source files.
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These debuggers are POE applications with some modifications on the home
node to provide a user interface. Like POE, they require that the applications
programs are available to run on each node of the partition. To support
source level debugging, the debuggers require the source code to be
available on the nodes. To make the source file accessible, you will use the
same mechanism as you used for the application program.

• Setting up the execution environment.

You need to set up some execution environment variables like those
described in the previous section and set up a few more in the particular
debugging environment.

NORMAL mode and ATTACH mode

• With the normal mode, you enter the name of the program to debug on the
debugger command line or with the graphic interface.

• With the attach mode, the debuggers allow you to attach the debugger to a
parallel application that is currently running. This feature is useful to debug
large, long running, or apparently hung applications. The debugger attaches
to any subset of a task without restarting the executing parallel program. In
this mode, you must specify the appropriate process identifier (PID) of the
POE job, so the debugger can attach the correct application processes
contained in that job.

While the attach mode was already supported with the previous version of the
pedb, it is newly supported for the pdbx debugger.

Threads support

The debuggers bring a full support of threads, with the display of source code,
variables, and stack, and the setting of breakpoint or tracepoint. A thread
window has been added to the pedb debugger ′s window.
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8.6.13 Environment Variables

While the debuggers are POE applications, you must set the necessary
environment variables for the program execution. However, depending on the
mode (normal or attach) you are working, some of them are invalid. As an
example, if you have MP_PROCS set when the debuggers start in attach mode,
they ignore the setting. A complete list of valid and invalid variables for both
modes is given in one Appendix of the Operating and Use, Volume 2.

The preceding figure shows the environment variables that influence the
debuggers.
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8.6.14 Debugger Infrastructure

The preceding figure shows the infrastructure in normal mode for the pdb. The
infrastructure is different in attach mode. The infrastructure is the same for both
debuggers:

• On the home node, they address the Partition Manager.

• On the remote node, the Partition Manager daemon relies on the AIX
debugger to interpret the a.out file.
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8.6.15 Prerequisites

This a copy of the file /usr/lpp/ppe.pedb/README/pedb.README. It mentions
the list of known problems and their related APAR.

The following are the function restrictions for Release 2.3 of pedb:

• Pedb tracepoints and single stepping on SMP processors

When using tracepoints or program stepping using the step over and step
into buttons, tasks running on SMP nodes may never return to the debug
ready state. The halt button has no effect in these cases, and further
debugging of the program on these nodes is impossible. The fixes for these
problems are expected to be in a future PTF for the bos.adt.debug
component.

• Illegal instruction executing task with held thread

When holding the interrupted thread and then clicking the step into  button,
the task sometimes incorrectly reports an illegal instruction. The message
displayed in the message window will be: 0030-3015 Task: n encountered
signal: 4 - Illegal instruction. Further debugging of this task wil l be
impossible. Apply the fix for AIX APAR IX66692 when available.

• Pedb threads viewer window scroll bar
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After manipulating the threads information displayed by using the select
display details window numerous times, the data in the threads viewer
window sometimes disappears, because the scroll bar becomes inactive. To
refresh the threads information, select the find  option in the threads viewer
window and enter t in the text to find field  and then select the first button.
This will make the threads viewer scroll bar active and you can scroll the
thread data into view. This will be fixed in the GA release of pedb.

• Setting breakpoints at first routine in a thread

After setting breakpoints at the routine passed into pthread_create and then
allowing the program to continue multiple times, the debugger eventually
hangs. Apply the fix for AIX APAR IX66379 when available.

• Trace [if Condition] with out-of-scope variables

The debuggers may hang if conditional tracepoints that reference
out-of-scope variables are set. It is possible to create the tracepoint, but
after it is encountered, the program stops and the debugger must be
stopped. It is possible to work around this problem by fully qualifying the
variable name specified in the condition. A similar problem with breakpoints
is described later. The fix for this problem is expected to be in a future PTF
for the bos.adt.debug component.

• Cannot continue after out of scope conditional breakpoint

When a conditional breakpoint at a line number is specified involving a
variable that is out of scope at the time the line number is encountered, the
debugger stops at the line even though the condition has not been satisfied.
Further execution through single stepping or continuing is not allowed, even
if the breakpoint is removed. It is possible to work around this problem by
fully qualifying the variable name specified in the condition. A similar
problem for conditional tracepoints is described previously. The fix for this
problem is expected to be in a future PTF for the bos.adt.debug component.

• Incorrectly seeing the all threads held message

After holding the interrupted thread, then continuing execution and then
releasing the thread, it is possible to receive the all threads held message,
so that no further debugging is possible. Apply the fix for AIX APAR IX66692
when available.

• Setting breakpoints near pthread_join

After setting breakpoints near pthread_join, and then allowing the program to
continue multiple times, the debugger eventually hangs. Apply the fix for AIX
APAR IX66379 when available.
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8.6.16 Xprofiler

Xprofiler is a tool that helps you to analyze your serial or parallel application′s
performance quickly and easily. It uses data collected with the -pg compiling
option to build a graphical display of the functions within your application.
Xprofiler provides quick access to the profiled data, which lets you identify the
functions that are the most CPU-intensive and focus on the application′s critical
area. However, you can still use the standard AIX profilers prof and gprof to
analyze your application.

Note: Unlike gprof, Xprofiler lets you profile your program at a source statement
level. In this case, the application must be compiled with the -g option.

During the parallel program execution, the outputs produced by the -pg option
are written into multiple files, one for each task that is running in the application.
To prevent each output file from overwriting the others, POE appends the task ID
to each gmon.out file. The current directory must be shared by all remote
nodes. Otherwise, the profile data files must be manually transferred to the
home node for analysis. The Parallel Environment command mcpgath can also be
used to copy the files to the home node, and add the task ID as a suffix to the
name of each file.

In order to get a complete picture of your parallel application′s performance, you
must indicate all of these gmon.out files when you load the application into
Xprofiler. Thus, Xprofiler shows you the sum of the profile information contained
in each file.
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Xprofiler does not give you information about the specific threads in a
multithreaded program. The data Xprofiler presents is a summary of the
activities of all the threads.

Xprofiler brings many enhancements to the former version xgprof:

• Motif

All the graphic interfaces in Xprofiler are reorganized to follow the Motif
convention.

• .Xdefaults

A set of X resources are defined for each graphic display. These resources
are kept in the Xprofiler′s resource file Xprofiler.ad, which provides more
flexibility for a user environment′s customization.

• Online help

There are help buttons on all the main dialogs which bring up a help
window. The help paragraphs are stored in the xprofiler.sdl file.

• Sreen dump

Xprofiler provides screen dump functions that allow users to selectively
capture the image of a display window and store the data in postscript
format for later use, or send the data directly to a printer.

• File I/O interface

After the Xprofiler′s initialization, the file I/O interface allow users to load a
different set of executables and/or gmon.out files.

• Statistics analysis function.

When more than one gmon.out file is given, the prof and gprof profilers
provide a summary profile information of all the input file. There is no
statistic analysis. The statistics function in Xprofiler calculate the maximum,
minimum, standard deviation, and average performance profile values
across all the input gmon.out files.

• Consistent with gprof outputs

Although Xprofiler provides reports similar to the ones generated by gprof, it
does not rely on gprof and uses its own routines to produce reports. The
intent is to ensure Xprofiler will provide reports consistent with those
delivered by gprof.

• NARC/X graph library

Xprofiler relies on the NARC/X graph library to provide underlying graph
capabilities. The current release on AIX platform is NARC 2.2.
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Chapter 9. Overview of MPI

This chapter provides an overview of the Message Passing Interface (MPI).

The IBM Parallel Environment for AIX, Version 2 Release 3, includes the
following:

• Parallel Operating Environment (POE)
• Parallel Debugger (PDBX - PEDB)
• Xprofiler
• Visualization Tool (VT)
• Parallel File Utilities
• Message Passing Libraries (MPI, MPL)

IBM Parallel Environment for AIX Version 2.3 continues to provide support for
MPL (Message Passing Library), the IBM message passing API. MPL and MPI
subroutines can coexist in the same parallel program. However, note that MPL
support is only provided in the non-threaded version of the MPI library.

The MPI library includes several IBM extensions (MPE) subroutines. These
extensions, though not part of the MPI standard, provide an alternative set of
powerful collective nonblocking functions. No callback facilities are defined in
the current MPI Version 1.1 standard. The MPI library supplied with the IBM
Parallel Environment for AIX, Version 2 Release 3 is compliant with the MPI
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Version 1.1 standard. It is up to the developer to choose between the conformity
of his code with the MPI and the use of the IBM extensions.

The following presentation is devoted to the changes in the MPI library in the
IBM Parallel Environment for AIX, Version 2 Release 3.
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This chapter details how the Message Passing Interface is being implemented in
IBM Parallel Environment for AIX, Version 2 Release 3.

We start with an overview, looking at what constitutes an MPI program and the
definition of MPI.

That is followed by a discussion of thread-safe MPI, which takes a look at the
MPI architecture as implemented in IBM Parallel Environment for AIX, Version 2
Release 3.

Finally, we take a look at how MPI programs are compiled and run and also
some tuning parameters which we can specifiy. The presentation will be closed
with a summary table.
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9.1.1 What is MPI?

This example illustrates the concept of message passing.

Suppose we have two MPI tasks running on two workstations, or two SP nodes.
We have Process A running on Machine A, and similarly Process B running on
Machine B.

The essential parts of the two processes are shown. In each, a string will first
be defined and then sent to the other process.

MPI_Isend here is a nonblocking MPI call, that is as soon as the message (in this
case the string) is put onto the network, the process resumes execution without
the confirmation of a receive from the target process.

After sending the message, both processes then issue an MPI_Recv, which posts
a receive and waits for message arrival. This is a blocking call, which means
that execution will be suspended until the MPI call returns, which will only
happen when the MPI_Recv receives the correct message.

Finally, both processes print out a string that consists of data received from each
other.
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9.1.2 Definition of MPI

The MPI Standard, as it is copyrighted by the University of Tennessee, was
strongly influenced by:

• Work at the IBM T.J. Watson Research Centre
• Intel NX/2
• Express
• nCUBE′ s Vertex
• PARMACS
• Chimp
• PVM
• PICL

The MPI standard library provides functions for:

• Point-to-point message passing
• User-defined datatypes
• Collective communications
• Group management
• Process topologies
• Environment management
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9.2 Thread-Safe MPI

In order to take advantage of threads, especially on SMP machines, the MPI
library is now thread-safe. The most important change to the MPI library is the
addition of locks, for global data consistency.

Also, the MPI services are implemented with threads, instead of signals. This is
discussed later.
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On SMP machines, besides the shared memory model of programming,
developers now have the alternative of using the message passing model, while
at the same time exploiting the threading capabilities of the SMP.

With threading, there is a fine degree of job distribution within a parallel task,
because of the added granularity. Thus, a task can have a number of threads,
with some or all of the threads doing MPI communications with external tasks,
while the rest continue their computation.

Previously, whenever blocking MPI calls were used in a task, the entire task
would block. With the use of threads, one single thread could be assigned to
block, while the rest continue their computations. This method of overlapping
potentially decreases the execution time of the task.

 Note 

It must be noted here that if the algorithm of the MPI program was not written
to utilize threads by overlapping computation and communication, then
linking in the thread-safe MPI library offers little or no improvement at all.

Moreover, the I/O performance of a uniprocessor is currently superior to that
of an SMP, so unless the improvements gained by programming in threads
and overlapping execution far outweigh the slower I/O performance of the
SMP, performance would only be, at best, comparable to a uniprocessor.
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9.2.1 MPI Architecture

MPI uses up to three of the sixteen segment registers available in an AIX
process to keep track of the DMA window, the microchannel bus adapter
memory, and the switch clock.

If LAPI is used, it requires an additional two segment registers.

Instead of using signals for packet notification, communications driving, and
switch fault notification, thread-safe MPI implements these services with threads.

For SIGIO and SIGALRM, two threads were dedicated to handling the associated
events. The handler for SIGPIPE is now coded in MPI, which periodically checks
and relinquishes the adapter if necessary.
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The above figure shows the code flow in MPI.

The layer from the pipes up to the user application layer defines the
device-independent layer, while from the packet layer downwards to the adapter
defines the device-dependent layer. When there is an upgrade or change in the
microcode or hardware, only the device-dependent layer needs to be rewritten.

The trace of code flow is as follows:

Layer Function

User application The application makes an MPI call, either for point-to-point
communications or for group communications.

MPI library MPI functions in turn call MPCI functions to deliver or
receive messages. The semantics of message passing is
enforced in this layer, including group communications.

MPCI MPCI consists of three sublayers:

 1. MPCI
 2. pipes
 3. packet layer

The first sublayer translates the MPI calls into low-level
pipe calls. Note that MPCI only provides primitives for
point-to-point communications. Group communication
semantics is handled by the MPI layer.
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Pipes Pipes are low-level calls that do not understand the
abstract of messages. This layer views all data as
streams. Flow control and error recovery are enforced in
this layer.

Packet layer This layer takes care of moving into the next lower layer
by first breaking up and packetizing the stream data into
suitable MTU sizes. It also retrieves packets from the
lower layer and reassembles them. For the TB2 and TB3
adapters, the packets are sent into or received from the
DMA FIFO memory. Data is exchanged with UNIX sockets
in the case of UDP.

CSS This is the Communication Subsystem layer; it applies only
to TB2 and TB3 adapters. This layer includes the DMA
FIFOs and the adapter microcode. The DMA FIFO is
allocated from the shared memory segment that is
attached to the user process. This memory is pinned for
DMA by the CSS kernel extensions. By pinned it means
that the memory used for DMA FIFOs is not pagable, that
is it stays locked in the memory at all times.
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9.2.2 MPI Service: ALARM Packet Driver

This figure explains how the ALARM service is implemented in the signal-based
MPI library.

Depending on the adapter used, a SIGALRM is issued to each MPI task
periodically (400 ms for TB2 and TB3 and 180 ms for UDP). The purpose of this
is to drive or proceed with communications. Data is moved out of or into the
appropriate buffers at these intervals, so that messages can get sent or
received.

Suppose we have two tasks, task_1 and task_2, with task_1 calling MPI to do a
nonblocking send to task_2. Here is how MPI communications is driven:

Task Code flow

task_1 As soon as MPI processes the MPI_Isend call, it initiates the
communication and program execution resumes, even though the
message is still being sent. However, a SIGALRM will periodically be
sent to this task. The signal handler for SIGALRM will then check for
pending messages to be sent and process them accordingly.

task_2 In this task, after the nonblocking MPI_Irecv has returned, program
execution proceeds until interrupted by a SIGALRM. The signal
handler for this signal will then be triggered and start moving data
into the receive buffer.
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In the thread-based MPI, SIGALRM is no longer used. Instead, we have a
separate thread that drives the communications at intervals similar to the
signal-based version, that is, every 400 ms for TB2 and TB3, and every 180 ms
for UDP.

Assuming that TB2 or TB3 is used, we have the timer thread (thread 1 of both
tasks) waking up every 400 ms and issuing a kickpipes call to drive the
communications.
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9.2.3 MPI Service: I/O Arrival Handler

The above figure describes the SIGIO mechanism in the signal-based MPI
library.

Whenever there is incoming data destined for a task, a SIGIO signal is sent to
the task via the AIX kernel.

The signal handler for SIGIO in the task will then wake up and start moving data
into the message buffer.
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In the thread-safe MPI library, signals are no longer sent to the active process.
Instead, the SIGIO interrupt handler is now replaced by a separate dedicated
thread to handle incoming data.

In this figure, thread_1 is the thread containing the interrupt handler code. The
AIX kernel extension wakes thread_1, which in turn is responsible for moving the
data from the DMA FIFO into the message buffer. At the same time, thread_0,
which is the computation thread, continues its execution uninterrupted.

This method of dedicating an MPI service to a separate thread has the
advantage of overlapping the communications and computation windows of
execution, in effect potentially increasing the speed of execution.
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9.3 Using Thread-Safe MPI

Instead of using the cc, xlC, or xlf commands, we compile parallel programs
using the commands mpcc, mpCC, or mpxlf.

These commands not only compile the program, but also link in the Partition
Manager and message passing interface.

To compile threaded C, C++, or Fortran programs, we use the mpcc_r,
mpCC_r, or mpxlf_r commands (the prerequisite for threaded MPI with FORTRAN
is XLF 4.1.0.1).

A communication subsystem library implementation will be dynamically linked
when the executable program is invoked.
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This foil is an illustration of how MPI can be run.

Parallel Operating Environment (POE) must be used to start MPI, whether the
parallel job is using the signal-based or thread-based library. In addition, POE
must be used to run LAPI tasks. MPI and LAPI calls can coexist in the same
task.

There are six “flavors” of MPI:

• Thread-safe MPI, using UDP/IP
• Thread-safe MPI, using the High-Performance Switch adapter
• Thread-safe MPI, using the SP Switch adapter
• Signal-based MPI, using UDP/IP
• Signal-based MPI, using the High-Performance Switch adapter
• Signal-based MPI, using the SP Switch adapter

 Note 

Only one library is permitted to be used in any one parallel job.
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The MP_CSS_INTERRUPT environment variable may take the value of either yes
or no. By default it is set to no. In certain applications, setting this value to yes
may improve performance.

To understand how this parameter works, it is important to first understand how
the SP communication subsystem regains control from the user space to
complete asynchronous requests for communication.

For asynchronous communication calls, the calls to the nonblocking send or
receive routines do not actually ensure the transmission of data from one node
to the next, but only post the send or receive and then return immediately to the
user application to resume execution. Since the SP communications subsystem
is a user protocol, it must regain control from the application to complete
asynchronous requests for communication.

With MP_CSS_INTERRUPT set to no, the communication subsystem will only
proceed with communications when:

• Subsequent calls are made to the SP communication subsystem to send,
receive or wait on messages.

• A timer signal is received periodically.

With the MP_CSS_INTERRUPT variable set to yes, the communication subsystem
device driver sends a signal to the user application when data is received or
buffer space is available to transmit data.
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This is especially useful for applications that:

• Use nonblocking communications
• Use non-synchronized sets of send or receive pairs
• Do not issue waits for nonblocking send or receive operations, but rather do

some computation prior to issuing the waits
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When a node receives a packet and an interrupt is generated, the interrupt
handler checks its table for the process identifier of the user process and notifies
the process. The signal handler or service threads wait for at least two times
the interrupt delay, checking to see if more packets arrive. Waiting for more
packets avoids the cost of incurring an interrupt each time a new packet arrives
(interrupt processing is very expensive). However, the more packets that arrive,
the more the delay time is increased.

The MP_INTRDELAY environment variable allows you to set the delay parameter
for how long the signal handler or service threads wait for more data.

For an application with only a few nodes exchanging small messages, it will help
latency if the interrupt delay is set to a small value.

For an application with a large number of nodes or one which exchanges large
messages, keeping the interrupt delay large will help bandwidth, as a large
delay allows multiple read transmissions to occur in a single read cycle.

The exact value of MP_INTRDELAY is application-dependent and is discovered
through experimentation.

The default values are 35 microseconds for the HP Switch adapter, and 1
microsecond for the SP Switch adapter.
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These two function calls allow the programmer to query the current interrupt
delay, and also to set it dynamically. The interrupt delay value here is the same
delay value that the MP_INTRDELAY would specify.
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The enable and disable interfaces for interrupts override the setting of the
MP_CSS_INTERRUPT environment variable.
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9.3.1 Performance

The above figure compares the performance of the thread-safe MPI library to
that of the signal-based MPI library.

Both libraries offer about the same amount of bandwidth, but the thread-safe MPI
library is about 15% slower in terms of latency than the signal-based MPI.
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9.3.2 Summary

The above figure summarizes the key differences between the thread-safe MPI
and signal-based MPI libraries.

MPL provides the function MP_RcvNCall, which allows a user to specify a
handler that is to execute when the receive completes.

The execution of the callback function is atomic and asynchronous and can
interrupt the user′s main flow of code at any time, but cannot itself be
interrupted by user code or by another handler.

The handler semantic of MPL is not consistent with a threaded environment so
neither MPL Receive and Call nor its precise semantic are currently available in
the thread-safe MPI library or in the standard. However, the signal-based MPI
library provides both MPL and MPL Receive and Call.

SIGIO, SIGALRM services

MPI no longer uses the SIGIO or SIGALRM signals. Instead, separate threads
are created, which handle the conditions that were handled using these signals.

Semantics

No MPI semantics were modified. However, in a multi-threaded program, the
implementation of MPI calls is modified such that it is now allowed to call an MPI
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function while another MPI function is active. The result is that the second MPI
function is delayed, instead of failing, until the first function releases its lock.
This also permits multiple user threads to simultaneously make MPI calls, such
that if one thread sits inside a blocking MPI call, it will not indefinitely delay any
other threads. Instead, it will periodically unlock the MPI library in order to allow
other threads to make progress in their MPI calls.
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Chapter 10. Overview of LAPI

This chapter discusses the Low-level Applications Programming Interface (LAPI).
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We first take a look at what LAPI is, followed by justifications for its development.

Next, we discuss the design objectives, what LAPI functions provide, and the
Active Message infrastructure, which is a very important concept in writing LAPI
programs.

We close this chapter by looking at a summary of some specific LAPI calls, the
LAPI execution model that discusses how LAPI programs are run, and finally a
short comparison between LAPI and the Message Passing Library (MPI).
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10.1.1 What Is LAPI?

LAPI offers low latencies in terms of communications over the switch and
interrupt handling.

The LAPI semantic is unilateral. This means that one process initiates a LAPI
operation, and the completion of the operation does not require any other
process to take some complementary action. This is unlike MPI′s send and
receive, where a send requires a complementary receive with matching
parameters to be posted for completion, and vice versa.

LAPI is also reliable, because it provides for flow control and guaranteed
delivery of messages. However, it does not provide message ordering. That is
the programmer ′s responsibility.

LAPI functions can either be invoked as C or Fortran calls. Header files are
provided for both languages.

LAPI is packaged with PSSP, and requires PE. LAPI programs are started by
POE, much the same way as MPI programs. In fact, LAPI and MPI calls can exist
within the same program, or the same parallel job.

LAPI, with its efficient primitives, also offers itself as a possible building block for
a higher-level shared memory programming model.

Lastly, LAPI is not a standard interface like MPI, but only IBM′s own interface.
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10.1.2 The Need For LAPI

There are three reasons for using LAPI:

• Flexibility in programming
• Good performance for interrupt latency
• Good bandwidth for small and medium messages

The LAPI library provides PUT and GET functions and a general “Active
Message” function to allow programmers to supply extensions by means of
additions to the notification handlers. This is similar to letting the programmers
define their own callback functions, and provides for a good degree of
customization and flexibility.

LAPI was also designed to provide optimal communication performance on the
SP switch.
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10.2 LAPI Concepts

LAPI was designed for performance, flexibility, extendibility and reliability.
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LAPI is designed to cater to a diverse set of users.

A key goal is to define LAPI so that it can be easily extended functionally by the
user. This allows users to customize LAPI to their specific environments.
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LAPI should be flexible and expressive enough to accommodate diverse
applications and algorithms.

In particular, it should be more flexible than the standard send/receive protocol.
The key limitation of the send/receive protocol is that it is bilateral, requiring
processes at both source and destination to explicitly participate in the
communication.

This makes programming difficult in situations where one of the “participants” is
unaware of the identity of the other. Such situations arise in applications that
have dynamically changing and unpredictable communications.
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The LAPI is designed to allow performance-optimized implementation as a thin
layer. Performance is measured by latency, bandwidth, overhead, and ability to
overlap (of computation and communication). Of these, latency on short
messages is the key.
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The LAPI implementation must provide reliable communication. Errors not
directly related to the application must not be propagated back to the
application.
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10.2.1 LAPI Functions

This foil is a summary of the functionalities of LAPI.

LAPI functions are in general nonblocking, that is, they may return before the
operation is complete and before the user is allowed to reuse all the resources
specified in the call. A nonblocking operation is considered to be complete only
after a completion testing function (such as lapi_waitcntr or lapi_getcntr) has
indicated that the operation has completed.

To understand the two different modes (standard and synchronous) of LAPI
communications and their relationship with the counters, the semantics of the
counters must first be explained. The term origin process refers to the process
that initiated the LAPI call, and target process refers to the process that the LAPI
call operates on, that is, the destination process.

Counter Semantic

org_cntr This is the origin counter, a variable stored at the origin
process. Whenever a LAPI call using this counter is initiated,
this value is incremented by one once the data has been copied
out of the origin buffer. Incrementing this counter implies that
the origin buffer space is safe to reuse.
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tgt_cntr This is the target counter, a variable stored at the target
process. This counter, if used, is incremented by one after data
arrives at the target. After it has been incremented, it is safe to
access the data in the target buffer space.

cmpl_cntr This is the completion counter. If this counter is used, it is
stored at the origin process and is a reflection of tgt_cntr. The
completion counter will be incremented at the origin process
after tgt_cntr has been incremented at the target process.

With this, we can now define the semantics of the standard and synchronous
modes of operation with respect to those counters. Note that the decision to use
either mode depends on the programmer, and is enforced by the programmer by
checking different combinations of those counters. LAPI does not choose, nor
does it enforce, any of the two semantics.

In standard mode, an operation is said to be completed at the origin process
when org_cntr has been incremented. Similarly, it is said to be completed at the
target process when tgt_cntr has been incremented.

In synchronous mode, an operation is considered to be complete with respect to
the origin process when both org_cntr and cmpl_cntr have been incremented. It
is considered to be complete with respect to the target process when tgt_cntr
has been incremented. The semantic with respect to the target process in
synchronous mode is the same as the semantic with respect to the target
process in standard mode.
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10.2.2 Active Message Infrastructure

Understanding the Active Message infrastructure is essential to programming in
LAPI.

The Active Message function call is a nonblocking call that causes a specified
message handler to be invoked and executed in the address space of the target
process upon the arrival of the active message. Completion of the operation is
signaled if counters are specified.

Optionally, the active message may also bring with it a user header and data
from the originating process.

The operation is unilateral in the sense that the target process does not have to
take explicit action for the active message to complete.

Buffering is not required because either storage for arriving data (if any) is
specified in the active message, or is provided by the invoked handler.
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When the active message brings with it data from the originating process, the
architecture requires that the handler be written as two separate routines, as
follows:

Function Purpose

Header handler This is the function that is specified in the active message
call. It will be called when the message first arrives at the
target process, and provides the LAPI dispatcher (which is
the part of the LAPI layer that deals with the arrival of
messages and invocation of handlers) with:

• An address where the arriving data must be copied
• The address of the optional completion handler
• The address of an optional user-defined parameter to

be passed to the target process

Completion handler This function is called after the whole message has been
received. Note that for large messages, the data sent with
an active message will arrive in multiple packets. These
packets can also arrive out of order.
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This foil illustrates the relationships between the LAPI_Amsend function call, the
header handler, and the optional completion handler.

The completion handler is optionally specified within the header handler which,
in turn, is itself one of the parameters of the LAPI_Amsend function call.

When the LAPI_Amsend call is invoked, the message is sent from task_1 to
task_2. For the general case, let us assume that the message is large, that is, it
takes a few packets to fully transport the message. When the first packet
arrives, the LAPI dispatcher at task_2 will invoke the header handler function
within the address space of task_2. This is the header handler specified in
task_1′s LAPI_Amsend call.

As the packets continue to arrive, when the last packet reaches task_2, the
dispatcher at task_2 will invoke the completion handler, which was specified in
the header handler. Just as the header handler, the completion handler runs
within the address space of task_2.
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10.3 Using LAPI

The following shows some of the LAPI calls and their various purposes:

Category Function

Active Message The function prototype for this call is:

int LAPI_Amsend(hndl, tgt, hdr_hdl, uhdr, uhdr_len, udata,
udata_len, tgt_cntr, org_cntr, cmpl_cntr)

The active message function (LAPI_Amsend) is a
nonblocking call that causes the specific active message to
be invoked and executed in the address space of the target
process. Completion of the operation is signaled if counters
are specified in the call. The LAPI_Amsend function provides
three counters (org_cntr, tgt_cntr, and cmpl_cntr), which can
be used to provide both standard and synchronous modes.
The org_cntr counter is incremented when the origin buffer
can be reused, tgt_cntr is incremented when the target buffer
can be reused and cmpl_cntr is incremented after the
completion handler has completed execution.

Data transfer The function prototypes for LAPI_Put and LAPI_Get are:

int LAPI_Put(hndl, tgt, len, tgt_addr, org_addr, tgt_cntr,
org_cntr, cmpl_cntr)
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int LAPI_Get(hndl, tgt, len, tgt_addr, org_addr, tgt_cntr,
org_cntr)

Data transfer functions are nonblocking calls that cause data
to be copied from a specified region in the origin address
space to the specified region in the target address space (in
the case of a LAPI_Put operation), or from a specified region
in the target address space to a specified region in the origin
address space (in the case of a LAPI_Get operation).

Both standard and synchronous modes are supported by
LAPI_Put, but only the synchronous mode is possible in the
case of LAPI_Get.

Synchronizing The LAPI_Rmw function is used to synchronize two
independent operations, such as two processes sharing a
common data structure. The operation is performed at the
target process and is atomic, that is, executed to completion
and uninterruptable. This operation takes a variable from
the origin and performs one of the four selected operations
on a variable from the target, and replaces the target
variable with the results of the operation. The original value
of the target variable is returned to the origin. The four
operations are:

• SWAP
• COMPARE_AND_SWAP
• FETCH_AND_ADD
• FETCH_AND_OR
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Category Function

Completion checking These functions manipulate the counter values as
shown in the figure.

Ordering LAPI_Fence and LAPI_Gfence operations provide a
fencing capability. LAPI functions initiated prior to
these fencing operations are guaranteed to complete
with respect to both the origin and target processes
before LAPI functions initiated after the fencing
operations. LAPI_Fence is a local operation that is
used to guarantee that all LAPI functions initiated by
the local process are complete. LAPI_Gfence is a
collective (global) operation involving all processes in
the parallel program.

Progress The LAPI_Probe function is used in polling mode to
transfer control to the communications subsystem in
order to make progress on arriving messages.
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Category Function

Address exchange The LAPI_Address_Init collective operation
allows processes to exchange operand
addresses of interest.

LAPI setup LAPI_Init and LAPI_Term operations are used to
initialize and terminate the communications
structures required to effect LAPI
communications.

Error handling and messages The LAPI_Init function provides a means for the
user of LAPI to register an error handler. The
LAPI_Msg_String function translates an LAPI
call return code value into a message string.

LAPI environment The LAPI_Qenv function queries the state of the
LAPI communications subsystem, whereas the
LAPI_Senv function allows the programmer to
specify the value of some of the LAPI
communications subsystem ′s environment
variables.

An example is the interrupt state, which is set
by specifying INTERRUPT_SET as on (for
interrupt mode) or off (for polling mode). The
default setting for INTERRUPT_SET is on.
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10.3.1 LAPI Execution Model

Once LAPI_Init has been called, two threads in addition to the user′s main
thread will be started. One of them, the Notification Handler Thread, sleeps in
the kernel. An incoming active message generates an interrupt, which awakens
the Notification Handler Thread.

Once woken up, the Notification Handler Thread executes in the user′s address
space and invokes the Dispatcher, which does one of the following:

• Receives an incoming message, for example an incoming LAPI_Amsend call.
If it is the first physical packet, the Dispatcher will invoke the user-specified
header handler, and if it is the last physical packet and there is a
user-specified completion handler, the Dispatcher will enqueue the
completion handler and wake up the Completion Handler Thread.

• Sends a pending message, for example the user application executed a
LAPI_Put.

• Sends an acknowledgement to the origin process, for example to increase
the cmpl_cntr at the origin process.

Returning to our example, upon seeing the incoming active message, the
Dispatcher will invoke the user-specified header handler. After the header
handler has completed, the Notification Handler Thread goes back to sleep.

The other thread created by LAPI_Init is the Completion Handler Thread.
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If the Dispatcher sees the last packet of the active message arriving, it enqueues
the completion handler of the active message, and wakes up the Completion
Handler Thread. This thread checks its queue and invokes the enqueued
completion handler or handlers.

 Note 

The Dispatcher is controlled by a lock, which enforces that only one
Dispatcher is running in a process at any time.
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10.3.2 LAPI versus MPI

This figure compares MPI and LAPI.

A user program can make MPI and LAPI calls in the same program.

LAPI gives the programmer the ability to do “one-sided communication” (as
opposed to MPI, which supports two-sided or collective communication). The
one-sided programming model may be a better fit for certain user applications.

LAPI provides a lower-latency path through the switch.

The bandwidth is message size dependent. For small- and medium-sized
messages, the LAPI bandwidth is better than that of MPI. For very large
messages the MPI bandwidth is slightly better than the LAPI bandwidth.

MPI is a standard interface, whereas LAPI is a nonstandard interface.
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Appendix A. Special Notices

This publication is intended to help IBM customers, Business Partners, IBM
System Engineers, and other RS/6000 SP specialists who are involved in Parallel
System Support Programs (PSSP) Version 2 Release 3 projects, including the
education of RS/6000 SP professionals responsible for installing, configuring, and
administering PSSP Version 2 Release 3. The information in this publication is
not intended as the specification of any programming interfaces that are
provided by Parallel System Support Programs. See the PUBLICATIONS section
of the IBM Programming Announcement for PSSP Version 2 Release 3 for more
information about what publications are considered to be product documentation.

References in this publication to IBM products, programs or services do not
imply that IBM intends to make these available in all countries in which IBM
operates. Any reference to an IBM product, program, or service is not intended
to state or imply that only IBM′s product, program, or service may be used. Any
functionally equivalent program that does not infringe any of IBM′s intellectual
property rights may be used instead of the IBM product, program or service.

Information in this book was developed in conjunction with use of the equipment
specified, and is limited in application to those specific hardware and software
products and levels.

IBM may have patents or pending patent applications covering subject matter in
this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to the IBM Director of
Licensing, IBM Corporation, 500 Columbus Avenue, Thornwood, NY 10594 USA.

Licensees of this program who wish to have information about it for the purpose
of enabling: (i) the exchange of information between independently created
programs and other programs (including this one) and (ii) the mutual use of the
information which has been exchanged, should contact IBM Corporation, Dept.
600A, Mail Drop 1329, Somers, NY 10589 USA.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The information contained in this document has not been submitted to any
formal IBM test and is distributed AS IS. The information about non-IBM
(″vendor″) products in this manual has been supplied by the vendor and IBM
assumes no responsibility for its accuracy or completeness. The use of this
information or the implementation of any of these techniques is a customer
responsibility and depends on the customer′s ability to evaluate and integrate
them into the customer′s operational environment. While each item may have
been reviewed by IBM for accuracy in a specific situation, there is no guarantee
that the same or similar results will be obtained elsewhere. Customers
attempting to adapt these techniques to their own environments do so at their
own risk.

Any performance data contained in this document was determined in a
controlled environment, and therefore, the results that may be obtained in other
operating environments may vary significantly. Users of this document should
verify the applicable data for their specific environment.
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You can reproduce a page in this document as a transparency, if that page has
the copyright notice on it. The copyright notice must appear on each page being
reproduced.

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:

The following terms are trademarks of other companies:

C-bus is a trademark of Corollary, Inc.

GRF is a trademark of Accent, Inc.

Java and HotJava are trademarks of Sun Microsystems, Incorporated.

Microsoft, Windows, Windows NT, and the Windows 95 logo are trademarks
or registered trademarks of Microsoft Corporation.

PC Direct is a trademark of Ziff Communications Company and is used
by IBM Corporation under license.

Pentium, MMX, ProShare, LANDesk, and ActionMedia are trademarks or
registered trademarks of Intel Corporation in the U.S. and other
countries.

UNIX is a registered trademark in the United States and other
countries licensed exclusively through X/Open Company Limited.

Other company, product, and service names may be trademarks or
service marks of others.

AIX AIX/6000
IBM LoadLeveler
NetView RS/6000
Scalable POWERparallel Systems
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Appendix B. Related Publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

B.1 International Technical Support Organization Publications
For information on ordering these ITSO publications see “How to Get ITSO
Redbooks” on page 537.

• PSSP Version 2.2 Technical Presentation, SG24-4868

• PSSP Version 2 Technical Presentation, SG24-4542

• RS/6000 SMP Servers Architecture, SG24-2583

• RS/6000 SP High Availability Infrastructure, SG24-4838

B.2 Redbooks on CD-ROMs
Redbooks are also available on CD-ROMs. Order a subscription  and receive
updates 2-4 times a year at significant savings.

CD-ROM Title Subscription
Number

Collection Kit
Number

System/390 Redbooks Collection SBOF-7201 SK2T-2177
Networking and Systems Management Redbooks Collection SBOF-7370 SK2T-6022
Transaction Processing and Data Management Redbook SBOF-7240 SK2T-8038
AS/400 Redbooks Collection SBOF-7270 SK2T-2849
RS/6000 Redbooks Collection (HTML, BkMgr) SBOF-7230 SK2T-8040
RS/6000 Redbooks Collection (PostScript) SBOF-7205 SK2T-8041
Application Development Redbooks Collection SBOF-7290 SK2T-8037
Personal Systems Redbooks Collection SBOF-7250 SK2T-8042

B.3 Other Publications
These publications are also relevant as further information sources:

• PSSP Installation and Migration Guide, GC23-3898

• PSSP Diagnosis and Messages Guide, GC23-3899

• PSSP Command and Technical Reference, GC23-3900

• IBM RS/6000 SP Planning, Volume 1, Hardware and Physical Environment,
GA22-7280

• IBM RS/6000 SP Planning, Volume 2, Control Workstation and Software
Environment, GA22-7281

• SP Switch Router Adapter Guide, GA22-7310
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List of Abbreviations

ARP Address Resolution Protocol

MIB Management Information
Base

MAC Medium Access Control

IP Interface Protocol

IPAT IP Address Takeover

HWAT Hardware Address Takeover

CWS Control Workstation

IBM International Business
Machines Corporation

ITSO International Technical
Support Organization

ATM Asynchronous Transfer Mode

FDDI Fiber Distributed Data
Interface (100Mbit/s fiber
optic LAN)

SP IBM RS/6000 Scalable
POWERparallel System
(RS/6000 SP)

TCP Transmission Control Protocol

TCP/IP Transmission Control
Protocol/Internet Protocol

Clinfo Client Information Program

IPAT IP-address takeover

UDP User Datagram Protocol

LAN Local Area Network

LVM Logical Volume Manager

HACMP High Availabil ity Cluster
Multi-Processing

HANFS High Availability Network File
System

HACMP ES High Availabil ity Cluster
Multi-Processing Enhanced
Scalabil ity

PTF Program Temporary FIX

PSSP Parallel System Support
Program

PTPE Performance Toolbox Parallel
Extension

VSD Virtual Shared Disks

RVSD Recoverable Virtual Shared
Disks

AIX Advanced Interactive
Executive

NFS Network File System (USA,
Sun Microsystems Inc.)

GPFS General Parallel File System

C-SPOC Cluster Single Point of
Control

SMIT System Management
Interface Tool

NIM Network Interface Module

DARE Dynamic Automatic
Reconfiguration Events

VSM Visual System Management

HPS High Performance Switch

ODM Object Data Manager

SDR System Data Repository

SNMP Simple Network Management
Protocol

CPU Central Processing Unit

EMAPI Event Management
Application Programming
Interface

PTX/6000 Performance Toolbox/6000

LPP Licensed Program Product

SMUXD SNMP Multiplexor Daemon

SBS Structured Byte String

DNS Domain Name Server

ADSM ADSTAR Distributed Storage
Manager

SCSI Small Computer System
Interface
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