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Preface

This book describes how to install and upgrade the Solaris™ 9 operating environment
on both networked and non-networked SPARC® and x86 architecture based systems.

This book does not include instructions about how to set up system hardware or other
peripherals.

Note — The Solaris operating environment runs on two types of hardware, or
platforms—SPARC and x86. The information in this document pertains to both
platforms unless called out in a special chapter, section, note, bulleted item, figure,
table, example, or code example.

Note — In this document the term “x86” refers to the Intel 32-bit family of
microprocessor chips and compatible microprocessor chips made by AMD.

Who Should Use This Book

This book is intended for system administrators responsible for installing the Solaris
operating environment. This book provides both of the following types of information.

®  Advanced Solaris installation information for enterprise system administrators
who manage multiple Solaris machines in a networked environment

®  Basic Solaris installation information for system administrators who perform
infrequent Solaris installations or upgrades
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Related Books

Table P-1 lists related information that you need when you install the Solaris software.

TABLE P-1 Related Information

Information Description

System Administration Guide: Basic Administration Describes how to back up system files

Solaris 9 4/04 Release Notes Describes any bugs, known problems, software that is being
discontinued, and patches that are related to the Solaris
release

SPARC: Solaris 9 Sun Hardware Platform Guide Contains information about supported hardware

Solaris 9 4/04 Package List Lists and describes the packages in the Solaris 9 4/04
operating environment

x86: Solaris (x86 Platform Edition) Hardware Contains supported hardware information and device

Compatibility List configuration

Accessing Sun Documentation Online

The docs.sun.com®™ Web site enables you to access Sun technical documentation
online. You can browse the docs.sun.com archive or search for a specific book title or
subject. The URLis http://docs.sun. com.

Ordering Sun Documentation

Sun Microsystems offers select product documentation in print. For a list of
documents and how to order them, see “Buy printed documentation” at
http:/ /docs.sun.com.
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http://www.sun.com/bigadmin/hcl
http://docs.sun.com
http://docs.sun.com

Typographic Conventions

The following table describes the typographic changes used in this book.

TABLE P-2 Typographic Conventions

Typeface or Symbol | Meaning Example
AaBbCcl123 The names of commands, files, and Edit your . login file.
directories; on-screen computer output . .

P P Use 1s -a to list all files.
machine name% you have
mail.

AaBbCcl123 What you type, contrasted with machine_name$% su
on-screen computer output
Password:
AaBbCc123 Command-line placeholder: replace with | To delete a file, type rm
a real name or value filename.
AaBbCc123 Book titles, new words, or terms, or Read Chapter 6 in User’s Guide.

words to be emphasized.

These are called class options.

You must be root to do this.

Shell Prompts in Command Examples

The following table shows the default system prompt and superuser prompt for the C
shell, Bourne shell, and Korn shell.

TABLE P-3 Shell Prompts

Shell

Prompt

C shell prompt

machine name%

C shell superuser prompt

machine name#

Bourne shell and Korn shell prompt $

Bourne shell and Korn shell superuser prompt | #
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CHAPTER 1

Planning for Solaris Installation or
Upgrade (Topics)

This section guides you through planning the installation or upgrade of the Solaris

operating environment.

Chapter 2

Chapter 3

Provides information about decisions that you need to
make before you install or upgrade.

Provides details about the different Solaris installation
technologies to help you choose which method is best for
your environment.
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CHAPTER 2

Planning for a Solaris Installation or
Upgrade (Overview)

This chapter provides you with information about decisions you need to make before
you install or upgrade the Solaris operating environment. This chapter contains the
following sections:

“Task Map: Installing or Upgrading the Solaris Software” on page 27

“Initial Installation or Upgrade?” on page 29

“Installing From the Network or From DVD or CDs?” on page 31

“Using DVD Media” on page 32

“Sun ONE Application Server Postinstallation Configuration” on page 32

“x86: Accessing the Solaris 9 Device Configuration Assistant and PXE” on page 32

Note — This book uses the term slice, but some Solaris documentation and programs
might refer to a slice as a partition. To avoid confusion, this book distinguishes
between fdisk partitions (which are supported only in Solaris x86 Platform Edition)
and the divisions within the Solaris £disk partition, which might be called slices or
partitions.

Task Map: Installing or Upgrading the
Solaris Software

The following task map is an overview of the steps necessary to install or upgrade the
Solaris operating environment. Use this task map to identify all of the decisions that
you need to make to complete the most efficient installation for your environment.
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TABLE 2-1 Task Map: Installing or Upgrading the Solaris Software

Task

Description

For Instructions

Choose initial installation
or upgrade.

Decide if you want to perform an initial installation or
an upgrade.

“Initial Installation or
Upgrade?” on page 29

requirements. Also, plan
and allocate disk space
and swap space.

requirements to install or upgrade. Allocate disk
space on your system for the components of the
Solaris operating environment that you want to
install. Determine the appropriate swap space layout
for your system.

Choose an installation The Solaris operating environment provides several | Chapter 3
method. methods for installation or upgrade. Choose the
installation method that is most appropriate for your
environment.
Review system Determine if your system meets the minimum Chapter 5

Choose an installation

You can install the Solaris software from local media

“Installing From the Network

system information.

being prompted for the information during the
installation or upgrade.

location. or from the network. Decide on an installation or From DVD or CDs?”
location that is most appropriate for your on page 31
environment.

Gather information about | Use the checklist and complete the worksheet to Chapter 6

your system. collect all of the information that you need to install
or upgrade.

(Optional) Preconfigure | You can preconfigure system information to avoid Chapter 7

(Optional) Prepare to
install the Solaris
software from the
network.

If you chose to install the Solaris software from the
network, create an install server, create a boot server
(if necessary), and set up the systems to be installed
from the network.

To install over a local area
network, see Chapter 15.

To install over a wide area
network, see Chapter 43.

(Upgrade only) Perform
the pre-upgrade tasks.

Back up your system, determine if you can upgrade
with disk space reallocation, and search for patches
that a Solaris Update release might override.

Chapter 8

Install or upgrade.

Use the Solaris installation method that you chose to
install or upgrade the Solaris software.

The chapter or chapters that
provide detailed instructions
for the installation method

Troubleshooting
installation problems

Review the troubleshooting information when you
encounter problems with your installation.

Appendix E
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Initial Installation or Upgrade?

You can choose to perform an initial installation or, if your system is already running
the Solaris operating environment, you can upgrade your system.

Initial Installation

An initial installation overwrites the system’s disk with the new version of the Solaris
operating environment. If your system is not running the Solaris operating
environment, you must perform an initial installation.

If the system is already running the Solaris operating environment, you can choose to
perform an initial installation. If you want to preserve any local modifications, before
you install, you must back up the local modifications. After you complete the
installation, you can restore the local modifications.

You can use any of the Solaris installation methods to perform an initial installation.
For detailed information about the different Solaris installation methods, refer to
Chapter 3.

Upgrade

An upgrade merges the new version of the Solaris operating environment with the
existing files on the system’s disk. An upgrade saves as many modifications as
possible that you have made to the previous version of the Solaris operating
environment.

You can upgrade any system that is running the Solaris 2.6, Solaris 7, or Solaris 8
software. Type the following command to see the version of Solaris software that is
running on your system:

$ uname -a

You can upgrade the Solaris operating environment by using the following installation
methods.

Note — Use the smosservice patch to upgrade diskless clients. For detailed
instructions, refer to System Administration Guide: Basic Administration or to
smosservice(lIM).
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Solaris Upgrade Methods

TABLE 2-2 SPARC: Solaris Upgrade Methods

Current Solaris Operating
Environment Solaris Upgrade Methods

Solaris 2.6, Solaris 7, Solaris 8,
Solaris 9

Solaris™ Web Start program
Solaris suninstall program
Custom JumpStart™ method
Solaris Live Upgrade

TABLE 2-3 x86: Solaris Upgrade Methods

Current Solaris Operating
Environment Solaris Upgrade Methods

Solaris 2.6 Installing from DVD media or a net installation image:
®  Solaris Web Start program

®m  Solaris suninstall program

®  Custom JumpStart method

Installing from CD media:
®  Solaris suninstall program
®  Custom JumpStart method

Solaris 7 Installing from DVD media or a net installation image:
m  Solaris Web Start program

B Solaris suninstall program

®  Custom JumpStart method

®  Solaris Live Upgrade

Installing from CD media:

B Solaris suninstall program
®  Custom JumpStart method

®  Solaris Live Upgrade

Solaris 8, Solaris 9 Installing from DVD or CD media or a net installation image:
m  Solaris Web Start program

®  Solaris suninstall program

®  Custom JumpStart method

®  Solaris Live Upgrade

Upgrade Limitations

Note — For limitations on upgrading using Solaris Live Upgrade, see “Solaris Live
Upgrade Requirements” on page 383.
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When upgrading, pay attention to the following issues.

m  Upgrading to another software group. You cannot upgrade your system to a
software group that is not installed on the system. For example, if you previously
installed the End User Solaris Software Group on your system, you cannot use the
upgrade option to upgrade to the Developer Solaris Software Group. However,
during the upgrade you can add software to the system that is not part of the
currently installed software group.

m  Upgrading to a Solaris Update release. If you are already running the Solaris 9
operating environment and have installed individual patches, upgrading to a
Solaris 9 Update release causes the following;:

®  Any patches that were supplied as part of the Solaris 9 Update release are
reapplied to your system. You cannot back out these patches.

®  Any patches that were previously installed on your system and are not
included in the Solaris 9 Update release are removed.

You can use the Patch Analyzer to determine which patches, if any, will be
removed by upgrading to the Solaris 9 Update release. For detailed instructions
about using the Patch Analyzer, refer to “Upgrading to a Solaris Update Release”
on page 651.

Installing From the Network or From
DVD or CDs?

The Solaris software is distributed on DVD or CD media so that you can install or
upgrade systems that have access to a DVD-ROM or CD-ROM drive.

If you have systems that do not have local DVD-ROM or CD-ROM drives or if you are
installing several systems and do not want to insert the discs into every local drive to
install the Solaris software, you can set up the systems to install from remote DVD or
CD images.

You can use all of the Solaris installation methods to install a system from the network.
However, by installing systems from the network with the Solaris Flash installation
feature or with a custom JumpStart installation, you can centralize and automate the
installation process in a large enterprise. For more details about the different
installation methods, refer to Chapter 3.

Installing the Solaris software from the network requires initial setup. For information
about preparing to install from the network, choose one of the following options.

m  For detailed instructions on preparing to install from a local area network, refer to
Chapter 15.
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m  For instructions on preparing to install over a wide area network, see Chapter 43.

m  For instructions about how to install x86-based clients over the network by using
PXE, see “x86: Booting and Installing Over the Network With PXE” on page 657.

Using DVD Media

When you are using DVD media and are asked to boot from the ok prompt, always
type the following command:

ok boot cdrom

Sun ONE Application Server
Postinstallation Configuration

If you are using the Sun™ ONE Application Server, you need to configure the server
after installing the Solaris operating environment. For information on configuring the
Application Server, see Sun ONE Application Server 7 Standard Edition Getting Started
Guide.

32

x86: Accessing the Solaris 9 Device
Configuration Assistant and PXE

The Solaris Device Configuration Assistant is a program that enables you to perform
various hardware configuration and booting tasks. You use the Device Configuration
Assistant to boot from either a DVD, a CD, a net installation image, or a copy of the
software on a diskette. You can access the Solaris Device Configuration Assistant in the
following ways:

® By booting from the Solaris DVD, Solaris Installation CD, or Solaris Software 1 of 2
CD. Your system’s BIOS must support booting from a DVD or CD.

® By booting from a net installation image of Solaris Software with Preboot
Execution Environment (PXE). PXE enables you to boot a system directly from the
network without using the boot diskette. The system must support PXE. Enable the
system to use PXE by using the system’s BIOS setup tool or the network adapter’s
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configuration setup Tool. For more information on configuring your system for
using PXE network boot, see “x86: Booting and Installing Over the Network With
PXE” on page 657.

By booting from a diskette. You can copy the Device Configuration Assistant
software to a diskette from the Solaris x86 Platform Edition DVD or Solaris Software
2 of 2 x86 Platform Edition CD by using the copy procedure in Appendix L.
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CHAPTER 3

Choosing a Solaris Installation Method
(Overview)

This chapter describes the different installation technologies. The Solaris operating
environment provides several methods for installation or upgrade. Each installation
technology offers different features that are designed for specific installation
requirements and environments. Choose the technology that is most appropriate for
your environment.

“Solaris Web Start Installation Program” on page 35

“Solaris suninstall Program” on page 36

“Custom JumpStart Installation Method” on page 36
“Solaris Flash Installation Feature” on page 37

“WAN Boot Installation Method” on page 38

“Solaris Live Upgrade Method” on page 38

“SPARC: Factory JumpStart Installation Method” on page 39

Solaris Web Start Installation Program

The Solaris Web Start installation program on the Solaris DVD or Solaris Installation
CD can be run with a graphical user interface (GUI) or with a command-line interface
(CLI). The Solaris Web Start program guides you step-by-step through installing or
upgrading the Solaris software and additional software. You can install with the
default option, or you can use the customize option to install only the software you
want.

If you are new to the Solaris operating environment or to UNIX®, the Solaris Web Start
program enables you to easily move forward and back during the installation to make
changes as necessary. Installation tasks are divided into panels that offer default values
for you to select.
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Because the Solaris Web Start program prompts you to enter information, you have to
interact with the installation program. Consequently, this installation method might
not be the most efficient method when you have to install or upgrade several systems.
For batch installations of a large number of systems, use custom JumpStart or the
Solaris Flash installation feature.

For detailed instructions, refer to Chapter 17.

Solaris suninstall Program

The Solaris suninstall program on the Solaris Software 1 of 2 CD is run with a
command-line interface (CLI). The Solaris suninstall program guides you
step-by-step through installing or upgrading to the Solaris 9 software. This installation
method is good if you have insufficient memory to run a GUI and are running
international locales.

The Solaris suninstall program only installs the Solaris operating environment
software. This program does not know of third—-party applications or
network-downloadable software. You must install third-party applications after you
have installed the Solaris operating environment. Also, you are prompted to enter
system configuration information during installation, so suninstall is not the most
efficient installation method for installing several systems. The Solaris Web Start
program enables you to install third-party applications. Or, for batch installations of a
large number of systems, use custom JumpStart or the Solaris Flash installation
feature.

For detailed instructions, refer to Chapter 18.
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Custom JumpStart Installation Method

The custom JumpStart installation method is a command-line interface that enables
you to automatically install or upgrade several systems, based on profiles that you
create. The profiles define specific software installation requirements. You can also
incorporate shell scripts to include preinstallation and postinstallation tasks. You
choose which profile and scripts to use for installation or upgrade. The custom
JumpStart installation method then installs or upgrades the system.

If you are familiar with the Solaris operating environment and have multiple systems
to install, the custom JumpStart installation method might be the most efficient way
for you to install your systems. If you plan to install only a few systems, this
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installation method is less efficient. The creation of a custom JumpStart environment
might be time consuming. If you are unfamiliar with the operating environment or
have only a few systems to install, use the Solaris Web Start installation program.

For detailed instructions, refer to Chapter 26.

Solaris Flash Installation Feature

The Solaris Flash installation feature allows you to install many systems, based on a
configuration that you install on a master system. After you install and configure the
master system, you create a Solaris Flash archive from the master system. You can
create as many Solaris Flash archives as you need. You choose which Solaris Flash
archive to install on each different system. This installation method enables you to
efficiently install many systems with the same software and configuration.

When you use any of the Solaris installation methods and you do not select to install a
Solaris Flash archive, the installation method installs each Solaris package
individually. The package-based installation method is time consuming because the
installation method must update the package map for each package. Solaris Flash
archives install on your system much faster than when you install each of the
individual Solaris packages.

Each of the Solaris installation methods enables you to replicate an initial installation
of a Solaris Flash archive. The Solaris Web Start installation method and the Solaris
suninstall program prompt you to select the Solaris Flash archive that you want to
install. If you are performing a custom JumpStart installation, you specify the Solaris
Flash archive that you want to install in the profile file. If you are performing a Solaris
Live Upgrade, you specify the Solaris Flash archive that you want to install on the
inactive boot environment.

If you want to update a previously installed clone system, you can install small
changes with a differential archive. The differential archive installs archives that
contain only the differences between two system images. You can install a differential
archive by using the custom JumpStart installation method or Solaris Live Upgrade.

If you have many different configurations that you want to install on your systems,
you need a Solaris Flash archive for each system. Solaris Flash archives are large files
and require a significant amount of disk space. If you have many different installation
configurations or if you want the flexibility to change your installation configuration,
you might consider using the custom JumpStart installation method. Alternatively,
you can accomplish system-specific customizations by using a JumpStart finish script
or an embedded Flash postdeployment script.

For an overview of Solaris Flash installation features, including installing an archive
with an initial installation or an update and using scripts, see Chapter 20.
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For detailed instructions on installing an archive with custom JumpStart, see “To
Prepare to Install a Solaris Flash Archive With a Custom JumpStart Installation”
on page 305.

WAN Boot Installation Method

The WAN boot installation method enables you to boot and install software over a
wide area network (WAN) by using the Hypertext Transfer Protocol (HTTP). You can
use WAN boot to install the Solaris operating environment on systems over the
Internet or other large public data networks whose network infrastructure might be
untrustworthy. You can use different security features to protect data confidentiality
and installation image integrity.

The WAN boot installation method enables you to transmit an encrypted Solaris Flash
archive over a public network and perform a custom JumpStart installation on a
remote client. To protect the integrity of the installation, you can use private keys to
authenticate and encrypt data. You can also transmit your installation data and files
over a secure HTTP connection by configuring your systems to use digital certificates.

For overview information and detailed instructions about the WAN boot installation
method, see Chapter 40.
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Solaris Live Upgrade Method

Upgrading with Solaris Live Upgrade enables a duplicate boot environment to be
upgraded while the active boot environment is still running, thus eliminating
downtime of the production environment. Solaris Live Upgrade can be run with a CUI
or CLI. You first create a duplicate boot environment. After a duplicate boot
environment is created, you can upgrade the boot environment. You can also install a
Solaris Flash archive or differential archive on the inactive boot environment. When
you are ready, you activate the inactive boot environment and at the next reboot, the
inactive boot environment is switched to become the active boot environment. If a
failure occurs, you can recover your original boot environment with a simple activate
and reboot.

For a detailed overview and instructions, refer to Chapter 32.
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SPARC: Factory JumpStart Installation
Method

The JumpStart installation method automatically installs the Solaris software on a new
SPARC system when you insert the Solaris DVD or Solaris Software 1 of 2 CD into the
drive and turn on the system. A default profile is selected that is based on the model
and disk size of the system. The profile determines which software components are
installed on the system. You are not prompted for system configuration information
and you cannot choose which software is installed.

A JumpStart boot image, which is required to use this installation method, is
preinstalled on all new SPARC based systems. If you have an older SPARC based
system, you can add the JumpStart installation method to the system by using the
re-preinstall(lM) command. You cannot use the JumpStart installation method
on x86 based systems.
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CHAPTER 4

Preparing for Solaris Installation or
Upgrade (Topics)

This section provides instructions for preparing to install or upgrade the Solaris

operating environment.

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Provides guidelines to help you plan the disk space that
you need to install or upgrade the Solaris operating
environment.

Provides a comprehensive list of the information about
your system that you need to obtain before you begin the
Solaris installation.

Provides instructions for using the sysidc£g file to
specify system information during the Solaris
installation.

Provides detailed requirements for upgrading the Solaris
operating environment.
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CHAPTER 5

System Requirements and Guidelines
(Planning)

This chapter describes system requirements to install or upgrade to the Solaris
operating environment. General guidelines for planning the disk space and default
swap space allocation are also provided. This chapter contains the following sections:

“Memory Requirements” on page 43

“Allocating Disk Space ” on page 44

“SPARC: How Swap Space Is Allocated” on page 46
“Requirements When Using the Solaris Installation CD” on page 46
“x86: Change in Default Boot-Disk Partition Layout” on page 48

Memory Requirements

To install or upgrade to the Solaris operating environment, the suggested memory size
is 128 Mbytes or greater.

Note — Some optional installation features are enabled only when sufficient memory is
present. For example, if you install from a DVD with insufficient memory, you install
through the Solaris Web Start installation program’s command-line interface, not
through the Web Start graphical user interface.
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Allocating Disk Space

Before you install the Solaris 9 software, you can determine if your system has enough
disk space by doing some high-level planning. If you plan your disk space needs
before you install, you can add more disks to your system, if you need them, before
you install the Solaris 9 software. If you are upgrading, review “Upgrading With Disk
Space Reallocation” on page 90.

General Disk Space Planning and
Recommendations

Planning disk space is different for everyone. Consider the following general points
when you are planning disk space.

m  Allocate additional disk space for each language you select to install, for example,
Chinese, Japanese, Korean.

m  If you intend to support printing or mail, allocate additional disk space in the /var
file system.

m  If you intend to use the crash dump feature savecore(1M), allocate double the
amount of your physical memory in the /var file system.

m  If a server provides home directory file systems for users on other systems, allocate
additional disk space on the server. By default, home directories are usually located
in the /export file system.

m  Allocate at least 512 Mbytes of swap space.

m  Allocate space for the Solaris software group you want to install. The
recommended disk space for the software groups is in Table 5-1. When you are
planning disk space, remember that you can add or remove individual software
packages from the software group that you select.

®m  Create a minimum number of file systems. By default, the Solaris installation

methods create only root (/) and /swap. When space is allocated for OS services,
the /export directory is also created. For each file system that you create, allocate
an additional 30 percent more disk space than you need to enable you to upgrade
to future Solaris versions. Each new Solaris release needs approximately 10 percent
more disk space than the previous release. By allocating an additional 30 percent of
disk space for each file system, you allow for several Solaris upgrades before you
need to reslice your system.

m  Allocate additional disk space for additional software or third-party software.

If you are using Solaris Live Upgrade, see “Solaris Live Upgrade Disk Space
Requirements” on page 384.
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Disk Space Recommendations for Software Groups

The Solaris software groups are collections of Solaris packages. Each software group
includes support for different functions and hardware drivers. You select the software
group to install, based on the functions that you want to perform on the system.

Core System Support Software Group — Contains the minimum code that is
required to boot and run a networked Solaris system.

End User Solaris Software Group — Contains the minimum code that is required to
boot and run a networked Solaris system and the Common Desktop Environment.

Developer Solaris Software Group — Contains the End User Software Group plus
additional support for software development. The additional software
development support includes libraries, include files, man pages, and
programming tools. Compilers are not included.

Entire Solaris Software Group — Contains the Developer Solaris Software Group
and additional software that is needed for servers.

Entire Solaris Software Group Plus OEM Support — Contains the Entire Solaris
Software Group plus additional hardware drivers, including drivers for hardware
that is not on the system at the time of installation.

When you are installing the Solaris software, you can choose to add or remove
packages from the Solaris software group that you selected. When you are selecting
which packages to add or remove, you need to know about software dependencies
and how the Solaris software is packaged.

The following table lists the Solaris software groups and the recommended amount of
disk space that you need to install each group.

Note — The following disk space recommendations include space for the following

items.

®m  Swap space

m  Patches

m  Additional software packages

You might find that the following software groups require less disk space than the
amount that is listed in the following table.

TABLE 5-1 Disk Space Recommendations for Software Groups

Software Group Recommended Disk Space

Entire Solaris Software Group Plus OEM Support 2.9 Gbytes

Entire Solaris Software Group 2.7 Gbytes
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TABLE 5-1 Disk Space Recommendations for Software Groups (Continued)

Software Group Recommended Disk Space
Developer Solaris Software Group 2.4 Gbytes
End User Solaris Software Group 2.0 Gbytes
Core System Support Software Group 2.0 Gbytes

SPARC: How Swap Space Is Allocated

By default, the Solaris installation programs allocate swap space by placing swap so
that it starts at the first available disk cylinder (typically cylinder 0 on SPARC
systems). This placement provides maximum space for the root (/) file system during
the default disk layout and enables the growth of the root (/) file system during an
upgrade. If you use the installation program’s automatic layout of disk slices and
avoid manually changing the size of the swap slice, the Solaris installation program
allocates a default swap area of 512 Mbytes.

If you think you might need to expand the swap area in the future, you can place the
swap slice so that it starts at another disk cylinder by using one of the following
methods.

®  For the Solaris Web Start and Solaris suninstall programs, you can customize
the disk layout in cylinder mode and manually assign the swap slice to the desired
location.

®  For the Solaris custom JumpStart installation program, you can assign the swap
slice in the profile file. For more information on the Solaris Custom JumpStart
profile file, see “Creating a Profile” on page 265.

For an overview of the swap space, see “Configuring Additional Swap Space (Tasks)”
in System Administration Guide: Basic Administration.

46

Requirements When Using the Solaris
Installation CD

When you are installing or upgrading by using the Solaris Installation CD, there are
special requirements for SPARC slices and x86 £disk partitions. When you are
installing from a DVD or a net installation image, these requirements are not
necessary.
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TABLE 5-2 Solaris Installation CD Requirements

Platform

Requirements

Slice requirements for
upgrading

x86 systems £disk partition
requirements

x86 system upgrade
limitations

When you use the Solaris Installation CD and the Solaris Web Start program to
upgrade, you must have a slice on the disk that does not store files. The swap slice
is preferred, but you can use any slice that is not located in any of the
“upgradable” root slices that are listed in /etc/vEstab. The size of this slice
must be at least 512 Mbytes.

When you use the Solaris Installation CD, the Solaris Web Start program requires

two £disk partitions on the system disk to perform an installation or upgrade.

m  Solaris £disk partition
This is the typical Solaris £disk partition. If you do not have a Solaris fdisk
partition on your system, the Solaris Web Start program prompts you to create
one.
Caution: If you change the size of an existing £disk partition, all data on that
partition is automatically deleted. Back up your data before you create a Solaris
fdisk partition.

®  x86 boot £disk partition
This is a 10-Mbyte £disk partition that enables the x86 architecture to boot the
miniroot that is placed on the newly created swap slice that is located on the
Solaris £disk partition.
Caution: Do not create the x86 boot partition manually.
The Solaris Web Start installation program creates the x86 boot partition by
removing 10 Mbytes from the Solaris £disk partition. By allowing the
installation program to create the x86 boot partition, you prevent any existing
fdisk partitions from being altered.

Note - If you install or upgrade a system that has a Service partition, the Solaris
Web Start installation program preserves the Service partition and creates the
Solaris and x86 boot £disk partitions. For more information on preserving a
Service partition, see “x86: Change in Default Boot-Disk Partition Layout”

on page 48.

When you use the Solaris Installation CD, you cannot use the Solaris Web Start
program to upgrade from the Solaris 2.6 or Solaris 7 operating environments. The
Solaris Installation CD requires a separate 10-Mbyte x86 boot partition that was
not required in the Solaris 2.6 or Solaris 7 releases. You must use the Solaris Web
Start program from a DVD or a net installation image, or use the Solaris
suninstall program or custom JumpStart to upgrade.
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TABLE 5-2 Solaris Installation CD Requirements (Continued)

Platform Requirements
x86 systems logical block Do not use the Solaris Installation CD unless your system can boot across the
addressing requirement 1024—cylinder limit. Logical block addressing (LBA) enables the machine to boot

beyond the 1024—cylinder limit and across Solaris disk slices. Use the Solaris
Installation CD when your system’s BIOS and SCSI driver for the default boot disk
supports LBA.

To determine if your system supports LBA, type:
# prtconf -pv | grep -i lba

If the BIOS and SCSI driver for the default boot disk support LBA, the following
message appears.

lba-access-ok:

If the SCSI driver for the default boot disk does not support LBA, the following
message appears.

no-bef-lba-access

If the BIOS and SCSI driver for the default boot disk do not support LBA, use the
Solaris DVD or a net installation image to install or upgrade.

x86: Change in Default Boot-Disk
Partition Layout

In the Solaris 9 (x86 Platform Edition) operating environment, the Solaris Web Start and
suninstall installation programs use a new default boot-disk partition layout to
accommodate the Service partition. If your system currently includes a Service
partition, the new default boot-disk partition layout enables you to preserve this
partition.

Note - If you install the Solaris 9 (x86 Platform Edition) operating environment on a
system that does not currently include a Service partition, the installation program
does not create a new Service partition by default. If you want to create a Service
partition on your system, see your hardware documentation.

The new default includes the following partitions.
m  First partition — Service partition (existing size on system)

m  Second partition — x86 boot partition (approximately 11 Mbytes)
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®  Third partition — Solaris operating environment partition (remaining space on the
boot disk)

If you want to use this default layout, select Default when the installation program
asks you to choose a boot-disk layout.
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CHAPTER 6

Gathering Information Before
Installation or Upgrade (Planning)

This chapter contains checklists and worksheets to help you gather all of the
information that you need to install or upgrade your system.

“Checklist for Installation” on page 51
“Worksheet for Installation” on page 52
“Checklist for Upgrading” on page 57
“Worksheet for Upgrading” on page 58

Checklist for Installation

Use the following checklist to prepare to install the Solaris operating environment.

If you intend to install the Solaris software on a system through a tip(1) line,
ensure that your window display is at least 80 columns wide and 24 rows long.

To determine the current dimensions of your tip window, use the stty
command. For more information, see the man page, stty(1).

If the system is part of a network, verify that an Ethernet connector or similar
network adapter is plugged into your system.

If you are installing with the Solaris Web Start program by using the Solaris
Installation CD, review “Requirements When Using the Solaris Installation CD”
on page 46.

Verify that you have enough disk space. For more information, refer to Chapter 5.

SPARC: When you are using DVD media and are asked to boot from the ok
prompt, always type the following command: boot cdrom.

Review the Solaris 9 4/04 Release Notes and vendor release notes to ensure that the
software you use is supported in the new Solaris release.

Review the Solaris 9 Sun Hardware Platform Guide to ensure that your hardware is
supported.
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m  Review the documentation that came with your system to ensure that your system
and devices are supported by the Solaris release.

Worksheet for Installation

Use the following worksheet to gather the information that you need to install the
Solaris operating environment. You do not need to gather all of the information that is
requested on the worksheet. You only need to collect the information that applies to
your system.

Note — Ignore the shaded rows if you are installing a standalone, non-networked
system.

TABLE 6-1 Installation Worksheet

Information for
Install Description or Example Answer
Network Is the system connected to a network? Yes/No
DHCP Can the system use Dynamic Host Configuration Yes/No
Protocol (DHCP) to configure its network interfaces?
Host Name Host name that you choose for the system.
IP Address If you are not using DHCP, supply the IP address for
the system.
Example: 129.200.9.1
Subnet If you are not using DHCP, is the system part of a Yes/No
subnet?
If yes, what is the netmask of the subnet?
Example: 255.255.0.0
1Pv6 Do you want to enable IPv6 on this machine? Yes/No
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TABLE 6-1 Installation Worksheet (Continued)

Information for
Install

Description or Example

Answer

Kerberos

Do you want to configure Kerberos security on this
machine?

If yes, gather this information:

Default Realm:
Administration Server:

First KDC:

(Optional) Additional KDCs:

Yes/No

Name Service

Which name service should this system use?

NIS+/NIS/DNS/LDAP/None

Domain Name

If the system uses a name service, supply the name of
the domain in which the system resides.

enter at least one IP address, but you can enter up to
three addresses.

Server’s IP Address(es):

You can enter a list of domains to search when a DNS
query is made.

Search Domain:
Search Domain:

Search Domain:

NIS+ and NIS | Do you want to specify a name server or let the Specify One/Find One
installation program find one?
If you want to specify a name server, provide the
following information.
Server’s host name:
Server’s IP Address:
DNS Provide IP addresses for the DNS server. You must
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TABLE 6-1 Installation Worksheet (Continued)

Information for
Install

Description or Example

Answer

LDAP

Provide the following information about your LDAP
profile.

Profile Name:
Profile Server:

If you specify a proxy credential level in your LDAP
profile, gather this information.

Proxy-bind distinguished name:

Proxy-bind password:

Default Route

Do you want to specify a default route IP address or
let the Solaris Web Start installation program or
Solaris suninstall program find one?

The default route provides a bridge that forwards
traffic between two physical networks. An IP address
is a unique number that identifies each host on a
network.

You have the following choices:

B You can specify the IP address. An
/etc/defaultrouter file is created with the
specified IP address. When the system is rebooted,
the specified IP address becomes the default route.

B You can let the software detect an IP address.

B The Solaris suninstall program detects an
IP address when the system is rebooted.

®  The Solaris Web Start installation program can
detect a default route. However, the system
must be on a subnet that has a router that
advertises itself by using the ICMP router
discovery protocol.

®  You can choose None if you do not have a router
or do not want the software to detect an IP
address at this time. The software automatically
tries to detect an IP address on reboot.

Host IP address:

Specify One/Detect One/None

Time Zone

How do you want to specify your default time zone?

Geographic region
Offset from GMT

Time zone file
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TABLE 6-1 Installation Worksheet

(Continued)

Information for

Management

(only available
on SPARC
systems that
support Power
Management)

Note - If your system has Energy Star version 3 or
later, you are not prompted for this information.

Install Description or Example Answer
Locales For which geographic regions do you want to install

support?
SPARC: Power | Do you want to use Power Management? Yes/No

Proxy Server
Configuration

(only available
in the Solaris

Do you have a direct connection to the Internet or do
you need to use a proxy server to gain access to the
Internet?

If you use a proxy server, provide the following

Direct Connection/Proxy Server

applications?

Web Start information.
rogram)
Prog Host:
Port:
Automatic Reboot automatically after software installation? | Yes/No
boot
rCeD(;c]):)\c])]lg) Eject CD/DVD automatically af.ter softv)fare Yes/No
L installation?
ejection
Software Which Solaris Software Group do you want to install? | Entire Plus OEM
Group X
Entire
Developer
End User
Core
Custom Do you want to add or remove software packages
Package from the Solaris Software Group that you install?
Selecti
lection Note - When you select which packages to add or
remove, you need to know about software
dependencies and how Solaris software is packaged.
SPARC: 64-bit | Do you want to install support for 64-bit Yes/No

Select Disks

On which disks do you want to install the Solaris
software?

Example: c0t0do0
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TABLE 6-1 Installation Worksheet

(Continued)

Information for
Install

Description or Example

Answer

x86: £disk
partitioning

Do you want to create, delete, or modify a Solaris
fdisk partition?

Each disk that is selected for file system layout must
have a Solaris £disk partition. Only one x86 Boot
partition is allowed per system.

If your system currently has a Service partition, the
Solaris Web Start and suninstall installation
programs preserve the Service partition by default. If
you do not want to preserve the Service partition, you
must customize the £disk partitions. For more
information on preserving a Service partition, see
“x86: Change in Default Boot-Disk Partition Layout”
on page 48.

Select Disks for £disk Partition Customization?

Customize £disk partitions?

Yes/No
Yes/No

Preserve Data

Do you want to preserve any data that exists on the
disks where you are installing the Solaris software?

Yes/No

Auto-layout
File Systems

Do you want the installation program to
automatically lay out file systems on your disks?

If yes, which file systems should be used for
auto-layout?

Example: /, /opt, /var

If no, you must provide file system configuration
information.

Yes/No

Mount Remote
File Systems

(only available
in the Solaris

Does this system need to access software on another
file system?

If yes, provide the following information about the
remote file system.

Yes/No

suninstall
program) Server:
IP Address:
Remote File System:
Local Mount Point:
56  Solaris 9 4/04 Installation Guide ® April 2004




Checklist for Upgrading

Use the following checklist to prepare to upgrade the Solaris operating environment.

m  If you intend to upgrade the Solaris software on a system through a tip(1) line,
ensure that your window display is at least 80 columns wide and 24 rows long.

To determine the current dimensions of your tip window, use the stty
command. For more information, see the man page, stty(1).

m  If the system is part of a network, verify that an Ethernet connector or similar
network adapter is connected to your system.

m  If you are using the Solaris Web Start program from the Solaris Installation CD,
verify that you have a 512-Mbyte slice on the disk. For detailed information,
including more requirements for x86 systems, refer to Table 5-2. You can ignore
these requirements if you are installing from a DVD or an installation image.

®  If you are using Solaris Live Upgrade, determine your resource requirements for
creating a new boot environment and upgrading it. For detailed information, refer
to Chapter 34.

m If you are using Solaris Live Upgrade with Solaris Volume Manager, turn root
mirroring off. For detailed information, refer to “Guidelines for Selecting Slices for
File Systems” on page 389.

m  Verify that you have enough disk space. For more information, refer to Chapter 5.

®m  SPARC: When you are using DVD media and are asked to boot from the ok
prompt, always type the following command: boot cdrom.

m  Review the Solaris 9 4/04 Release Notes and vendor release notes to ensure that the
software you use is still supported in the new release.

m  Review the Solaris 9 Sun Hardware Platform Guide to ensure that your hardware is
supported.

®  Review the documentation that came with your system to make sure your system
and devices are supported by the Solaris release.

m  Review vendor and third-party software documentation for additional upgrade
instructions.

m  Check for all of the available patches that you might need. The most recent patch
list is provided at http:/ /sunsolve.sun.com.

®  Check the system for the existence of Prestoserve software. If you begin the
upgrade process by shutting down the system with the init 0 command, you
might lose data. Refer to the Prestoserve documentation for shutdown instructions.

m  x86: If you are using the Linux operating system, the Solaris £disk partition and
the Linux swap partition use the same identifier, 0x82. To resolve the problem, you
can do one of the following.
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®  Choose not to use a Linux swap partition at all, provided that you have enough
memory.

®  Put the Linux swap partition on another drive.

®  Back up the Linux data you want to keep to storage media, install the Solaris
operating environment, and then reinstall Linux.

Caution - If you decide to install Linux after the Solaris operating environment,
when the Linux installation program asks if you want to format the Linux swap
partition (actually the Solaris £disk partition) as a swap file, reply no.

Worksheet for Upgrading

Use the following worksheet to gather the information that you need to upgrade the
Solaris operating environment. You do not need to gather all of the information that is
requested on the worksheet. You only need to collect the information that applies to
your system. If you are performing the upgrade over the network, the installation
program provides the information for you, based on the current system configuration.

You cannot change basic system identification, such as host name or IP address. The
installation program might prompt you for basic system identification, but you must
enter the original values. If you use the Solaris Web Start program to upgrade, the
upgrade fails if you attempt to change any of the values.

Note — Ignore the shaded rows if you are upgrading a standalone, nonnetworked
system.

TABLE 6-2 Upgrade Worksheet

Information for

Install Description or Example Answer

Network Is the system connected to a network? Yes/No

DHCP Can the system use Dynamic Host Configuration Yes/No
Protocol (DHCP) to configure its network interfaces?

Host Name Host name that you choose for the system.
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TABLE 6-2 Upgrade Worksheet (Continued)
Information for

Install Description or Example Answer
IP Address If you are not using DHCP, supply the IP address for
the system.

Example: 129.200.9.1

Subnet If you are not using DHCP, is the system part of a Yes/No
subnet?

If yes, what is the netmask of the subnet?

Example: 255.255.0.0

IPv6 Do you want to enable IPv6 on this machine? Yes/No
Kerberos Do you want to configure Kerberos security on this Yes/No
machine?

If yes, gather this information:
Default Realm:
Administration Server:
First KDC:
(Optional) Additional KDCs:

Name Service | Which name service should this system use? NIS+/NIS/DNS/LDAP/None

Domain Name |If the system uses a name service, supply the name of
the domain in which the system resides.

NIS+ and NIS | Do you want to specify a name server or let the Specify One/Find One
installation program find one?

If you want to specify a name server, provide the
following information.

Server’s host name:

Server’s IP Address:

DNS Provide IP addresses for the DNS server. You must
enter at least one IP address, but you can enter up to
three addresses.

Server’s IP Address(es):

You can enter a list of domains to search when a DNS
query is made.

Search Domain:
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TABLE 6-2 Upgrade Worksheet (Continued)

Information for
Install

Description or Example

Answer

LDAP

Provide the following information about your LDAP
profile.

Profile Name:
Profile Server:
IP Address:

If you specify a proxy credential level in your LDAP
profile, gather this information.

Proxy-bind distinguished name:

Proxy-bind password:

Default Route

Do you want to specify a default route IP address or
let the Solaris Web Start installation program or
Solaris suninstall program find one?

The default route provides a bridge that forwards
traffic between two physical networks. An IP address
is a unique number that identifies each host on a
network.

You have the following choices:

B You can specify the IP address. An
/etc/defaultrouter file is created with the
specified IP address. When the system is rebooted,
the specified IP address becomes the default route.

B You can let the software detect an IP address.

B The Solaris suninstall program detects an
IP address when the system is rebooted.

B The Solaris Web Start installation program can
detect a default route. However, the system
must be on a subnet that has a router that
advertises itself by using the ICMP router
discovery protocol.

B You can choose None if you do not have a router
or do not want the software to detect an IP
address at this time. The software automatically
tries to detect an IP address on reboot.

Host IP address:

Specify One/Find One/None

Time Zone

How do you want to specify your default time zone?

Geographic region
Offset from GMT

Time zone file
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TABLE 6-2 Upgrade Worksheet

(Continued)

Information for

Management

(only available
on SPARC
systems that
support Power
Management)

Note - If your system has Energy Star version 3 or
later, you are not prompted for this information.

Install Description or Example Answer
Locales For which geographic regions do you want to install

support?
SPARC: Power | Do you want to use Power Management? Yes/No

Proxy Server
Configuration

(only available
in the Solaris

Do you have a direct connection to the Internet or do
you need to use a proxy server to gain access to the
Internet?

If you use a proxy server, provide the following

Direct Connection/Proxy Server

applications?

Web Start information.
rogram)
e Host:
Port:
Automatic Reboot automatically after software installation? | Yes/No
reboot or . .
CD/DVD Eject CD/DVD automatically af.ter softv)fare Yes/No
L installation?
ejection
Disk Space Do you want the installation program to Yes/No
Reallocation automatically re-lay out file systems on your disks?
If yes, which file systems should be used for
auto-layout?
Example: /, /opt, /var
If no, you must provide information for file system
configuration.
SPARC: 64-bit | Do you want to install support for 64-bit Yes/No
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CHAPTER 7

Preconfiguring System Configuration
Information (Tasks)

This chapter describes how to preconfigure system information. Preconfiguration can
help you to avoid being prompted for this information when you install the Solaris
operating environment. This chapter also describes how to preconfigure Power
Management™ information. This chapter contains the following sections:

“Advantages of Preconfiguring System Configuration Information” on page 63
“Ways to Preconfigure System Configuration Information” on page 64
“Preconfiguring With the sysidcfg File” on page 65

“Preconfiguring With the Name Service” on page 72

“Preconfiguring System Configuration Information With the DHCP Service
(Tasks)” on page 75

m  “SPARC: Preconfiguring Power Management Information” on page 85

Advantages of Preconfiguring System
Configuration Information

The installation methods require configuration information about a system, such as
peripheral devices, host name, Internet Protocol (IP) address, and name service. Before
the installation tools prompt you for configuration information, they check for the
information in the sysidcfg file and then in the name service databases.

When the Solaris Web Start program, Solaris suninstall program, or the custom
JumpStart installation program detects preconfigured system information, the
installation program does not prompt you to enter the information. For example, you
have several systems and you do not want a time zone prompt every time you install
the Solaris 9 software on one of the systems. You can specify the time zone in the
sysidcfg file or the name service databases. When you install the Solaris 9 software,
the installation program does not prompt you to type a time zone.
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Ways to Preconfigure System
Configuration Information

You can choose one of the following ways to preconfigure system configuration
information. You can add the system configuration information to either of the
following.

®m A sysidcfg file on a remote system or diskette
®  The name service database available at your site

If your site uses DHCP, you can also preconfigure some system information in the site
DHCP server. For more information about how to use a DHCP server to preconfigure
system information, see “Preconfiguring System Configuration Information With the
DHCP Service (Tasks)” on page 75.

Use the following table to determine whether to use a sysidc£g file or a name
service database to preconfigure system configuration information.

TABLE 7-1 Methods to Preconfigure System Configuration Information

Preconfigurable System Information

Preconfigurable With the sysidcfg
File?

Preconfigurable With the Name
Service?

Name service Yes Yes
Domain name Yes No
Name server Yes No
Network interface Yes No
Host name Yes Yes
Because this information is
system specific, edit the name
service rather than create a
different sysidc£g file for
each system.
Internet Protocol (IP) address Yes Yes
Because this information is
system specific, edit the name
service rather than create a
different sysidc£g file for
each system.
Netmask Yes No
DHCP Yes No
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TABLE 7-1 Methods to Preconfigure System Configuration Information (Continued)
Preconfigurable With the sysidcfg Preconfigurable With the Name

Preconfigurable System Information File? Service?
IPv6 Yes No
Default route Yes No
Root password Yes No
Security policy Yes No
Language (locale) in which to display the Yes Yes, if NIS or NIS+
i 11
install program and desktop No, if DNS or LDAP
Terminal type Yes No
Time zone Yes Yes
Date and time Yes Yes
Web proxy No No

You can configure this

information during a Solaris

Web Start installation, but not

through the sysidcfg file or

the name service.
x86: Monitor type Yes No
x86: Keyboard language, keyboard layout Yes No
x86: Graphics card, color depth, display Yes No
resolution, screen size
x86: Pointing device, number of buttons, IRQ  Yes No
level
SPARC: Power Management (autoshutdown)  No No

You cannot preconfigure Power Management
through the sysidc£g file or the name
service. “SPARC: Preconfiguring Power
Management Information” on page 85 contains
details.

Preconfiguring With the sysidcfg File

You can specify a set of keywords in the sysidcfg file to preconfigure a system. The
keywords are described in Table 7-2.
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You must create a unique sysidcfg file for every system that requires different
configuration information. You can use the same sysidc£g file to preconfigure the
time zone on a set of systems if you want all the systems to be assigned the same time
zone. However, if you want to preconfigure a different root (superuser) password for
each of those systems, you need to create a unique sysidcfg file for each system.

You can place the sysidcfg file in one of the following.

m  NFS file system — If you put the sysidc£g file in a shared NFS file system, you
must use the -p option of the add_install_client(1M)command when you
set up the system to install from the network. The -p option specifies where the
system can find the sysidc£fg file when you install the Solaris 9 software.

m  UFS or PCFS diskette — Place the sysidc£g file in the root (/) directory on the
diskette.

m  HTTP or HTTPS server — If you want to perform a WAN boot installation, place the
sysidcfg file in the document root directory of the web server.

Note — If you are performing a custom JumpStart installation and you want to use a
sysidcfg file on a diskette, you must place the sysidcfg file on the profile diskette.
To create a profile diskette, see “Creating a Profile Diskette for Standalone Systems”
on page 257,

You can place only one sysidcfg file in a directory or on a diskette. If you are
creating more than one sysidctg file, you must place each file in a different directory
or on a different diskette.

Syntax Rules for the sysidcfg File

You can use two types of keywords in the sysidc£fg file: independent and
dependent. Dependent keywords are guaranteed to be unique only within
independent keywords. A dependent keyword exists only when it is identified with its
associated independent keyword.

In this example, name service is the independent keyword, while domain name
and name server are the dependent keywords:

name_service=NIS {domain_name:marquee.central.sun.com
name_server=connor (129.152.112.3) }
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Syntax Rule

Example

Independent keywords can be listed in any order.

Keywords are not

case sensitive.

Enclose all dependent keywords in curly braces ({}) to
tie them to their associated independent keyword.

You can optionally enclosed values in single (*) or

double quotes (“).

Only one instance

of a keyword is valid. However, if

you specify the keyword more than once, only the first
instance of the keyword is used.

pointer=MS-S
display=ati {size=15-inch}

TIMEZONE=US/Central
terminal=PC Console

name_service=NIS
{domain name=marquee.central.sun.com
name server=connor (129.152.112.3)}

network interface='none’

network_interface=none
network interface=1e0

sysidcfg File Keywords

The following table describes the keywords you can use in the sysidcfg file.

TABLE 7-2 Keywords You Can Use in sysidcfg

Configuration
Information

Keywords

Values or Examples

Name service,
domain name,
name server

name_service=NIS, NIS+, DNS,
LDAP, NONE

Options for NIS and NIS+:
{domain_name=domain_name
name_server=hostname(ip_address)}

name_service=NIS
{domain_name=west.arp.com
name_server=timber(129.221.2.1)}

name_service=NIS+
{domain_name=west.arp.com.
name_server=timber(129.221.2.1)}
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TABLE 7-2 Keywords You Can Use in sysidcfg

(Continued)

Configuration
Information Keywords

Values or Examples

Options for DNS:

{domain_name=domain_name
name_server=ip_address,ip_address,

ip_address (three maximum)
search=domain_name,
domain_name,domain_name,

domain_name,domain_name, domain_name
(six maximum, total length less than or

equal to 250 characters)}

Options for LDAP:

{domain name=domain_name

profile=profile_name

profile_ servers=ip_address

proxy_dn="proxy_bind_dn"

proxy password=password}

Network interface, network interface=NONE,

host name, PRIMARY, or value
Internet Protocol

(IP) address,

netmask, DHCP,

IPv6

If DHCP is to be used, specify: {dhcp

protocol ipvé=yes_or_no}

name_service=DNS

{domain name=west.arp.com
name_server=10.0.1.10,10.0.1.20
search=arp.com, east.arp.com}

Note — Choose only one value for
name_service. Include either, both, or neither
the domain name and name_server keywords,
as needed. If neither keyword is used, omit the
curly braces {}.

name_service=LDAP

{domain name=west.arp.com
profile=default
profile_server=129.221.2.1

proxy dn="cn=proxyagent,ou=profile,
dc=west,dc=arp,dc=com"
proxy_password:password}

Note - The proxy dn and proxy password
keywords are optional. The proxy_dn value
must be enclosed in double quotes.

®  NONE turns off networking.

®  PRIMARY is the first up, nonloopback
interface that is found on the system. The
order is the same as with “ifconfig.” If no
interfaces are up, then the first nonloopback
interface is used. If no nonloopback interfaces
are found, then the system is set to
NON-NETWORKED.

B oalue specifies an interface such as le0 or
hme0.

network interface=primary {dhcp
protocol ipvé=yes}
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TABLE 7-2 Keywords You Can Use in sysidcfg

(Continued)

Configuration
Information

Keywords

Values or Examples

Root password

Security policy

Language in which
to display the
install program
and desktop

Terminal type

If DHCP is not to be used, specify:
{hostname=host_name
default_route=ip_address or NONE
ip_address=ip_address
netmask=netmask
protocol_ipvé=yes_or_no}

Note — If you do not use DHCP, you are
not required to specify

protocol ipvé=yes and
default_route. But, take note of the
following issues.

® A JumpStart installation requires

protocol_ ipvé to be specified now

or you are prompted interactively
later.
®  [f default_route is not specified

and one cannot be detected using the

ICMP router discovery protocol, you
are prompted to choose a route.

If you use the sysidcfg file in a WAN
boot installation, you must set
protocol_ipvé=no.

root_password=root_password
security policy=kerberos, NONE

Options for Kerberos:
{default_realm=FQDN

admin_ server=FQDN kdc=FQDN1,
FQDN2, FQDN3}

(FQDN is a fully qualified domain name.)

system_locale=locale

terminal=terminal_type

network interface=le0 {hostname=feron
default route=129.146.88.1

ip _address=129.146.88.210
netmask=255.255.0.0 protocol ipvé=no}

Note — Choose only one value for
network_interface. Include any combination
or none of the hostname, ip_address, and
netmask keywords, as needed. If you do not use
any of these keywords, omit the curly braces ({}).

Encrypted from /etc/shadow.

security policy=kerberos

{default realm=Yoursite.COM
admin_server=krbadmin.Yoursite.COM
kdc=kdcl.Yoursite.COM,
kdc2.Yoursite.COM}

Note — You can list a maximum of three key
distribution centers (KDCs), but at least one is
required.

The /usr/1ib/locale directory or Appendix D
provides the valid locale values.

The subdirectories in the
/usr/share/lib/terminfo directory provide
the valid terminal values.
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TABLE 7-2 Keywords You Can Use in sysidcfg (Continued)

Configuration
Information

Keywords Values or Examples

Time zone

Date and time

x86: Monitor type

x86: Keyboard
language,
keyboard layout

x86: Graphics card,
screen size, color
depth, display
resolution

x86: Pointing
device, number of
buttons, IRQ level

timezone=timezone The directories and files in the
/usr/share/lib/zoneinfo directory provide
the valid time zone values. The time zone value is
the name of the path relative to the
/usr/share/lib/zoneinfo directory. For
example, the time zone value for mountain
standard time in the United States is
US/Mountain. The time zone value for Japan is
Japan. You can also specify any valid Olson time

zone.
timeserver=localhost, hostname, If you specify localhost as the time server, the
ip_addr system’s time is assumed to be correct. If you are

not running a name service and you specify the
hostname or ip_addr of a system, that system'’s
time is used to set the time.

monitor=monitor_type On the system you want to install, run
kdmconfig -d filename. Append output to
sysidcfg file.

keyboard=keyboard_language On the system you want to install, run

{layout=uvalue} kdmconfig -d filename. Append output to
sysidcfg file.

display=graphics_card On the system you want to install, run

{size=screen_size depth=color_depth kdmconfig -d filename. Append output to

resolution=screen_resolution} sysidcfg file.

pointer=pointing_device On the system you want to install, run

{nbut tons=number_buttons irg=value} kdmconfig -4 filename. Append output to
sysidcfg file.

v To Create a sysidcfg Configuration File

1.

2.

Create a file called sysidcfg in a text editor.
Type the sysidcfg keywords you want.

Save the sysidcfg file.

Note — If you create more than one sysidc£g file, you must save each file in a
separate directory or on a separate diskette.
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4. Make the sysidcf£g file available to clients through the following;:

m A shared NFS file system. Use add_install_client(1M) with the -p option
to set up the system to install from the network.

®  The root (/) directory on a UFS diskette or PCFS diskette.

SPARC: Example sysidcfg File

The following is an example of a sysidc£fg file for a group of SPARC based systems.
The host names, IP addresses, and netmask of these systems have been preconfigured
by editing the name service. Because all of the system configuration information is
preconfigured in this file, you can use a custom JumpStart profile to perform a custom
JumpStart installation.

system locale=en US
timezone=US/Central
terminal=sun-cmd
timeserver=localhost
name_service=NIS {domain name=marquee.central.sun.com
name server=connor (129.152.112.3)}
root_password=m4QPOWNY
network interface=1le0 {hostname=feron
default_route=129.146.88.1
ip address=129.146.88.210
netmask=255.255.0.0
protocol ipvé=no}
security policy=kerberos {default realm=Yoursite.COM
admin_server=krbadmin.Yoursite.COM
kdc=kdcl.Yoursite.COM,
kdc2.Yoursite.COM}

x86: Example sysidcfg File

The following sample sysidcfg file is for a group of x86 based systems that all use
the same type of keyboard, graphics cards, and pointing devices. The device
information (keyboard, display, and pointer) was obtained by running the
kdmconfig(1M) command with the -d option. If the following example sysidcfg
file is used, a prompt that asks you to select a language (system locale) is
displayed before installation can proceed.

keyboard=ATKBD {layout=US-English}

display=ati {size=15-inch}

pointer=MS-S

timezone=US/Central

timeserver=connor

terminal=ibm-pc

name_service=NIS {domaininame:marquee.central.sun.com
name server=connor (129.152.112.3)}

root_password=URFUni9
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Preconfiguring With the Name Service

The following table provides a high-level overview of the name service databases that
you need to edit and populate to preconfigure system information.

System Information to Preconfigure Name Service Database

Host name and Internet Protocol hosts

(IP) address

Date and time hosts. Specify the timehost alias next to the host name
of the system that will provide the date and time for the
systems that are being installed.

Time zone timezone

Netmask netmasks

You cannot preconfigure the locale for a system with the DNS or LDAP name service.
If you use the NIS or NIS+ name service, follow the procedure for your name service
to preconfigure the locale for a system:

m  “To Preconfigure the Locale Using NIS” on page 72
m  “To Preconfigure the Locale Using NIS+” on page 74

v To Preconfigure the Locale Using NIS
1. Become superuser on the name server.
2. Change /var/yp/Makefile to add the locale map.

a. Insert this shell procedure after the last variable . time shell procedure.

locale.time: $(DIR)/locale
-@if [ -f $(DIR)/locale ]; then \
sed -e "/*#/d" -e s/#.*$3// $(DIR)/locale \
| awk ’{for (i = 2; i<=NF; i++) print $$i, $%0}’ \
| $(MAKEDBM) - $(YPDBDIR)/$(DOM)/locale.byname; \
touch locale.time; \
echo "updated locale"; \
if [ ! $(NOPUSH) ]; then \
$ (YPPUSH) locale.byname; \
echo "pushed locale"; \
else \
0\
fi \
else \
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echo "couldn’t find $(DIR)/locale"; \
fi

b. Find the string all: and, at the end of the list of variables, insert the word
locale.

all: passwd group hosts ethers networks rpc services protocols \
netgroup bootparams aliases publickey netid netmasks c2secure \
timezone auto.master auto.home locale

c. Near the end of the file, after the last entry of its type, insert the string
locale: locale.time on a new line.

passwd: passwd.time

group: group.time

hosts: hosts.time

ethers: ethers.time

networks: networks.time

rpc: rpc.time

services: services.time
protocols: protocols.time
netgroup: netgroup.time
bootparams: bootparams.time
aliases: aliases.time

publickey: publickey.time

netid: netid.time

passwd.adjunct: passwd.adjunct.time
group.adjunct: group.adjunct.time
netmasks: netmasks.time

timezone: timezone.time
auto.master: auto.master.time
auto.home: auto.home.time

locale: locale.time

d. Save the file.

Create the file /etc/locale and make one entry for each domain or specific
system:

locale domain_name

Or

locale system_name

Note — Appendix D contains a list of valid locales.

For example, the following entry specifies that French is the default language that

is used in the worknet . com domain:

fr worknet.com
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And the following entry specifies that Belgian French is the default locale that is
used by a system named charlie:

fr BE charlie

Note — Locales are available on the Solaris DVD or Solaris Software 1 of 2 CD.

4. Make the maps:

# cd /var/yp; make

Systems that are specified by domain or individually in the 1ocale map are now
set up to use the default locale. The default locale that you specified is used during
installation and by the desktop after the system is rebooted.

v To Preconfigure the Locale Using NIS+

The following procedure assumes the NIS+ domain is set up. Setting up the NIS+
domain is documented in the System Administration Guide: Naming and Directory
Services (DNS, NIS, and LDAP).

1. Log in to a name server as superuser or as a user in the NIS+ administration
group.
2. Create the locale table:

# nistbladm -D access=og=rmcd,nw=r -c locale tbl name=SI,nogw=
locale=,nogw= comment=,nogw= locale.org dir.‘'nisdefaults -d‘

3. Add needed entries to the locale.

# nistbladm -a name=name locale=locale comment=comment
locale.org dir.‘nisdefaults -d‘

name Either the domain name or a specific system name for which you want
to preconfigure a default locale.

locale The locale you want to install on the system and use on the desktop
after the system is rebooted. Appendix D contains a list of valid
locales.

comment ~ The comment field. Use double quotation marks to begin and end
comments that are longer than one word.

Note — Locales are available on the Solaris DVD or Solaris Software 1 of 2 CD.
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Systems that are specified by domain or individually in the 1ocale table are now
set up to use the default locale. The default locale you specified is used during
installation and by the desktop after the system is rebooted.

Preconfiguring System Configuration
Information With the DHCP Service
(Tasks)

The Dynamic Host Configuration Protocol (DHCP) enables host systems in a TCP/IP
network to be configured automatically for the network as they boot. DHCP uses a
client and server mechanism. Servers store and manage configuration information for
clients, and provide that information on a client’s request. The information includes
the client’s IP address and information about network services available to the client.

A primary benefit of DHCP is its ability to manage IP address assignments through
leasing. Leasing allows IP addresses to be reclaimed when not in use and reassigned
to other clients. This ability enables a site to use a smaller pool of IP address than
would be needed if all clients were assigned a permanent address.

You can use DHCP to install the Solaris operating environment on certain client
systems on your network. Only Sun Enterprise Ultra systems and x86 systems that
meet the hardware requirements for running the Solaris operating environment can
use this feature.

The following task map shows the high-level tasks that must be performed to enable
clients to obtain installation parameters by using DHCP.

TABLE 7-3 Task Map: Preconfiguring System Configuration Information With the DHCP
Service

Task Description Instructions

Set up an install server. Set up a Solaris server to Chapter 13
support clients that must
install the Solaris operating
environment from the
network.
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TABLE 7-3 Task Map: Preconfiguring System Configuration Information With the DHCP

Service (Continued)

Task

Description

Instructions

Set up client systems for
Solaris installation over the
network by using DHCP.

Use add_install_client
-d to add DHCP network
installation support for a class
of client (of a certain machine
type, for example) or a
particular client ID.

Using Solaris DVD:

“Adding Systems to Be
Installed From the Network
With a DVD Image”

on page 125

Using Solaris CD:

“Adding Systems to Be
Installed From the Network
With a CD Image”

on page 155

add_install client(1M)

Prepare your network to use
the DHCP service.

Decide how you want to
configure your DHCP server.

“Planning for DHCP Service
(Task)” in System
Administration Guide: IP
Services

Configure the DHCP server.

Use DHCP Manager to
configure your DHCP server

“Configuring DHCP Service
(Task)” in System
Administration Guide: IP
Services

Create DHCP options for
installation parameters and
macros that include the
options.

Use DHCP Manager or
dhtadm to create new Vendor
options and macros that the
DHCP server can use to pass
installation information to the
clients.

“Creating DHCP Options and
Macros for Solaris Installation
Parameters” on page 76

Creating DHCP Options and Macros for Solaris
Installation Parameters

When you add clients with the add_install_client -d script on the install server,
the script reports DHCP configuration information to standard output. This

information can be used when you create the options and macros that are needed to
pass network installation information to clients.

To install DHCP clients from the network, you must create Vendor category options to
pass information that is needed to install the Solaris operating environment. Table 7—4
shows the options you must create and the properties that are needed to create them.

You can customize the macros in your DHCP service to perform the following types of
installations.

76  Solaris 9 4/04 Installation Guide ® April 2004



m  Class-specific installations - You can instruct the DHCP service to perform a
network installation for all clients of a specific class. For example, you can define a
DHCP macro that performs the same installation on all Sun Blade systems on the
network. Use the output of the add_install client -d command to set up a
class-specific installation.

m  Client-specific installations - You can instruct the DHCP service to perform a
network installation for a client with a specific ethernet address. For example, you
can define a DHCP macro that performs a specific installation on the client with the
ethernet address 00:07:€9:04:4a:bf. Use the output of the add_install client
-d -e ethernet_address command to set up a client-specific installation.

For more information on setting up clients to install from the network, see the
following procedures.

m  For network installations that use DVD media, see “Adding Systems to Be Installed
From the Network With a DVD Image” on page 125.

m  For network installations that use CD media, see “Adding Systems to Be Installed
From the Network With a CD Image” on page 155.

The vendor client classes that are listed in the following table determine what classes
of client can use the option. Vendor client classes that are listed here are examples
only. You should specify client classes that indicate the actual clients in your network
that you need to install from the network. See “Working With DHCP Options (Task
Map)” in System Administration Guide: IP Services for information about how to
determine a client’s vendor client class.

For detailed information on DHCP options, see “DHCP Option Information” in System
Administration Guide: IP Services.

TABLE 7-4 Values for Creating Vendor Category Options for Solaris Clients

Name Code Data Type Granularity Maximum Vendor Client Classes * Description

The following Vendor category options are required to enable a DHCP server to support Solaris installation clients. The
options are used in the Solaris client’s startup scripts.

SrootIP4 2 IP address 1 1 SUNW. Sun-Blade- IP address of root server
1000,
SUNW.Sun-Fire-880,
SUNW.i86pc

SrootNM 3 ASCII text 1 0 SUNW.Sun-Blade- Host name of root server
1000,
SUNW.Sun-Fire-880,
SUNW.i86pc

SrootPTH 4 ASCII text 1 0 SUNW. Sun-Blade- Path to the client’s root
1000, directory on the root
SUNW.Sun-Fire-880, server
SUNW. i86pc
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TABLE 7-4 Values for Creating Vendor Category Options for Solaris Clients (Continued)

Name Code Data Type Granularity Maximum Vendor Client Classes * Description

SinstIP4 10 IP address 1 1 SUNW. Sun-Blade- IP address of JumpStart
1000, install server
SUNW.Sun-Fire-880,
SUNW. 186pc

SinstNM 11 ASCIT text 1 0 SUNW. Sun-Blade- Host name of install
1000, server
SUNW.Sun-Fire-880,
SUNW. 186pc

SinstPTH 12 ASCII text 1 0 SUNW. Sun-Blade- Path to installation

1000,
SUNW.Sun-Fire-880,
SUNW. i86pc

image on install server

The following options can be used by the client startup scripts, but are not required by the scripts.

SrootOpt

SbootFIL

SbootRS

SsysidCF

SjumpsCF

1

13

14

ASCII text

ASCII text

NUMBER

ASCII text

ASCII text

1

0

SUNW.Sun-Blade-
1000,
SUNW.Sun-Fire-880,
SUNW. 186pc

SUNW.Sun-Blade-
1000,
SUNW.Sun-Fire-880,
SUNW.186pc

SUNW.Sun-Blade-
1000,
SUNW.Sun-Fire-880,
SUNW. i86pc

SUNW.Sun-Blade-
1000,
SUNW.Sun-Fire-880,
SUNW. i86pc

SUNW.Sun-Blade-
1000,
SUNW.Sun-Fire-880,
SUNW. 186pc

NFS mount options for
the client’s root file
system

Path to the client’s boot
file

NFS read size used by
standalone boot
program when loading
the kernel

Path to sysidcfgfile,
in the format server:/path

Path to JumpStart
configuration file in the
format server:/path
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TABLE 7-4 Values for Creating Vendor Category Options for Solaris Clients (Continued)

Name Code Data Type Granularity Maximum Vendor Client Classes * Description

SbootURI 16 ASCII text 1 0 SUNW. Sun-Blade- Path to the standalone
1000, boot file or path to the
SUNW.Sun-Fire-880, WAN boot file. For the
SUNW. 186pc standalone boot file, use

the following format.
tftp://inetboot.sun4u

For the WAN boot file,
the format is

http: //host.domain/path-to-file

This option can be used
to override BootFile
and siaddr settings in
order to retrieve a
standalone boot file.
Supported protocols:
tftp (inetboot), http
(wanboot). For example,
use the following
format.
tftp://inetboot.sun4u

SHTTPproxy 17 ASCIT text 1 0 SUNW. Sun-Blade- IP address and port
1000, number of the proxy
SUNW.Sun-Fire-880, server thatis used on
SUNW. i86pc your network. This

option is needed only
when a client is booting
across a WAN, and the
local network uses a
proxy server. For
example, use the
following format:
198.162.10.5:8080

The following options are not currently used by the Solaris client startup scripts. You can use them only if you edit the
startup scripts.

SswapIP4 5 IP address 1 0 SUNW.Sun-Blade- IP address of swap
1000, server
SUNW.Sun-Fire-880,
SUNW. i86pc

SswapPTH 6 ASCII text 1 0 SUNW.Sun-Blade- Path to the client’s swap
1000, file on the swap server
SUNW.Sun-Fire-880,
SUNW.i86pc
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TABLE 7-4 Values for Creating Vendor Category Options for Solaris Clients (Continued)

Name Code Data Type Granularity Maximum Vendor Client Classes * Description

Stz

8 ASCII text 1

Sterm 15 ASCII text 1

0 SUNW. Sun-Blade- Time zone for client
1000,
SUNW.Sun-Fire-880,
SUNW. 186pc

0 SUNW. Sun-Blade- Terminal type
1000,
SUNW.Sun-Fire-880,
SUNW. i86pc
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When you have created the options, you can create macros that include those options.
The following table lists sample macros you can create to support Solaris installation

for clients.

TABLE 7-5 Sample Macros to Support Network Installation Clients

Macro Name

Contains These Options and Macros

Solaris
sparc
sundu
ig8épc
SUNW. 186pc

SUNW.Sun-Blade-
1000

SUNW.Sun-Fire-880

XX2.2XX.XxX.xxx network
address macros

SrootIP4, SrootNM, SinstIP4, SinstNM
SrootPTH, SinstPTH

Solaris and sparc macros
Solaris macro, SrootPTH, SinstPTH, SbootFIL
i86pc macro

sun4u macro, SbootFIL

sun4u macro, SbootFIL

BootSrvA option could be added to existing network address
macros. The value of BootSrvA should indicate the t ftboot
server.

The macro names that are listed in the previous table match the Vendor client classes
of the clients that must install from the network. These names are examples of clients
you might have on your network. See “Working With DHCP Options (Task Map)” in
System Administration Guide: IP Services for information about determining a client’s

vendor client class.

You can create these options and macros by using the following methods.

m  Write a script that creates the options and macros by using the dhtadm command.
See “Writing a Script That Uses dhtadm to Create Options and Macros”
on page 81 for information bout how to write scripts that create these options and

macros.
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m  Create the options and macros in DHCP Manager. See “Using DHCP Manager to
Create Install Options and Macros” on page 83 for instructions about how to
create options and macros in DHCP Manager.

Writing a Script That Uses dhtadm to Create Options and
Macros

You can create a Korn shell script by adapting the example in Example 7-1 to create all
the options listed in Table 74 and some useful macros. Be sure to change all IP
addresses and values contained in quotes to the correct IP addresses, server names,
and paths for your network. You should also edit the Vendor= key to indicate the

# Load the Solaris vendor specific options. We’ll start out supporting
# the Sun-Blade-1000,
# the current values,

dhtadm -A -s

class of clients you have. Use the information that add_install client -d reports
to obtain the data that you need to adapt the script.

EXAMPLE 7-1 Sample Script to Support Network Installation

SrootOpt -d \

Sun-Fire-880,
rather than add them.

and 186 platforms.

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,1,ASCII,1,0’
dhtadm -A -s SrootIP4 -4 \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,2,IP,1,1’
dhtadm -A -s SrootNM -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,3,ASCII,1,0’
dhtadm -A -s SrootPTH -4 \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,4,ASCII,1,0’
dhtadm -A -s SswapIP4 -4 \

'Vendor=SUNW. Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,5,IP,1,0’
dhtadm -A -s SswapPTH -d \

'Vendor=SUNW. Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,6,ASCII, 1,0’
dhtadm -A -s SbootFIL -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,7,ASCII,1,0’
dhtadm -A -s Stz -4 \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,8,ASCII,1,0’
dhtadm -A -s SbootRS -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,9,NUMBER, 2,1’
dhtadm -A -s SinstIP4 -4 \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,10,IP,1,1’
dhtadm -A -s SinstNM -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,11,ASCII,1,0’
dhtadm -A -s SinstPTH -d \

'Vendor=SUNW. Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,12,ASCII, 1,0’
dhtadm -A -s SsysidCF -d \

'Vendor=SUNW. Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,13,ASCII,1,0’
dhtadm -A -s SjumpsCF -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,14,ASCII,1,0’
dhtadm -A -s Sterm -d \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,15,ASCII,1,0’
dhtadm -A -s SbootURI -4 \

'Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,16,ASCII,1,0’
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EXAMPLE 7-1 Sample Script to Support Network Installation (Continued)

dhtadm -A -s SHTTPproxy -d \

’Vendor=SUNW.Sun-Blade-1000 SUNW.Sun-Fire-880 SUNW.i86pc,17,ASCII,1,0’

# Load some useful Macro definitions.

# Define all Solaris-generic options under this macro named Solaris.

dhtadm -A -m Solaris -d \
’:SrootIP4=10.21.0.2:SrootNM="blue2":SinstIP4=10.21.0.2:SinstNM="red5":"’

# Define all sparc-platform specific options under this macro named sparc.

dhtadm -A -m sparc -d \

! :SrootPTH="/export/sparc/root":SinstPTH="/export/sparc/install":’

# Define all sun4u architecture-specific options under this macro named sun4u.

# (Includes Solaris and sparc macros.)

dhtadm -A -m sun4u -d ':Include=Solaris:Include=sparc:’

# Solaris on IA32-platform-specific parameters are under this macro named i8épc.
dhtadm -A -m i86pc -d \

’ :Include=Solaris:SrootPTH="/export/i86pc/root" :SinstPTH="/export/i86pc/install"\
:SbootFIL="/platform/i86pc/kernel/unix":"’

# Solaris on IA32 machines are identified by the "SUNW.i86pc" class. All

# clients identifying themselves as members of this class will see these

# parameters in the macro called SUNW.i86pc, which includes the i86pc macro.

dhtadm -A -m SUNW.i86pc -d ’:Include=i86pc:’

# Sun-Blade-1000 platforms identify themselves as part of the

# "SUNW.Sun-Blade-1000" class.

# All clients identifying themselves as members of this class

# will see these parameters.

dhtadm -A -m SUNW.Sun-Blade-1000 -d \

' :SbootFIL="/platform/sundu/kernel/sparcv9/unix" :\

Include=sun4u:’

# Sun-Fire-880 platforms identify themselves as part of the "SUNW.Sun-Fire-880" class.
# All clients identifying themselves as members of this class will see these parameters.
dhtadm -A -m SUNW.Sun-Fire-880 -d \

! :SbootFIL="/platform/sun4u/kernel/sparcv9/unix":Include=sun4u:’

# Add our boot server IP to each of the network macros for our topology served by our
# DHCP server. Our boot server happens to be the same machine running our DHCP server.
dhtadm -M -m 10.20.64.64 -e BootSrvA=10.21.0.2

dhtadm -M -m 10.20.64.0 -e BootSrvA=10.21.0.2

dhtadm -M -m 10.20.64.128 -e BootSrvA=10.21.0.2

dhtadm -M -m 10.21.0.0 -e BootSrvA=10.21.0.2

dhtadm -M -m 10.22.0.0 -e BootSrvA=10.21.0.2

# Make sure we return host names to our clients.

dhtadm -M -m DHCP-servername -e Hostname=_NULL_VALUE_

# The client with this MAC address is a diskless client. Override the root settings
# which at the network scope setup for Install with our client’s root directory.
dhtadm -A -m 0800201AC25E -4 \

/' :SrootIP4=10.23.128.2:SrootNM="orange-svr-2":SrootPTH="/export/root/10.23.128.12":"’

As superuser, execute dhtadm in batch mode. Specify the name of the script to add the
options and macros to your dhcptab. For example, if your script is named
netinstalloptions, type the following command.

# dhtadm -B netinstalloptions
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Clients that have vendor client classes that are listed in the Vendor= string can now
use DHCP to install over the network.

For more information about how to use the dhtadm command, see dhtadm(1M). For
more information about the dhcptab file, see dhcptab(4).

Using DHCP Manager to Create Install Options and
Macros

You can use DHCP Manager to create the options that are listed in Table 7—4 and the
macros that are listed in Table 7-5.

How to Create Options to Support Solaris
Installation (DHCP Manager)

This procedure assumes that you have already configured your DHCP server. If you
have not configured your DHCP server, see “Planning for DHCP Service (Task)” in
System Administration Guide: IP Services.

1. Become superuser on the DHCP server system.

2. Start the DHCP Manager.

# /usr/sadm/admin/bin/dhcpmgr &
The DHCP Manager window is displayed.

3. Select the Options tab in DHCP Manager.

4. Choose Create from the Edit menu.

The Create Option dialog box opens.

5. Type the option name for the first option, then type values appropriate for that
option.
Use Table 7—4 to check the option names and values for options you must create.
Notice that the vendor client classes are only suggested values. You should create
classes to indicate the actual client types that need to obtain Solaris installation
parameters from the DHCP service. See “Working With DHCP Options (Task
Map)” in System Administration Guide: IP Services for information about how to
determine a client’s vendor client class.

6. Click OK when you have entered all the values.
7. In the Options tab, select the option you just created.

8. Select Duplicate from the Edit menu.
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10.

The Duplicate Option dialog box opens.

Type the name of another option, then modify other values appropriately.

The values for code, data type, granularity, and maximum are most likely to need
modification. See Table 7—4 for the values.

Repeat Step 7 through Step 9 until you have created all the options.

You can now create macros to pass the options to network installation clients, as
explained in the following procedure.

Note — You do not need to add these options to a Solaris client’s
/etc/dhep/inittab file because they are already included in that file.

v How to Create Macros to Support Solaris
Installation (DHCP Manager)

This procedure assumes that you have already configured your DHCP server. If you
have not configured your DHCP server, see “Planning for DHCP Service (Task)” in
System Administration Guide: IP Services.

1.

2.

Select the Macros tab in DHCP Manager.

Choose Create from the Edit menu.
The Create Macro dialog box opens.

Type the name of a macro.
See Table 7-5 for macro names you might use.

Click the Select button.
The Select Option dialog box opens.

Select Vendor in the Category list.
The Vendor options you created are listed.

Select an option you want to add to the macro and click OK.

Type a value for the option.

See Table 7—4 for the option’s data type and refer to the information that
add_install_client -d reports.

Repeat Step 6 through Step 7 for each option you want to include.

To include another macro, type Include as the option name and type the macro
name as the option value.

Click OK when the macro is complete.
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SPARC: Preconfiguring Power
Management Information

You can use the Power Management software that is provided in the Solaris
environment to automatically save the state of a system and turn it off after it is idle
for 30 minutes. When you install the Solaris 9 software on a system that complies with
version 2 of the EPA’s Energy Star guidelines, for example a sun4u system, the Power
Management software is installed by default. During a Solaris Web Start installation,
the installation program prompts you to enable or disable the Power Management
software. The suninstall installation program prompts you to enable or disable the
Power Management software after the installation is complete and the system reboots.

Note - If your system has Energy Star version 3 or later, you are not prompted for this
information.

If you are performing interactive installations, you cannot preconfigure the Power
Management information and avoid the prompt. However, by using a custom
JumpStart installation, you can preconfigure the Power Management information by
using a finish script to create an /autoshutdown or /noautoshutdown file on the
system. When the system reboots, the /autoshutdown file enables Power
Management and the /noautoshutdown file disables Power Management.

For example, the following line in a finish script enables the Power Management
software and prevents the display of the prompt after the system reboots.

touch /a/autoshutdown

Finish scripts are described in “Creating Finish Scripts” on page 283.
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CHAPTER 8

Upgrading the Solaris Operating
Environment (Planning)

This chapter provides specific information and instructions about tasks that you must
perform before you upgrade to the Solaris operating environment.

m  “Upgrading (Overview)” on page 87

“Using Solaris Live Upgrade” on page 89

“Using Custom JumpStart to Upgrade” on page 89
“Upgrading With Disk Space Reallocation” on page 90
“Backing Up Systems Before Upgrading” on page 91

Upgrading (Overview)

An upgrade merges the new version of the Solaris operating environment with the
existing files on the system’s disk. An upgrade saves as many modifications as
possible that you have made to the previous version of the Solaris operating
environment.

You can upgrade any system that is running the Solaris 2.6, Solaris 7, or Solaris 8. Type
the following command to see the version of Solaris software that is running on your
system:

$ uname -a

You can upgrade the Solaris operating environment by using the following installation
methods.

Note — Use the smosservice patch to upgrade diskless clients. For detailed
instructions, refer to System Administration Guide: Basic Administration or to
smosservice(1M).
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If you are already running the Solaris 9 operating environment and have installed
individual patches, upgrading to a Solaris 9 Update release causes the following;:

®  Any patches that were supplied as part of the Solaris 9 Update release are
reapplied to your system. You cannot back out these patches.

®  Any patches that were previously installed on your system and are not included in
the Solaris 9 Update release are removed.

You can use the Patch Analyzer to determine which patches, if any, will be removed
by upgrading to the Solaris 9 Update release. For detailed instructions about using the
Patch Analyzer, refer to “Upgrading to a Solaris Update Release” on page 651.

Solaris Upgrade Methods

TABLE 8-1 SPARC: Solaris Upgrade Methods

Current Solaris Operating
Platform Environment Solaris Upgrade Methods
SPARC systems | Solaris 2.6, Solaris 7, ®  The Solaris Web Start program
Solaris 8, Solaris 9 ®  Solaris suninstall program
®  Custom JumpStart method
®  Solaris Live Upgrade
TABLE 8-2 x86: Solaris Upgrade Methods
Current Solaris Operating
Environment Solaris Upgrade Methods
Solaris 2.6 Installing from DVD media or a net installation image:

m  Solaris Web Start program
®  Solaris suninstall program
®  Custom JumpStart method

Installing from CD media:
m  Solaris suninstall program
B Custom JumpStart method

Solaris 7 Installing from DVD media or a net installation image:
®  Solaris Web Start program

m  Solaris suninstall program

B Custom JumpStart method

B Solaris Live Upgrade

Installing from CD media:

m  Solaris suninstall program
®  Custom JumpStart method

B Solaris Live Upgrade
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TABLE 8-2 x86: Solaris Upgrade Methods (Continued)

Current Solaris Operating
Environment Solaris Upgrade Methods

Solaris 8, Solaris 9 Installing from DVD or CD media or a net installation image:
®  Solaris Web Start program

B Solaris suninstall program

B Custom JumpStart method

B Solaris Live Upgrade

Note - For limitations on upgrading using Solaris Live Upgrade, see “Solaris Live
Upgrade Requirements” on page 383.

You cannot upgrade your system to a software group that is not installed on the
system. For example, if you previously installed the End User Solaris Software Group
on your system, you cannot use the upgrade option to upgrade to the Developer
Solaris Software Group. However, during the upgrade you can add software to the
system that is not part of the currently installed software group.

Using Solaris Live Upgrade

Solaris Live Upgrade enables an upgrade on a duplicate, inactive operating
environment, which reduces the downtime of an operating system upgrade.

For instructions on how to plan for and use Solaris Live Upgrade, see Chapter 32.

Using Custom JumpStart to Upgrade

You can use the custom JumpStart installation method to upgrade. In the custom
JumpStart profile, specify install type upgrade.

You must test the custom JumpStart profile against the system’s disk configuration
and currently installed software before you upgrade. Use the pfinstall -D
command on the system that you are upgrading to test the profile. You cannot test an
upgrade profile by using a disk configuration file. For more information about testing
the upgrade option, refer to “Testing a Profile” on page 274.

You can use JumpStart to update a clone system with a Solaris Flash differential
archive. For an overview of Solaris Flash archives, see Chapter 20.
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Upgrading With Disk Space Reallocation

The upgrade option in the Solaris Web Start installation method, the Solaris
suninstall program, and the custom JumpStart program provide the ability to
reallocate disk space. You can reallocate disk space if the current file systems do not
have enough space for the upgrade. File systems might need more space for the
upgrade for the following reasons:

m  The Solaris software group that is currently installed on the system contains new
software in the new release. Any new software that is included in a software group
is automatically selected to be installed during the upgrade.

m  The size of the existing software on the system has increased in the new release.

The auto-layout feature attempts to reallocate the disk space to accommodate the new
size requirements of the file system. Initially, auto-layout attempts to reallocate space,
based on a set of default constraints. If auto-layout cannot reallocate space, you must

change the constraints on the file systems.

Note — Auto-layout does not have the ability to grow file systems. Auto-layout
reallocates space by backing up required files on the file systems that need to change,
repartitioning the disks on the basis of the file system changes, and restoring the
backup files before the upgrade happens.

®  If you are using the Solaris Web Start program, and auto-layout cannot determine
how to reallocate the disk space, you must use the Solaris suninstall program
or the custom JumpStart program to upgrade.

®  If you are using the Solaris suninstall program, and auto-layout cannot
determine how to reallocate disk space, you must specify the file systems that can
be moved or changed and run auto-layout again.

®  If you are using the custom JumpStart method to upgrade and you create an
upgrade profile, disk space might be a concern. If the current file systems do not
contain enough disk space for the upgrade, you can use the backup_media and
layout constraint keywords to reallocate disk space. For an example of how
to use the backup_media and layout_constraint keywords in a profile, refer
to Example 26-5.
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Backing Up Systems Before Upgrading

Back up existing file systems before you upgrade to the Solaris operating environment.
If you copy file systems to removable media, such as tape, you can safeguard against
data loss, damage, or corruption. For detailed instructions to back up your system,
refer to System Administration Guide: Basic Administration.

Chapter 8  Upgrading the Solaris Operating Environment (Planning) 91



92  Solaris 9 4/04 Installation Guide ¢ April 2004



CHAPTER 9

Creating RAID-1 Volumes (Mirrors)
During Installation (Topics)

This section provides an overview of Solaris Volume Manager components. The
section also describes the guidelines and requirements that are necessary to mirror file
systems during your installation or uprade.

Chapter 10 Provides an overview of the Solaris Volume
Manager components that are necessary to
mirror file systems.

Chapter 11 Describes the guidelines and requirements to
create mirrored file systems during your
installation or upgrade.
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CHAPTER 1 0

Creating RAID-1 Volumes (Mirrors)
During Installation (Overview)

This section discusses the advantages of creating mirrored file systems. The section
also describes the Solaris Volume Manager components that are required to create
mirrored file systems.

This chapter describes the following topics.

“Why Mirror?” on page 95

“How Mirroring Works” on page 96

“Overview of Mirror Components” on page 98
“Sample Layout for Mirrored File Systems” on page 101

For additional information about how to create mirrored file systems with Solaris Live
Upgrade, see “General Guidelines for Creating Mirrored File Systems” on page 390.

For additional information about how to create mirrored file systems with the custom
JumpStart installation method, see “filesys Profile Keyword (Creating Mirrored File
Systems)” on page 346 and “metadb Profile Keyword (Creating State Database
Replicas)” on page 352.

Why Mirror?

During the installation or upgrade, you can create mirrored file systems to duplicate
your system data over multiple physical disks. By duplicating your data over separate
disks, you can protect your data from disk corruption or a disk failure.

The Solaris custom JumpStart and Solaris Live Upgrade installation methods use the
Solaris Volume Manager technology to create a mirrored file system. Solaris Volume
Manager provides a powerful way to reliably manage your disks and data by using
volumes. Solaris Volume Manager enables concatenations, stripes, and other complex
configurations. The custom JumpStart and Solaris Live Upgrade installation methods
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enable a subset of these tasks, such as creating a RAID-1 volume for the root (/) file
system. You can create mirrored file systems during your installation or upgrade,
eliminating the need to create the mirrored file system after the installation.

Note — The custom JumpStart and Solaris Live Upgrade installation methods only
support the creation of RAID-0 and RAID-1 volumes. Other Solaris Volume Manager
components, such as RAID-5 volumes, are not supported.

The custom JumpStart installation method supports the creation of mirrored file
systems during an initial installation only. Solaris Live Upgrade supports the creation
of mirrored file systems during an upgrade.

For detailed information about Solaris Volume Manager software and components, see
Solaris Volume Manager Administration Guide.
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How Mirroring Works

Solaris Volume Manager uses virtual disks to manage physical disks and their
associated data. In Solaris Volume Manager, a virtual disk is called a volume. A volume
is a name for a group of physical slices that appear to the system as a single, logical
device. Volumes are actually pseudo, or virtual, devices in standard UNIX® terms.

A volume is functionally identical to a physical disk in the view of an application or a
file system (such as UFS). Solaris Volume Manager converts I/O requests directed at a
volume into I/O requests to the underlying member disks.

Solaris Volume Manager volumes are built from slices (disk partitions) or from other
Solaris Volume Manager volumes.

You use volumes to increase performance and data availability. In some instances,
volumes can also increase I/O performance. Functionally, volumes behave the same
way as slices. Because volumes look like slices, they are transparent to end users,
applications, and file systems. Like physical devices, you can use Solaris Volume
Manager software to access volumes through block or raw device names. The volume
name changes, depending on whether the block or raw device is used.

The custom JumpStart installation method and Solaris Live Upgrade support the use
of block devices to create mirrored file systems. See “Volume Name Requirements and
Guidelines” on page 104 for details about volume names.
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When you create a mirrored file system, you create RAID-0 volumes (single-slice
concatenations) and RAID-1 volumes (mirrors.) Solaris Volume Manager duplicates
data on the concatentations, (submirrors), and treats the submirrors as one mirror
volume.

Figure 10-1 shows a mirror that duplicates the root (/) file system over two physical
disks.

Original System with 2 physical disks

hdiskO hdisk1
c0t0d0 c0t1d0
root (/)

S ~—
L5
—
—

Mirrored Root File System
with 2 RAID-0 Volumes (submirrors)

hdisk0 hdisk1
c0t0do c0t1d0
d30
d31 d32
root (/) root (/)

||

e
SN— N
SN— N

d30 — RAID-1 volume (mirror)
d31 — Single-slice concatenation (submirror)
d32 — Single-slice concatenation (submirror)

FIGURE 10-1 Mirroring the Root File System on Two Disks

Figure 10-1 shows a system with the following configuration.
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®  The root file system (/) on hdisko0 is included in the single-slice concatenation that
is named d31.

®  Asingle-slice concatenation that is named d32 is created on the hard disk that is
named hdiskl.

®  The mirror that is named d30 consists of the submirrors that are named d31 and
d32.

®  The mirror duplicates the data in the root file system on both submirrors.

Overview of Mirror Components

The custom JumpStart installation method and Solaris Live Upgrade enable you to
create the following components that are required to mirror a file system.

m  State database and state database replicas (metadbs)
m  Single-slice concatenations (submirrors)
m  RAID-1 volumes (mirrors)

This section briefly describes each of these components. For complete information
about these components, see Solaris Volume Manager Administration Guide.

State Database and State Database Replicas

The state database is a database that stores information on a physical disk about the
state of your Solaris Volume Manager configuration. The state database records and
tracks changes that are made to your configuration. Solaris Volume Manager
automatically updates the state database when a configuration or state change occurs.
Creating a new volume is an example of a configuration change. A submirror failure is
an example of a state change.

The state database is actually a collection of multiple, replicated database copies. Each
copy, referred to as a state database replica, ensures that the data in the database is
always valid. Having copies of the state database protects against data loss from single
points of failure. The state database tracks the location and status of all known state
database replicas.

Solaris Volume Manager cannot operate until you have created the state database and
its state database replicas. A Solaris Volume Manager configuration must have an
operating state database.

When you set up your configuration, you can locate the state database replicas on
either of the following:

m  Dedicated slices
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m  (Solaris Live Upgrade only) Slices that will later become part of volumes

You can keep more than one copy of a state database on one slice. However, you
might make the system more vulnerable to a single point of failure by placing state
database replicas on a single slice.

The state database replicas ensure that the data in the state database is always valid.
When the state database is updated, each state database replica is also updated. The
updates occur one at a time to protect against corruption of all updates if the system
crashes.

If your system loses a state database replica, Solaris Volume Manager must identify
which state database replicas still contain valid data. Solaris Volume Manager
determines this information by using a majority consensus algorithm. This algorithm
requires that a majority (half + 1) of the state database replicas be available and in
agreement before any of them are considered valid. Because of this majority consensus
algorithm, you must create at least three state database replicas when you set up your
disk configuration. A consensus can be reached if at least two of the three state
database replicas are available.

Each state database replica occupies 4 Mbytes (8192 disk sectors) of disk storage by
default. Replicas can be stored on the following devices:

®m A dedicated local disk slice
m  (Solaris Live Upgrade only) A local slice that will be part of a volume

m  (Solaris Live Upgrade only) A local slice that will be part of a UFS logging device

Replicas cannot be stored on the root (/), swap, or /usr slices, or on slices that
contain existing file systems or data. After the replicas have been stored, volumes or
file systems can be placed on the same slice.

For planning information about state database and state database replica
requirements, see “State Database Replicas Guidelines and Requirements”
on page 105.

For detailed information about the state database and state database replicas, see
Solaris Volume Manager Administration Guide.

RAID-0 Volumes (Concatenations)

The custom JumpStart and Solaris Live Upgrade installation methods enable you to
create RAID-0 volumes. A RAID-0 volume single-slice concatenation is a volume
whose data is organized serially and adjacently across components, forming one
logical storage unit. The custom JumpStart installation method and Solaris Live
Upgrade do not enable you to create stripes or other complex Solaris Volume Manager
volumes.
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During the installation or upgrade, you can create RAID-1 volumes (mirrors) and
attach RAID-0 volumes to these mirrors. The RAID-0 volumes that are mirrored are
called submirrors. A mirror is made of one or more RAID-0 volumes. After the
installation, you can manage the data on separate RAID-0 submirror volumes by
administering the RAID-1 mirror volume through the Solaris Volume Manager
software.

The custom JumpStart installation method enables you to create a mirror that consists
of up to two submirrors. Solaris Live Upgrade enables you to create a mirror that
consists of up to three submirrors. Practically, a two-way mirror is usually sufficient. A
third submirror enables you to make online backups without losing data redundancy
while one submirror is offline for the backup.

For planning information about RAID-0 volume requirements, see “Mirror and
Submirror Requirements and Guidelines” on page 106.

For detailed information about RAID-0 volumes, see Solaris Volume Manager
Administration Guide.

RAID-1 Volumes (Mirrors)

A RAID-1 volume, or mirror, is a volume that maintains identical copies of the data in
RAID-0 volumes (single-slice concatenations.) Mirroring requires an investment in
disks. You need at least twice as much disk space as the amount of data you have to
mirror. Because Solaris Volume Manager software must write to all submirrors,
mirroring can also increase the time that is required for write requests to be written to
disk.

With RAID-1 volumes, data can be read from both RAID-0 volumes simultaneously
(either volume can service any request), providing improved performance. If one
physical disk fails, you can continue to use the mirror with no loss in performance or
loss of data.

After you configure a mirror, the mirror can be used just as if it were a physical slice.

You can mirror any file system, including existing file systems. You can also use a
mirror for any application, such as a database.

For planning information about RAID-1 volume requirements, see “Mirror and
Submirror Requirements and Guidelines” on page 106.

For detailed information about RAID-1 volumes, see Solaris Volume Manager
Administration Guide.
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Sample Layout for Mirrored File Systems

The following figure shows a mirror that duplicates the root file system (/) over two

physical disks. State database replicas (metadbs) are placed on both disks.

Original System with 2 physical disks

hdisk0 hdisk1
c0t0d0 c0t1d0
root (/)

N—
N—
N—’
N—’

Mirrored File System with 2 RAID-0 Volumes
and State Database Replicas (metadbs)

hdiskO hdisk1
c0t0do c0t1d0

(@6

d30

d31 d32
r

root (/) oot (/)
v \—/

S,
N—

d30 — RAID-1 volume (mirror)
d31 — Single-slice concatenation (submirror)
d32 — Single-slice concatenation (submirror)

FIGURE 10-2 Sample Layout for a Mirrored Root File System

Figure 10-2 shows a system with the following configuration.
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The root file system (/) on hdisko is included in the single-slice concatenation that
is named d31.

A single-slice concatenation that is named d32 is created on the hard disk that is
named hdiskl.

The mirror that is named d30 consists of the submirrors that are named d31 and
d32.

The mirror duplicates the data in the root file system on both submirrors.

State database replicas are created on slices both hdisk0 and hdisk1.

For an example profile that uses the custom JumpStart installation method to create
this configuration, see Example 26-10.

For instructions on how to create mirrored file systems with Solaris Live Upgrade, see
“To Create a Boot Environment With RAID-1 Volumes (Mirrors) (Command-Line
Interface)” on page 425.
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CHAPTER 1 1

Creating RAID-1 Volumes (Mirrors)
During Installation (Planning)

This chapter describes the requirements and guidelines that are necessary to create
mirrored file systems with the custom JumpStart or Solaris Live Upgrade installation
methods.

This chapter describes the following topics.

“System Requirement” on page 103

“Volume Name Requirements and Guidelines” on page 104

“State Database Replicas Guidelines and Requirements” on page 105
“Mirror and Submirror Requirements and Guidelines” on page 106

“How Booting Into Single-User Mode Affects RAID-1 Volumes” on page 108

For additional information about planning to create mirrored file systems with the
Solaris Live Upgrade installation method, see “General Guidelines for Creating
Mirrored File Systems” on page 390.

For instructions about how to create mirrored file systems with the custom JumpStart
installation method, see “£ilesys Profile Keyword (Creating Mirrored File Systems)”
on page 346 and “metadb Profile Keyword (Creating State Database Replicas)”

on page 352.

System Requirement

To create mirrored file systems on specific slices, the disks that you plan to use for
mirroring must be directly attached and available to the system during the
installation.
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Volume Name Requirements and
Guidelines

The custom JumpStart installation method automatically assigns volume names to
RAID-0 submirrors during the installation. You can optionally assign a name to
RAID-1 volumes (mirrors) with the filesys JumpStart keyword.

Observe the follwoing rules when assigning names for volumes.

®m  Volume names must begin with the letter d followed by a number, for example, d0.

m  Instead of specifying the full volume name, such as /dev/md/dsk/d1, you can
often use an abbreviated volume name, such as d1.

To simplify the administration of volumes, consider using the following standard
naming conventions.

m  Use ranges for each particular type of volume. For example, assign numbers 0-20
for RAID-1 volumes, and 21-40 for RAID-0 volumes.

®  When you use Solaris Live Upgrade to create mirrors, use a naming relationship
for mirrors. You can name mirrors with a number that ends in zero (0), and
submirrors that end in one (1) and two (2). Examples are mirror d10, submirrors
d1l1l and d12, and mirror d20, submirrors d21 and d22.

When you use the custom JumpStart installation method to create mirrors, the
submirrors are automatically assigned a name that corresponds to the name of the
mirror.

m  Use a naming method that maps the slice number and disk number to volume
numbers.

m  Solaris Volume Manager has 128 default volume names from 0-127. The following
list shows some example volume names.

m Device /dev/md/dsk/d0 — block volume do
m Device /dev/md/dsk/d1l — block volume d1

For detailed information about Solaris Volume Manager naming requirements, see
Solaris Volume Manager Administration Guide.
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State Database Replicas Guidelines and
Requirements

You should distribute state database replicas across slices, drives, and controllers, to
avoid single points of failure. You want a majority of replicas to survive a single
component failure. If you lose a replica, when a device fails, for example, the failure
might cause problems with running Solaris Volume Manager software or when
rebooting the system. Solaris Volume Manager software requires at least half of the
replicas to be available to run, but a majority (half plus one) to reboot into multiuser
mode.

For detailed instructions about creating and administering state database replicas, see
Solaris Volume Manager Administration Guide.

Selecting Slices for State Database Replicas

Before selecting slices for state database replicas, consider the following guidelines
and recommendations.

®  You should create state database replicas on a dedicated slice of at least 4 Mbytes
per replica. If necessary, you could create state database replicas on a slice that is to
be used as part of a RAID-0 or RAID-1 volume. You must create the replicas before
you add the slice to the volume.

® By default, the size of a state database replica is 4 Mbytes or 8192 disk blocks.
Because your disk slices might not be that small, you can resize a slice to hold the
state database replica. For information about resizing a slice, see “Administering
Disks (Tasks)” in System Administration Guide: Basic Administration.

®  You can create state database replicas on slices that are not in use. The part of a
slice that is reserved for the state database replica should not be used for any other
purpose.

®  You cannot create state database replicas on existing file systems, or the root (/),
/usr, and swap file systems. If necessary, you can create a new slice (provided a
slice name is available) by allocating space from swap and then put state database
replicas on that new slice.

®m  When a state database replica is placed on a slice that becomes part of a volume,
the capacity of the volume is reduced by the space that is occupied by the replica
or replicas. The space that is used by a replica is rounded up to the next cylinder
boundary and this space is skipped by the volume.
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Choosing the Number of State Database Replicas

Before choosing the number of state database replicas, consider the following
guidelines.

® A minimum of 3 state database replicas are recommended, up to a maximum of 50
replicas per Solaris Volume Manager disk set. The following guidelines are
recommended:

m  For a system with only a single drive: put all three replicas in one slice.
m  For a system with two to four drives: put two replicas on each drive.
m  For a system with five or more drives: put one replica on each drive.

m  Additional state database replicas can improve the mirror’s performance.
Generally, you need to add two replicas for each mirror you add to the system.

m  If you have a RAID-1 volume that is to be used for small-sized random I/O (for
example, for a database), consider your number of replicas. For best performance,
ensure that you have at least two extra replicas per RAID-1 volume on slices (and
preferably on disks and controllers) that are unconnected to the RAID-1 volume.

Distributing State Database Replicas Across
Controllers

If multiple controllers exist, replicas should be distributed as evenly as possible across
all controllers. This strategy provides redundancy if a controller fails and also helps
balance the load. If multiple disks exist on a controller, at least two of the disks on
each controller should store a replica.
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Mirror and Submirror Requirements and
Guidelines

When you are working with RAID-1 volumes (mirrors) and RAID-0 volumes
(single-slice concatenations), consider the following guidelines.

Custom JumpStart and Solaris Live Upgrade
Guidelines

The custom JumpStart installation method and Solaris Live Upgrade support a subset
of the features that are available in the Solaris Volume Manager software. When you
create mirrored file systems with these installation programs, consider the following
guidelines.
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®  The term RAID-0 volume can refer to disk stripes or disk concatenations. The
custom JumpStart and Solaris Live Upgrade installation methods only enable you
to create single-slice concatenations. You cannot create RAID-0 stripe volumes
during the installation or upgrade.

®  The custom JumpStart installation method enables you to create up to two
submirrors for each mirror. The Solaris Live Upgrade installation method enables
you to create up to three submirrors for each mirror. Two submirrors usually
provide sufficient data redundancy for most applications, and the disk drive costs
are less expensive. Three submirrors enable you to take a submirror offline and
perform a backup while maintaining the two remaining submirrors for continued
data redundancy.

®  If you create mirrored file systems with the custom JumpStart installation method,
you do not need to create the file systems that you are mirroring before you create
the mirror.

Guidelines for Selecting Disks and Controllers

When you choose the disks and controllers that you want to use to mirror a file
system, consider the following guidelines.

m  Use components that are on different controllers to increase the number of
simultaneous reads and writes that can be performed.

m  Keep the slices of different submirrors on different disks and controllers. Data
protection is diminished considerably if slices of two or more submirrors of the
same mirror are on the same disk.

®  Organize submirrors across separate controllers, because controllers and associated
cables tend to fail more often than disks. This practice also improves mirror
performance.

m  Use the same type of disks and controllers in a single mirror. Particularly in old
SCSI storage devices, different models or brands of disk or controller can have
widely varying performance. Mixing the different performance levels in a single
mirror can cause performance to degrade significantly.

Guidelines for Selecting Slices

When you choose the slices that you want to use to mirror a file system, consider the
following guidelines.

®  Any file system, including root (/), swap, and /usr, can use a mirror. Any
application, such as a database, also can use a mirror.

®m  Make sure that your submirror slices are of equal size. Submirrors of different sizes
result in unused disk space.
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®  If you have a mirrored file system in which the first submirror attached does not
start on cylinder 0, all additional submirrors you attach must also not start on
cylinder 0. If you attempt to attach a submirror starting on cylinder 0 to a mirror in
which the original submirror does not start on cylinder 0, the following error
message is displayed:
can’t attach
labeled submirror to an unlabeled mirror
You must ensure that all submirrors you plan to attach to a mirror either all start
on cylinder 0, or that none of them start on cylinder 0. Starting cylinders do not
have to be identical across all submirrors, but all submirrors must either include or
not include cylinder 0.
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How Booting Into Single-User Mode
Affects RAID-1 Volumes

If a system with mirrors for root (/), /usr, and swap is booted into single-user mode,
the system indicates that these mirrors are in need of maintenance. When you view
these mirrors with the metastat command, these mirrors, and possibly all mirrors on
the system, appear in the “Needing Maintenance” state.

Though this situation appears to be potentially dangerous, do not be concerned. The
metasync -r command, which normally occurs during boot to resynchronize
mirrors, is interrupted when the system is booted into single-user mode. After the
system is rebooted, the metasync -r command runs and resynchronizes all mirrors.

If this interruption is a concern, run the metasync -r command manually.

For more information on the metasync, see the metasync(1M) man page, and Solaris
Volume Manager Administration Guide.
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CHAPTER 1 2

Preparing to Install From the Network

(Topics)

This section provides instructions for setting up systems to install Solaris software
from the local area network instead of DVD or CD media.

Chapter 13 Provides overview and planning information for
installing Solaris software from an install server.

Chapter 14 Provides step-by-step instructions for copying Solaris
software from DVD media to an install server.

Chapter 15 Provides step-by-step instructions for copying Solaris
software from CD media to an install server.

Chapter 16 Describes commands to set up network installations.
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CHAPTER 1 3

Preparing to Install From the Network
(Overview)

This chapter provides an introduction on how to set up your local area network and
systems to install the Solaris software from the network instead of from DVD or CD
media.

For information on how to install a client over a wide area network, see Chapter 41.

Planning for a Network Installation
Introduction

This section provides you with information you need before you can perform an
installation from the network. Network installations enable you to install the Solaris
software from a system, called an install server, that has access to the Solaris 9 disc
images. You copy the contents of the Solaris 9 DVD or CD media to the install server’s
hard disk. Then, you can install the Solaris software from the network by using any of
the Solaris installation methods.

Required Servers for Network Installation

To install the Solaris operating environment from the network, the systems to be
installed require the following servers to be present on the network.

®  Install server — A networked system that contains the Solaris 9 disc images from
which you can install Solaris 9 software on other systems on the network. You
create an install server by copying the images from the following media:

m  Solaris DVD
m  Solaris Software 1 of 2 CD and Solaris Software 2 of 2 CD
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After you copy the image from the Solaris Software 1 of 2 and Solaris Software
2 of 2 CDs, you can also copy the images from the Solaris Installation CD and
the Solaris Languages CD as necessary for your installation requirements.

You can enable a single install server to provide disc images for different Solaris
releases and for multiple platforms by copying the images on to the install server’s
hard disk. For example, a single install server could contain the disc images for the
SPARC platform and x86 platform.

For details about how to create an install server, refer to one of the following
sections.

m  “To Create a SPARC Install Server With SPARC or x86 DVD Media”
on page 117
m “x86: To Create an x86 Install Server With SPARC or x86 DVD Media”
on page 120
m  “SPARC: To Create a SPARC Install Server With SPARC CD Media” on page 133
m  “Creating a Cross-Platform Install Server for CD Media” on page 142

Boot server — A server system that provides client systems on the same network
subnet with the information that they need to boot in order to install the operating
environment. A boot server and install server are typically the same system.
However, if the system on which the Solaris 9 software is to be installed is located
in a different subnet than the install server and you are not using DHCP, a boot
server is required on that subnet.

A single boot server can provide Solaris 9 boot software for multiple releases,
including the Solaris 9 boot software for different platforms. For example, a SPARC
boot server can provide the Solaris 8 and Solaris 9 boot software for SPARC based
systems. The same SPARC boot server can also provide the Solaris 9 boot software
for x86 based systems.

Note — When using DHCP, you do not need to create a separate boot server. For
more information, see “Using DHCP to Provide Network Installation Parameters”
on page 113.

For details about how to create a boot server, refer to one of the following sections:

m  “Creating a Boot Server on a Subnet With a DVD Image” on page 123
m  “Creating a Boot Server on a Subnet With a CD Image” on page 153

(Optional) Name server — A system that manages a distributed network database,
such as DNS, NIS, NIS+, or LDAP, that contains information about systems on the
network.

For details about how to create a name server, refer to System Administration Guide:
Naming and Directory Services (DNS, NIS, and LDAP).
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Note — The install server and name server can be the same or different systems.

Figure 13-1 illustrates the servers that are typically used for network installation.

Name Install/Boot oS
server server server

<1 A L

R
Boot
server

FIGURE 13-1 Network Installation Servers

Using DHCP to Provide Network Installation
Parameters

Dynamic Host Configuration Protocol (DHCP) provides the network parameters that
are necessary for installation. When using DHCP, you do not need to create a separate
boot server. After you have created the install server, you add clients to the network
with the add_install_client command and the -d option. The -d option enables
you to set up client systems for Solaris installation from the network by using DHCP.

For information on DHCP options for installation parameters, see “Preconfiguring
System Configuration Information With the DHCP Service (Tasks)” on page 75.
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CHAPTER 1 4

Preparing to Install From the Network
With DVD Media (Tasks)

This chapter describes how to use DVD media to set up your network and systems to
install the Solaris software from the network. Network installations enable you to
install the Solaris software from a system that has access to the Solaris 9 disc images,
called an install server, to other systems on the network. You copy the contents of the
Solaris 9 DVD media to the install server’s hard disk. Then, you can install the Solaris
software from the network by using any of the Solaris installation methods. This
chapter covers the following topics:

“Task Map: Preparing to Install From the Network With DVD Media” on page 115
“Creating an Install Server With DVD Media” on page 116

“Creating a Boot Server on a Subnet With a DVD Image” on page 123

“Adding Systems to Be Installed From the Network With a DVD Image”

on page 125

Task Map: Preparing to Install From the
Network With DVD Media

TABLE 14-1 Task Map: Setting Up an Install Server With DVD Media

Task Description For Instructions

Create an install Use the setup_install server(1M) “Creating an Install

server. command to copy the Solaris DVD to the Server With DVD
install server’s hard disk. Media” on page 116
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TABLE 14-1 Task Map: Setting Up an Install Server With DVD Media (Continued)

Task

Description

For Instructions

(Optional) Create
boot servers.

If you want to install systems from the
network that are not on the same subnet as
the install server, you must create a boot
server on the subnet to boot the systems.
Use the setup_install_server
command with the -b option to set up a
boot server. If you are using Dynamic Host
Configuration Protocol (DHCP), a boot
server is not necessary.

“Creating a Boot Server
on a Subnet With a DVD
Image” on page 123

Add systems to be
installed from the
network.

Use the add_install client command
to set up each system that you want to
install from the network. Each system that
you want to install needs to find the install
server, the boot server if required, and
configuration information on the network.

“Adding Systems to Be
Installed From the
Network With a DVD
Image” on page 125
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Creating an Install Server With DVD

Media

The install server contains the installation image needed to install systems from the
network. You must create an install server to install the Solaris software on a system
from the network. You do not always need to set up a boot server.

m  If you are using DHCP to set installation parameters or your install server and
client are on the same subnet, you do not need a boot server.

m  If your install server and your client are not on the same subnet and you are not
using DHCP, you must create separate boot servers for each subnet. You could
create an install server for each subnet. However, install servers require more disk

space.

Note — If you want use the Solaris DVD media to set up an install server on a system
that is running the Solaris 2.6 or 7 operating environment, you must first apply one of
the following patches.

Solaris 2.6 SPARC Platform Edition operating environment - Patch ID 107618-03
Solaris 2.6 Intel Platform Edition operating environment - Patch ID 107619-03
Solaris 7 SPARC Platform Edition operating environment - Patch ID 107259-03
Solaris 7 Intel Platform Edition operating environment - Patch ID 107260-03
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To Create a SPARC Install Server With SPARC or
x86 DVD Media

Note — SPARC: You cannot use a system that is running a SunOS version that was
released prior to the Solaris 2.3 release.

Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

1. On the SPARC system that is to become the install server, become superuser.

The system must include a DVD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must already be in a service,
such as NIS, NIS+, DNS, or LDAP. If you do not use a name service, you must
distribute information about this system by following your site’s policies.

2. Insert the Solaris DVD in the SPARC system’s drive.

3. Create a directory to contain the DVD image.

# mkdir -p install_dir_path

4. Change to the Tools directory on the mounted disc.
= For SPARC DVD media, type:

# cd /cdrom/cdrom0/s0/Solaris_9/Tools
®  For x86 DVD media, type:

# cd /cdrom/cdrom0/Solaris 9/Tools

In the previous examples, cdrom0 is the path to the drive that contains the Solaris
operating environment DVD media.

5. Copy the DVD image in the drive to the install server’s hard disk.
# ./setup_install_server install_dir_path

install_dir_path Specifies the directory where the DVD image is to be copied

Note — The setup install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.
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6.

7.

10.

11.

12.

Decide if you need to make the install server available for mounting.

m  [f the install server is on the same subnet as the system to be installed or you
are using DHCP, you do not need to create a boot server. Proceed to Step 10.

m  If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, complete the following steps.

Verify that the path to the install server’s image is shared appropriately.
# share | grep install_dir_path

install_dir_path Specifies the path to the installation image where
the DVD image was copied

m  If the path to the install server’s directory is displayed and anon=0 is displayed
in the options, proceed to Step 10.

m  If the path to the install server’s directory is not displayed or you do not have
anon=0 in the options, continue.

Make the install server available to the boot server by adding this entry to the
/etc/dfs/dfstab file.

share -F nfs -o ro,anon=0 -d "install server directory" install_dir_path

Make sure that the install server’s directory path is correctly shared.
# ps -ef | grep nfsd
m  If the nfsd daemon is not running, start it.

# /etc/init.d/nfs.server start

m  If the nfsd daemon is running, share the install server.

# shareall

Change directories to root (/).

# cd /
Eject the Solaris DVD.

Decide if you want to patch the files that are located in the miniroot
(/install_dir_path/Solaris 9/Tools/Boot) on the net install image that was
created by setup install server. Patching a file might be necessary if a boot
image has problems.

m  If no, continue.

m If yes, use the patchadd -C command to patch the files that are located in the
miniroot.
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Caution — Don't use the patchadd -C command unless you have read the
Patch README instructions or have contacted your local Sun support office.

13. Decide if you need to create a boot server.

®  If you are using DHCP or the install server is on the same subnet as the system
to be installed, you do not need to create a boot server. Proceed to “Adding
Systems to Be Installed From the Network With a DVD Image” on page 125.

®  If you are not using DHCP and the install server and the client are on a different
subnet, you must create a boot server. Proceed to “Creating a Boot Server on a
Subnet With a DVD Image” on page 123.

EXAMPLE 14-1 SPARC: Creating a SPARC Install Server With a SPARC DVD

The following example illustrates how to create an install server by copying the Solaris
DVD to the install server’s /export /home/dvdsparc directory:

# mkdir -p /export/home/dvdsparc
# cd /cdrom/cdrom0/s0/Solaris_9/Tools
# ./setup install server /export/home/dvdsparc

If you need a separate boot server, type these commands:

Add the following path to the /etc/dfs/dfstab file:

share -F nfs -o ro,anon=0 -d "install server directory" /export/home/dvdsparc

Check if the nfsd daemon is running. If the nfsd daemon is not running, start it and
share it.

# ps -ef | grep nfsd
# /etc/init.d/nfs.server start
# shareall

# cd /

EXAMPLE 14-2 x86: Creating a SPARC Install Server With an x86 DVD

The following example illustrates how to create an install server by copying the Solaris
DVD to the install server’s /export /home/dvdx86 directory:

# mkdir -p /export/home/dvdx86
# cd /cdrom/cdrom0/Solaris 9/Tools
# ./setup install server /export/home/dvdx86

Add the following path to the /etc/dfs/dfstab file:

share -F nfs -o ro,anon=0 -d "install server directory" /export/home/dvdx86
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EXAMPLE 14-2 x86: Creating a SPARC Install Server With an x86 DVD (Continued)

Check if the nfsd daemon is running. If the nf sd daemon is not running, start it and
share it.

# ps -ef | grep nfsd

# /etc/init.d/nfs.server start
# shareall

# cd /

v x86: To Create an x86 Install Server With SPARC or
x86 DVD Media

Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

1. On the x86 system that is to become the install server, become superuser.

The system must include a DVD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must also be in the NIS, NIS+,
DNS, or LDAP name service. If you do not use a name service, you must distribute
information about this system by following your site’s policies.

2. Insert the Solaris DVD into the system’s drive.

3. Create a directory to contain the boot image.
# mkdir -p install_dir_path

install_dir_path ~ Specifies the directory where the DVD image is to be copied

4. Change to the Tools directory on the mounted disc:
®  For x86 DVD media, type:

# cd /cdrom/cdrom0/s2/Solaris 9/Tools
= For SPARC DVD media, type:

# cd /cdrom/cdrom0/Solaris 9/Tools

In the previous examples, cdrom0 is the path to the drive that contains the Solaris
operating environment DVD media.

5. Copy the disc in the drive to the install server’s hard disk by using the
setup install server command:
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10.

#

./setup_install_server install_dir_path

install_dir_path ~ Specifies the directory where the DVD image is to be copied

Note — The setup install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.

Decide if you need to make the install server available for mounting.

If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. Proceed to Step 10.

If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, complete the following steps.

Verify that the path to the install server’s image is shared appropriately.

# share | grep install_dir_path

install_dir_path  Specifies the installation image where the DVD image was

copied
If the path to the install server’s directory is displayed and anon=0 is displayed
in the options, proceed to Step 10.

If the path to the install server’s directory is not displayed or you do not have
anon=0 in the options, continue.

Make the install server available to the boot server by adding this entry to the
/etc/dfs/dfstab file.

share -F nfs -o ro,anon=0 -d "install server directory" install_dir_path

Make sure that the install server’s directory path is correctly shared.

# ps -ef | grep nfsd

If the nfsd daemon is not running, start it.

# /etc/init.d/nfs.server start

If the nf sd daemon is running, share the install server.

# shareall

Change directories to root (/).

# cd /

11. Eject the Solaris DVD.
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12. Decide if you want to patch the files that are located in the miniroot
(Solaris 9/Tools/Boot) on the net install image that was created by
setup install server.

m  If no, continue.

m  If yes, use the patchadd -C command to patch the files that are located in the
miniroot.

13. Decide if you need to create a boot server.

m  If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. See “Adding Systems to
Be Installed From the Network With a DVD Image” on page 125.

m  If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, you must create a boot server. For detailed
instructions on how to create a boot server, refer to “Creating a Boot Server on a
Subnet With a DVD Image” on page 123.

EXAMPLE 14-3 x86: Creating an x86 Install Server With an x86 DVD

The following example illustrates how to create an x86 install server by copying the
Solaris x86 Platform Edition DVD to the install server’s /export /home/dvdx86
directory:

# mkdir -p /export/home/dvdx86
# cd /cdrom/cdrom0/s2/Solaris_9/Tools
# ./setup install server /export/home/dvdx86

Add the following path to the /etc/dfs/dfstab file:

share -F nfs -o ro,anon=0 -d "install server directory" /export/home/dvdx86
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Check if the nfsd daemon is running. If the nfsd daemon is not running, start it and
share it.

# ps -ef | grep nfsd

# /etc/init.d/nfs.server start
# shareall

# cd /

EXAMPLE 14-4 Creating an x86 Install Server With a SPARC DVD

The following example illustrates how to create an x86 install server by copying the
Solaris SPARC Platform Edition DVD to the install server’s /export /home/dvdsparc
directory:

# mkdir -p /export/home/dvdscparc
# cd /cdrom/cdrom0/Solaris_ 9/Tools
# ./setup install server /export/home/dvdsparc

Add the following path to the /etc/dfs/dfstab file:
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EXAMPLE 14-4 Creating an x86 Install Server With a SPARC DVD (Continued)

share -F nfs -o ro,anon=0 -d "install server directory" /export/home/dvdsparc

Check if the nfsd daemon is running. If the nfsd daemon is not running, start it and
share it.

# ps -ef | grep nfsd
# /etc/init.d/nfs.server start
# shareall

# cd /

Creating a Boot Server on a Subnet With
a DVD Image

You must create an install server to install the Solaris software on a system from the
network. You do not always need to set up a boot server. A boot server contains
enough of the boot software to boot systems from the network, and then the install
server completes the installation of the Solaris software.

m  If you are using DHCP to set installation parameters or your install server or client
is on the same subnet as the install server, you do not need a boot server. Proceed
to “Adding Systems to Be Installed From the Network With a DVD Image”
on page 125.

m  If your install server and your client are not on the same subnet and you are not
using DHCP, you must create separate boot servers for each subnet. You could
create an install server for each subnet; however, install servers require more disk
space.

v To Create a Boot Server on a Subnet With a DVD
Image

1. On the system you intend to make the boot server for the subnet, log in and
become superuser.

The system must have access to a remote Solaris 9 disc image, which is normally
the install server. If you use a name service, the system should also be in a name
service. If you do not use a name service, you must distribute information about
this system by following your site’s policies.

2. Mount the Solaris DVD from the install server.
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# mount -F nfs -o ro server_name:path /mnt

server_name : path Is the install server name and absolute
path to the disc image

3. Create a directory for the boot image.
# mkdir -p boot_dir_path

boot_dir_path  Specifies the directory where the boot software is to be copied

4. Change to the Tools directory on the Solaris DVD image.

# cd /mnt/Solaris 9/Tools

5. Copy the boot software to the boot server.
# ./setup_install_server -b boot_dir_path
-b Specifies to set up the system as a boot server

boot_dir_path ~ Specifies the directory where the boot software is to be copied

Note — The setup install server command indicates whether you have
enough disk space available for the images. To determine available disk space, use
the df -k1 command.

6. Change directories to root (/).

# cd /

7. Unmount the installation image.

# umount /mnt

You are now ready to set up systems to be installed from the network. See “Adding
Systems to Be Installed From the Network With a DVD Image” on page 125.

EXAMPLE 14-5 Creating a Boot Server on a Subnet (DVD)

The following example illustrates how to create a boot server on a subnet. These
commands copy the boot software from the Solaris DVD image to
/export/home/dvdsparc on the local disk of a boot server named crystal.

# mount -F nfs -o ro crystal:/export/home/dvdsparc /mnt
mkdir -p /export/home/dvdsparc

cd /mnt/Solaris_ 9/Tools

./setup_install server -b /export/home/dvdsparc

cd /

umount /mnt

H oH H
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Adding Systems to Be Installed From the
Network With a DVD Image

After you create an install server and, if necessary, a boot server, you must set up each
system that you want to install from the network. Each system that you want to install
needs to find the following;:

®  Install server

m  Boot server if it is required

m sysidcfgfile if you use a sysidc£g file to preconfigure system information
m  Name server if you use a name service to preconfigure system information

®  The profile in the JumpStart directory on the profile server if you are using the

custom JumpStart installation method

Use the following add_install client procedure for setting up install servers and
clients. Also, see the example procedures for the following:

®  If you are using DHCP to set installation parameters, see Example 14-6.
m  If your install server and client are on the same subnet, see Example 14-7.

m  If your install server and your client are not on the same subnet and you are not
using DHCP, see Example 14-8.

®  If you are using DHCP to set installation parameters for x86 clients, see Example
14-9.

® If you want to use a specific serial port to display output during the installation of
an x86-based system, see Example 14-10.

m  If you want to set up an x86 client to use a specific network interface during the
installation, see Example 14-11.

For more options to use with this command, see the man page,
add_install client(1M).

To Add Systems to Be Installed From the Network
With add install client (DVD)

If you have a boot server, make sure you have shared the install server installation
image and started the appropriate daemons. See “To Create a SPARC Install Server
With SPARC or x86 DVD Media” Step 6.

1. On the install server or boot server, become superuser.
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2. If you use the NIS, NIS+, DNS, or LDAP name service, verify that the following

information about the system to be installed has been added to the name service.

®  Host name
m  IP address
m  Ethernet address

For more information on name services, see System Administration Guide: Naming
and Directory Services (DNS, NIS, and LDAP).

. Change to the Tools directory on the Solaris DVD image:

# cd /install_dir_path/Solaris_9/Tools

install_dir_path  Specifies the path to the Tools directory

Set up the client system so it can be installed from the network.

# ./add _install client [-d] [-s install_server:install_dir_path] \
[-c jumpstart_server: jumpstart_dir_path]  [-p sysid_server:path] \
[-t boot_image_path] [-b "boot-property=value"] \

[-e ethernet_address] client_name platform_group

-d Specifies that the client is to use DHCP
to obtain the network install parameters.
If you use the -d only, the
add_install client command sets
up the installation information for client
systems of the same class, for example,
all SPARC client machines. To set up the
installation information for a specific
client, use the -d with the -e option.

For x86 clients, use this option to boot
the systems from the network by using
PXE network boot.

For more information about
class-specific installations by using
DHCEP, see “Creating DHCP Options and
Macros for Solaris Installation
Parameters” on page 76.

- s install_server:install_dir_path Specifies the name and path to the install
server.

m  jnstall_server is the host name of the
install server.

m install_dir_path is the absolute path to
the Solaris DVD image.

-c jumpstart_server : jumpstart_dir_path ~ Specifies a JumpStart directory for
custom JumpStart installations.
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-p sysid_server : path

-t boot_image_path

-b “boot-property=value’

-e ethernet_address

client_name

platform_group

7

jumpstart_server is the host name of the
server on which the JumpStart directory
is located. jumpstart_dir_path is the
absolute path to the JumpStart directory.

Specifies the path to the sysidcfg file
for preconfiguring system information.
sysid_server is either a valid host name or
an IP address for the server that contains
the file. path is the absolute path to the
directory containing the sysidcfg file.

Specifies the path to an alternate boot
image if you want to use a boot image
other than the one in the Tools
directory on the Solaris 9 net installation
image, CD, or DVD.

x86 based systems only: Enables you to
set the value of a boot property variable
that you want to use to boot the client
from the network. The -b option must
be used with the -e option.

See the eeprom(1M) man page for
descriptions of boot properties.

Specifies the ethernet address of the
client that you want to install. This
option enables you to set up the
installation information to use for a
specific client.

For more information about
client-specific installations by using
DHCP, see “Creating DHCP Options and
Macros for Solaris Installation
Parameters” on page 76.

Is the name of the system to be installed
from the network. This name is not the
host name of the install server.

Is the platform group of the system to be
installed. For more information, see
Appendix C.
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EXAMPLE 14-6 SPARC: Adding a SPARC Install Client on a SPARC Install Server When Using
DHCP (DVD)

The following example illustrates how to add an install client when you are using
DHCP to set installation parameters on the network. The install client is named
basil, which is an Ultra™ 5 system. The file system
/export/home/dvdsparc/Solaris 9/Tools contains the

add_install client command.

For more information on how to use DHCP to set installation parameters for network
installations, see “Supporting Solaris Network Installation with the DHCP Service
(Task Map)” in System Administration Guide: IP Services.

sparc_install_server# cd /export/home/dvdsparc/Solaris_9/Tools
sparc_install_server# ./add _install client -d basil sun4u

EXAMPLE 14-7 Adding an Install Client That Is On the Same Subnet As Its Server (DVD)

The following example illustrates how to add an install client that is on the same
subnet as the install server. The install client is named basil, which is an Ultra 5
system. The file system /export/home/dvdsparc/ contains the

add_install client command.

install_server# cd /export/home/dvdsparc/Solaris 9/Tools
install_server# ./add_install client basil sun4u

EXAMPLE 14-8 Adding an Install Client to a Boot Server (DVD)

The following example illustrates how to add an install client to a boot server. The
install client is named rose, which is an Ultra 5 system. Run the command on the boot
server. The -s option is used to specify an install server that is named rosemary,
which contains a Solaris SPARC Platform Edition DVD image in
/export/home/dvdsparc.

boot_server# cd /export/home/dvdsparc/Solaris 9/Tools

boot_server# ./add_install client -s rosemary:/export/home/dvdsparc rose sun4u
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EXAMPLE 14-9 x86: Adding an x86 Install Client on an x86 Install Server When Using DHCP
(DVD)

The following example illustrates how to add an x86 install client to an install server
when you are using DHCP to set installation parameters on the network. The -d
option is used to specify that clients are to use the DHCP protocol for configuration. If
you plan to use PXE network boot, you must use the DHCP protocol. The DHCP class
name SUNW.i86pc indicates that this command applies to all Solaris x86 network boot
clients, not just a single client. The -s option is used to specify that the clients are to be
installed from the install server that is named rosemary. This server contains a Solaris
x86 Platform Edition DVD image in /export/boot/dvdx8é6.
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EXAMPLE 14-9 x86: Adding an x86 Install Client on an x86 Install Server When Using DHCP
(DVD) (Continued)

For more information on how to use DHCP to set installation parameters for network
installations, see “Supporting Solaris Network Installation with the DHCP Service
(Task Map)” in System Administration Guide: IP Services.

x86_install_server#t cd /export/boot/dvdx86/Solaris 9/Tools
x86_install_server# ./add_install client -d -s rosemary:/export/home/dvdx86 \
SUNW.i86pc i86pc

EXAMPLE 14-10 x86: Specifying a Serial Console to Use During a Network Installation (DVD)

The following example illustrates how to add an x86 install client to an install server
and specify a serial console to use during the installation. This example sets up the
install client in the following manner.

m  The -d option indicates that the client is set up to use DHCP to set installation
parameters.

®  The -e option indicates that this installation will occur only on the client with the
ethernet address 00:07:€9:04:4a:bf.

®  The first and second uses of the -b option instruct the installation program to use
the serial port ttya as an input and an output device.

install server#f ed /export/boot/dvdx86/Solaris 9/Tools
install server# ./add_install client -d -e "00:07:e9:04:4a:bf" \
-b "input-device=ttya" -b "output-device=ttya" i86pc

For a complete description of the boot property variables and values you can use with
the -b option, see the eeprom(1M) man page.

EXAMPLE 14-11 x86: Specifying a Boot Device to Use During a Network Installation (DVD)

The following example illustrates how to add an x86 install client to an install server
and specify a boot device to use during the installation. If you specify the boot device
when you set up the install client, you are not prompted for this information by the
Device Configuration Assistant during the installation.

This example sets up the install client in the following manner.
®m  The -d option indicates that the client is set up to use DHCP to set installation
parameters.

®  The -e option indicates that this installation will occur only on the client with the
ethernet address 00:07:€9:04:4a:bf.

m  The first and second uses of the -b option instruct the installation program to use
the serial port ttya as an input and an output device.

m  The third use of the -b option instructs the installation program to use a specific
boot device during the installation.
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EXAMPLE 14-11 x86: Specifying a Boot Device to Use During a Network Installation
(DVD) (Continued)

Note — The value of the boot device path varies based on your hardware.

m  The i86pc platform name indicates that the client is an x86-based system.

install server# cd /export/boot/dvdx86/Solaris 9/Tools

install server# ./add_install client -d -e "00:07:e9:04:4a:bf" \
-b "input-device=ttya" -b "output-device=ttya" \

-b "bootpath=/pci@0,0/pcilO8e,16a8@8" i86pc

For a complete description of the boot property variables and values you can use with
the -b option, see the eeprom(1M) man page.
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CHAPTER 1 5

Preparing to Install From the Network
With CD Media (Tasks)

This chapter describes how to use CD media to set up your network and systems to
install the Solaris software from the network. Network installations enable you to
install the Solaris software from a system that has access to the Solaris 9 disc images,
called an install server, to other systems on the network. You copy the contents of the
CD media to the install server’s hard disk. Then, you can install the Solaris software
from the network by using any of the Solaris installation methods. This chapter covers
the following topics:

“Task Map: Preparing to Install From the Network With CD Media” on page 132
“Creating a SPARC Install Server With CD Media” on page 132

“Creating an x86 Install Server With CD Media” on page 137

“Creating a Cross-Platform Install Server for CD Media” on page 142

“Creating a Boot Server on a Subnet With a CD Image” on page 153

“Adding Systems to Be Installed From the Network With a CD Image” on page 155
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Task Map: Preparing to Install From the
Network With CD Media

TABLE 15-1 Task Map: Setting Up an Install Server With CD Media

Task

Description

For Instructions

Create an install

Use the setup_install server(1M)

®  “Creating a SPARC

boot servers.

network that are not on the same subnet as
the install server, you must create a boot
server on the subnet to boot the systems. If
you are using Dynamic Host Configuration
Protocol (DHCP), a boot server is not
necessary.

server. command to copy the Solaris Software 1 of 2 Install Server With
CD to the install server’s hard disk. CD Media”
Use the add_to_install server(IM) on page 132
command to copy the Solaris Software 2 of 2 |® “x86: To Create an
CD and the Solaris Languages CD to the x86 Install Server
install server’s hard disk. With x86 CD Media”
Use the modify install server(1M) Sn page 137
command to add the Solaris Web Start user |™ ~Creatinga
interface software to the net installation Cross-Platform
image. Install Server for CD

Media” on page 142
(Optional) Create If you want to install systems from the “Creating a Boot Server

on a Subnet With a CD
Image” on page 153

Add systems to be
installed from the
network.

Use the add_install client command
to set up each system that you want to
install from the network. Each system that
you want to install needs to find the install
server, the boot server if required, and
configuration information on the network.

“Adding Systems to Be
Installed From the
Network With a CD
Image” on page 155

Creating a SPARC Install Server With
CD Media

The install server contains the installation image needed to install systems from the
network. You must create an install server to install the Solaris software on a system
from the network. You do not always need to set up a separate boot server.
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®  If you are using DHCP to set installation parameters or your install server and
client are on the same subnet, you do not need a separate boot server.

m  If your install server and your client are not on the same subnet and you are not
using DHCP, you must create separate boot servers for each subnet. You could
create an install server for each subnet; however, install servers require more disk
space.

v SPARC: To Create a SPARC Install Server With
SPARC CD Media

This procedure creates a SPARC install server with SPARC CD media.

If you want to create an install server by using media of a platform different from the
install server, for example, a SPARC system with x86 CD media, see “Creating a
Cross-Platform Install Server for CD Media” on page 142.

Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

1. On the system that is to become the install server, become superuser.

The system must include a CD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must already be in a name
service, such as NIS, NIS+, DNS, or LDAP. If you do not use a name service, you
must distribute information about this system by following your site’s policies.

2. Insert the Solaris Software 1 of 2 CD in the system’s drive.
3. Create a directory for the CD image.
# mkdir -p install_dir_path
install_dir_path ~ Specifies the directory where the CD image is to be copied

4. Change to the Tools directory on the mounted disc.

# cd /cdrom/cdrom0/s0/Solaris_ 9/Tools

In the previous example, cdromo is the path to the drive that contains the Solaris
operating environment CD media.

5. Copy the image in the drive to the install server’s hard disk.
# ./setup_install_server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied
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Note — The setup_install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.

. Decide if you need to make the install server available for mounting.

m  If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. Proceed to Step 10.

m  If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, complete the following steps.

7. Verify that the path to the install server’s installation image is shared

appropriately.
# share | grep install_dir_path
install_dir_path Specifies the path to the boot-server installation image

m  If the path to the install server’s directory is displayed and anon=0 is displayed
in the options, proceed to Step 10.

m  If the path to the install server’s directory is not displayed or you do not have
anon=0 in the options, continue.

. Make the install server available to the boot server by adding this entry to the

/etc/dfs/dfstab file.
share -F nfs -o ro,anon=0 -d "install server directory" install_dir_path

install_dir_path ~ Specifies the path to the boot server installation image

. Make sure that the install server’s directory path is correctly shared.

# ps -ef | grep nfsd
m  If the nfsd daemon is not running, start it.

# /etc/init.d/nfs.server start

m  If the nfsd daemon is running, share the install server.

# shareall

10. Change directories to root (/).

# cd /

11. Eject the Solaris Software 1 of 2 CD.
12. Insert the Solaris Software 2 of 2 CD in the system’s CD-ROM drive.

13. Change to the Tools directory on the mounted CD.
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14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

# cd /cdrom/cdrom0/Solaris 9/Tools

Copy the CD in the CD-ROM drive to the install server’s hard disk.
# ./add_to_install_server install_dir_path

install_dir_path ~ Specifies the directory where the CD image is to be copied

Change directories to root (/).

# cd /
Eject the Solaris Software 2 of 2 CD.
Insert the Solaris Languages CD in the system’s CD-ROM drive.

Change to the Tools directory on the mounted CD.

# c¢d /cdrom/cdrom0/Tools

Copy the CD in the CD-ROM drive to the install server’s hard disk.

# ./add_to_install_server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied

Change directories to root (/).

# cd /

Decide if you want to enable users to use the Solaris Web Start installation
method to boot a system and install the Solaris 9 software from a network.

m  If no, eject the Solaris Languages CD and proceed to Step 25.
m  f yes, eject the Solaris Languages CD and continue.

Insert the Solaris Installation CD into the system’s CD-ROM drive.

Change to the directory that contains modify install server on the
mounted CD:

# c¢d /cdrom/cdrom0/s0

Copy the Solaris Web Start interface software to the install server.
# ./modify install server -p install_dir_path installer_miniroot_path

-p Preserves the existing image’s miniroot in
install_dir_path/Solaris_ 9/Tools/Boot.orig

install_dir_path Specifies the directory where the Solaris Web Start
interface is to be copied

installer_miniroot_path ~ Specifies the directory on the CD from which the Solaris
Web Start interface is to be copied
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25. Decide if you want to patch the files that are located in the miniroot
(/install_dir_path/Solaris 9/Tools/Boot) on the net install image that was
created by setup install server. Patching a file might be necessary if a boot
image has problems.

m  If no, continue.

m  f yes, use the patchadd -C command to patch the files that are located in the
miniroot.

Caution — Don’t use the patchadd -C command unless you have read the
Patch README instructions or have contacted your local Sun support office.

26. Decide if you need to create a boot server.

m  If you are using DHCP or the install server is on the same subnet as the system
to be installed, you do not need to create a boot server. Proceed to “Adding
Systems to Be Installed From the Network With a CD Image” on page 155.

m  If you are not using DHCP and the install server and the client are on a different
subnet, you must create a boot server. Proceed to “Creating a Boot Server on a
Subnet With a CD Image” on page 153.

EXAMPLE 15-1 SPARC: Creating a SPARC Install Server With SPARC CD Media

The following example illustrates how to create an install server by copying the
following CDs to the install server’s /export /home/cdsparc directory:

m  Solaris Software 1 of 2 SPARC Platform Edition CD
m  Solaris Software 2 of 2 SPARC Platform Edition CD
u

Solaris SPARC Platform Edition Languages CD

# mkdir -p /export/home/cdsparc
cd /cdrom/cdrom0/s0/Solaris_9/Tools
# ./setup install server /export/home/cdsparc

H+

If you have a separate boot server, add these steps.
1. Add the following path to the /etc/dfs/dfstab file.

share -F nfs -o ro,anon=0 -d "install server directory" \
/export/home/cdsparc

2. Check if the nfsd daemon is running. If the nfsd daemon is not running, start
it and share it.

# ps -ef | grep nfsd
# /etc/init.d/nfs.server start
# shareall

3. Continue with the following steps.
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EXAMPLE 15-1 SPARC: Creating a SPARC Install Server With SPARC CD Media
(Continued)

® If you do not need a boot server or have completed the steps for a separate boot
server, continue.

# cd /

# cd /cdrom/cdrom0/Solaris 9/Tools

# ./add _to install server /export/home/cdsparc

# cd /

# cd /cdrom/cdrom0/Tools

# ./add _to_install server /export/home/cdsparc

# cd /

# e¢d /cdrom/cdrom0/s0

# ./modify install server -p /export/home/cdsparc /cdrom/cdrom0/s0

In this example, each CD is inserted and automatically mounted before each of the
commands. After each command, the CD is removed.

Creating an x86 Install Server With CD
Media

The install server contains the installation image needed to install systems from the
network. You must create an install server to install the Solaris software on a system
from the network. You do not always need to set up a separate boot server.

m  If you are using DHCP to set installation parameters or your install server and
client are on the same subnet, you do not need a separate boot server.

®  If your install server and your client are not on the same subnet and you are not
using DHCP, you must create separate boot servers for each subnet. You could
create an install server for each subnet; however, install servers require more disk
space.

x86: To Create an x86 Install Server With x86 CD
Media

This procedure creates an x86 install server with x86 CD media.

If you want to create an install server by using media of a platform different from the
install server, for example, an x86 system with SPARC CD media, see “Creating a
Cross-Platform Install Server for CD Media” on page 142.
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Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

1. On the system that is to become the install server, become superuser.

The system must include a CD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must already be in a name
service, such as NIS, NIS+, DNS, or LDAP. If you do not use a name service, you
must distribute information about this system by following your site’s policies.

2. Insert the Solaris Software 1 of 2 CD in the system’s drive.

3. Create a directory for the CD image.
# mkdir -p install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied

4. Change to the Tools directory on the mounted disc.

# cd /cdrom/cdrom0/s2/Solaris_9/Tools

In the previous example, cdromo0 is the path to the drive that contains the Solaris
operating environment CD media.

5. Copy the image in the drive to the install server’s hard disk.
# ./setup_install server install_dir_path

install_dir_path ~ Specifies the directory where the CD image is to be copied

Note — The setup_install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.

6. Decide if you need to make the install server available for mounting.

m  If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. Proceed to Step 10.

m  If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, complete the following steps.

7. Verify that the path to the install server’s installation image is shared
appropriately.

# share | grep install_dir_path
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10.

11.

12.

13.

14

15.

16.

17.

18.

install_dir_path  Specifies the path to the boot-server installation image

m  If the path to the install server’s directory is displayed and anon=0 is displayed

in the options, proceed to Step 10.

m  If the path to the install server’s directory is not displayed or you do not have

anon=0 in the options, continue.

Make the install server available to the boot server by adding this entry to the

/etc/dfs/dfstab file.

share -F nfs -o ro,anon=0 -d "install server directory" install_dir_path
install_dir_path Specifies the path to the boot-server installation image
Make sure that the install server’s directory path is correctly shared.

# ps -ef | grep nfsd

m  If the nfsd daemon is not running, start it.

# /etc/init.d/nfs.server start

m  If the nfsd daemon is running, share the install server.

# shareall

Change directories to root (/).

# cd /
Eject the Solaris Software 1 of 2 CD.
Insert the Solaris Software 2 of 2 CD in the system’s CD-ROM drive.

Change to the Tools directory on the mounted CD:

# cd /cdrom/cdrom0/Solaris 9/Tools

. Copy the CD in the CD-ROM drive to the install server’s hard disk.

# ./add_to_install server install_dir_path

install_dir_path ~ Specifies the directory where the CD image is to be copied

Change directories to root (/).

# cd /
Eject the Solaris Software 2 of 2 CD.
Insert the Solaris Languages CD in the system’s CD-ROM drive.

Change to the Tools directory on the mounted CD:

# cd /cdrom/cdrom0/Tools
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19.

20.

21.

22,

23.

24.

25.

26.

Copy the CD in the CD-ROM drive to the install server’s hard disk.
# ./add_to_install server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied

Change directories to root (/).
# cd /

Decide if you want to enable users to use the Solaris Web Start installation
method to boot a system and install the Solaris 9 software from a network.

®  If no, eject the Solaris Languages CD and proceed to Step 25.
m  If yes, eject the Solaris Languages CD and continue.

Insert the Solaris Installation CD into the system’s CD-ROM drive.

Change to the directory that contains modify install server on the
mounted CD:

# cd /cdrom/cdrom0/s2

Copy the Solaris Web Start interface software to the install server.
# ./modify install server -p install_dir_path installer_miniroot_path

-p Preserves the existing image’s miniroot in
install_dir_path/Solaris 9/Tools/Boot.orig

install_dir_path Specifies the directory where the Solaris Web Start
interface is to be copied

installer_miniroot_path Specifies the directory on the CD from which the Solaris
Web Start interface is to be copied

Decide if you want to patch the files that are located in the miniroot
(/install_dir_path/Solaris 9/Tools/Boot) on the net install image that was
created by setup install server. Patching a file might be necessary if a boot
image has problems.

m  If no, continue.

m  If yes, use the patchadd -C command to patch the files that are located in the
miniroot.

Caution — Don’t use the patchadd -C command unless you have read the
Patch README instructions or have contacted your local Sun support office.

Decide if you need to create a boot server.
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m  If you are using DHCP or the install server is on the same subnet as the system
to be installed, you do not need to create a boot server. Proceed to “Adding
Systems to Be Installed From the Network With a CD Image” on page 155.

®  If you are not using DHCP and the install server and the client are on a different
subnet, you must create a boot server. Proceed to “Creating a Boot Server on a
Subnet With a CD Image” on page 153.

EXAMPLE 15-2 x86: Creating an x86 Install Server With x86 CD Media

The following example illustrates how to create an install server by copying the
following CDs to the install server’s /export /home/cdx86 directory:

m  Solaris Software 1 of 2 x86 Platform Edition CD
m  Solaris Software 2 of 2 x86 Platform Edition CD
m  Solaris x86 Platform Edition Languages CD

# mkdir -p /export/home/cdx86

++

cd /cdrom/cdrom0/s2/Solaris_9/Tools

# ./setup install server /export/home/cdx86
® If you have a separate boot server, add these steps.
1. Add the following path to the /etc/dfs/dfstab file:
share -F nfs -o ro,anon=0 -d "install server directory" \
/export/home/cdx86
2. Check if the nfsd daemon is running. If the nfsd daemon is not running, start
it and share it.
# ps -ef | grep nfsd
# /etc/init.d/nfs.server start
# shareall
3. Continue with the following steps.
[ ]

If you do not need a boot server or have completed the steps for a separate boot
server, continue with the following steps.

# cd /

# cd /cdrom/cdrom0/Solaris 9/Tools

# ./add_to _install server /export/home/cdx86

# cd /

# c¢d /cdrom/cdrom0/Tools

# ./add to_install server /export/home/cdx86

# cd /

# cd /cdrom/cdrom0/s2

# ./modify install server -p /export/home/cdx86 /cdrom/cdrom0/s2

In this example, each CD is inserted and automatically mounted before each of the
commands. After each command, the CD is removed.
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Creating a Cross-Platform Install Server
for CD Media

If you need to use a CD of a platform different from the install server, you cannot read
the CD in the install server. You need a remote system to read the CD. For example, if
you are setting up a SPARC install server and need to use x86 CD media, you need a
remote x86 system to read the CDs.

To Create an x86 Install Server on a SPARC System
With x86 CD Media

Use this procedure to create an x86 install server on a SPARC system with x86 CD
media. You need the following:

m A SPARC system
®  An x86 system with a CD-ROM drive
m A set of CDs for the remote x86 system

Solaris Software 1 of 2 x86 Platform Edition CD
Solaris Software 2 of 2 x86 Platform Edition CD
Solaris x86 Platform Edition Languages CD
Solaris x86 Platform Edition Installation CD

Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

In this procedure, SPARC-system is the SPARC system that is to be the install server
and remote-x86-system is the remote x86 system to be used with the x86 CD media.

1. On the remote x86 system, become superuser.

The system must include a CD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must also be in the NIS, NIS+,
DNS, or LDAP name service. If you do not use a name service, you must distribute
information about this system by following your site’s policies.

2. On the remote x86 system, insert the Solaris Software 1 of 2 x86 Platform Edition
CD into the system’s drive.
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9.

On the remote x86 system, add the following entries to the /etc/dfs/dfstab
file.

share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
share -F nfs -o ro,anon=0 /cdrom/cdrom0/s2

On the remote x86 system, start the NFS daemon.

remote-x86-system# /etc/init.d/nfs.server start

On the remote x86 system, verify that the CD is available to other systems by
using the share command.

remote-x86-system# share
- /cdrom/sol 9 x86/s0 ro,anon=0 " "
- /cdrom/sol 9 x86/s2 ro,anon=0 " "

In the previous sample output, sol_9_x86 refers to the Solaris 9 (x86 Platform
Edition) operating environment. This text string varies for each version of the
Solaris operating environment.

On the SPARC system that is to be the x86 install server, become superuser.

On the SPARC system, access the x86 CD by creating two directories for the
appropriate mount points, one for the miniroot and one for the product.

SPARC-system# mkdir directory_name_s0
SPARC-system# mkdir directory_name_s2

directory_name_s0 Is the name of the directory to contain the miniroot from slice
0

directory_name_s2 Is the name of the directory to contain the product from slice
2

Verify that the CD is properly exported on the remote x86 system.

SPARC-system# showmount -e remote-x86-system
export list for remote-x86-system :
/cdrom/sol_9 x86/s0 (everyone)
/cdrom/sol 9 x86/s2 (everyone)

On the SPARC system, mount the remote x86 CD image.

SPARC-system# mount remote_x86_system_name: /cdrom/sol_9 x86/s0 directory_name_s0

SPARC-system# mount remote_x86_system_name: /cdrom/sol_9_ x86/s2 directory_name_s2

10. On the SPARC system, change to the Tools directory on the mounted disc:

SPARC-system# cd /directory_name_s2/Solaris_9/Tools

11. On the SPARC system, copy the disc in the drive to the install server’s hard disk
in the directory you've created by using the setup install server command:
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12.

13.

14.

15.

16.

17.

18.

19.

20.

SPARC-system# ./setup_install_server -t directory_name_sO install_dir_path

-t Specifies the path to a boot image if you want to use a boot
image other than the one in the Tools directory on the
Solaris Software 2 of 2 CD.

directory_name_s0 Is the name of the directory that contains the miniroot from
slice 0.

install_dir_path Specifies the directory where the disc image is to be copied.

The directory must be empty.

Note — The setup install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.

On the SPARC system, change to the top directory.
SPARC-system# cd /

On the SPARC system, unmount both directories.
SPARC-system# unmount directory_name_s0

SPARC-system# unmount directory_name_s2

On the x86 system, unshare both CD-ROM slices.
remote x86 system# unshare /cdrom/sol_ 9 x86/s0
remote x86 system# unshare /cdrom/sol_ 9 x86/s2

On the x86 system, eject the Solaris Software 1 of 2 x86 Platform Edition CD.

Insert the Solaris Software 2 of 2 x86 Platform Edition CD into the SPARC
system’s CD-ROM drive.

On the SPARC system, change to the Tools directory on the mounted CD:

SPARC-system# cd /cdrom/cdrom0O/Solaris 9/Tools

On the SPARC system, copy the CD to the install server’s hard disk:
SPARC-system# ./add_to_install server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied
Eject the Solaris Software 2 of 2 x86 Platform Edition CD.

On the SPARC system, insert the Solaris x86 Platform Edition Languages CD into
the SPARC system’s CD-ROM drive and mount the CD.
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21. On the SPARC system, change to the Tools directory on the mounted CD:

SPARC-system# cd /cdrom/cdrom0/Tools

22. On the SPARC system, copy the CD to the install server’s hard disk:
SPARC-system# ./add_to install server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied

23. Decide if you want to enable users to use the Solaris Web Start installation
method to boot a system and install the Solaris 9 software from a network.

®  If no, eject the Solaris x86 Platform Edition Languages CD and proceed to
Step 31.
m  If yes, eject the Solaris x86 Platform Edition Languages CD and continue.

24. On the remote x86 system, insert the Solaris x86 Platform Edition Installation CD
into the x86 system’s CD-ROM drive.

25. On the remote x86 system, add the following entry to the /etc/dfs/dfstab
file.

share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
share -F nfs -o ro,anon=0 /cdrom/cdrom0/s2

26. On the remote x86 system, start the NFS daemon.

remote-x86-system# /etc/init.d/nfs.server start

27. On the remote x86 system, verify that the CD is available to other systems:

remote-x86-system# share
- /cdrom/multi sol 9 x86/s0 ro,anon=0 " "
- /cdrom/multi sol 9 x86/s2 ro,anon=0 " "

28. On the SPARC system, mount the slices on the CD.

SPARC-system# mount remote_x86_system_name: /cdrom/multi_sol_ 9 x86/s0 directory_name_s0O
SPARC-system# mount remote_x86_system_name: /cdrom/multi_sol_ 9 x86/s2 directory_name_s2

29. On the SPARC system, change to the directory that contains
modify install server on the mounted CD:

SPARC-system# cd directory_name_s2

30. Copy the Solaris Web Start interface software to the install server.
SPARC-system# ./modify install server -p install_dir_path directory_name_s0O

-p Preserves the existing image’s miniroot in
install_dir_path/Solaris_9/Tools/Boot.orig

install_dir_path Specifies the directory where the Solaris Web Start interface is
to be copied
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directory_name_s0 Name of the directory to contain the miniroot from slice 0

31. Decide if you want to patch the files that are located in the miniroot
(Solaris 9/Tools/Boot) on the net installation image that was created by
setup install server.

If no, proceed to the next step.

If yes, use the patchadd -C command to patch the files that are located in the
miniroot.

Caution — Don’t use the patchadd -C command unless you have read the
Patch README instructions or have contacted your local Sun support office.

32. Decide if you need to create a boot server.

If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. See “Adding Systems to
Be Installed From the Network With a CD Image” on page 155.

If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, you must create a boot server. For detailed
instructions on how to create a boot server, refer to “To Create a Boot Server on
a Subnet With a CD Image” on page 153.

EXAMPLE 15-3 Creating an x86 Install Server on a SPARC System With x86 CD Media

The following example illustrates how to create an x86 install server on a SPARC
system that is named rosemary. The following x86 CDs are copied from a remote x86
system that is named tadpole to the SPARC install server’s /export /home/cdx86
directory.

Solaris Software 1 of 2 x86 Platform Edition CD

Solaris Software 2 of 2 x86 Platform Edition CD

Solaris x86 Platform Edition Languages CD

Solaris Installation Multilingual x86 Platform Edition CD

On the remote x86 system:

tadpole (remote-x86-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
tadpole (remote-x86-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s2
tadpole (remote-x86-system)# /etc/init.d/nfs.server start

On the SPARC system:

rosemary (SPARC-system)#
rosemary (SPARC-system)#
rosemary (SPARC-system)#
rosemary (SPARC-system)#
rosemary (SPARC-system)#

mkdir /x86S0

mkdir /x86S2

mount tadpole:/cdrom/sol 9 x86/s0 /x86S0
mount tadpole:/cdrom/sol 9 x86/s0 /x86S2
cd /x86S2/Solaris 9/Tools
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EXAMPLE 15-3 Creating an x86 Install Server on a SPARC System With x86 CD Media
(Continued)

rosemary (SPARC-system)# ./setup_install_server -t /x86S0 /export/home/cdx86
rosemary (SPARC-system)# cd /

rosemary (SPARC-system)# unmount /x86S0

rosemary (SPARC-system)# unmount /x86S2

tadpole (remote-x86-system) unshare /cdrom/cdrom0/s0
tadpole (remote-x86-system) unshare /cdrom/cdrom0/s2

rosemary (SPARC-system)# cd /cdrom/cdrom0/Solaris_9/Tools

rosemary (SPARC-system)# ./add_to_install_ server /export/home/cdx86
rosemary (SPARC-system)# cd /cdrom/cdrom0/Tools

rosemary (SPARC-system)# ./add_to_install server /export/home/cdx86

On the remote x86 system:

tadpole (remote-x86-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
tadpole (remote-x86-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s2
tadpole (remote-x86-system)# /etc/init.d/nfs.server start

On the SPARC system:

rosemary (SPARC-system)# mount remote x86 system name:/cdrom/sol_ 9 x86/x86S0
rosemary (SPARC-system)# mount remote x86_ system name:/cdrom/sol_9_ x86/x86S2
rosemary (SPARC-system)# cd /%8682

rosemary (SPARC-system)# ./modify install server -p /export/home/cdx86 /x86S0

In this example, each CD is inserted and automatically mounted before each of the
commands. After each command, the CD is removed.

v To Create a SPARC Install Server on an x86 System
With SPARC CD Media

Use this procedure to create a SPARC install server on an x86 system with SPARC CD
media. You need the following:

®  An x86 system

m A SPARC system with a CD-ROM drive

m A set of CDs for the remote SPARC system

Solaris Software 1 of 2 SPARC Platform Edition CD

Solaris Software 2 of 2 SPARC Platform Edition CD

Solaris SPARC Platform Edition Languages CD
Solaris SPARC Platform Edition Installation CD
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Note — This procedure assumes that the system is running the Volume Manager. If you
are not using the Volume Manager to manage media, refer to System Administration
Guide: Basic Administration for detailed information about managing removable media
without the Volume Manager.

In this procedure, x86-system is the x86 system that is to be the install server and
remote-SPARC-system is the remote SPARC system to be used with the SPARC CD
media.

1.

On the remote SPARC system, become superuser.

The system must include a CD-ROM drive and be part of the site’s network and
name service. If you use a name service, the system must also be in the NIS, NIS+,
DNS, or LDAP name service. If you do not use a name service, you must distribute
information about this system by following your site’s policies.

On the remote SPARC system, insert the Solaris Software 1 of 2 SPARC Platform
Edition CD into the system’s drive.

On the remote SPARC system, add the following entries to the
/etc/dfs/dfstab file.

share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
share -F nfs -o ro,anon=0 /cdrom/cdrom0/sl

On the remote SPARC system, start the NFS daemon.

remote-SPARC-system# /etc/init.d/nfs.server start

On the remote SPARC system, verify that the CD is available to other systems
by using the share command.

remote-SPARC-system# share
- /cdrom/cdrom0/s0 ro,anon=0 " "
- /cdrom/cdrom0/sl ro,anon=0 " "

On the x86 system that is to be the SPARC install server, become superuser.

On the x86 system, access the SPARC CD by creating two directories for the
appropriate mount points, one for the miniroot and one for the product.

x86-system# mkdir directory_name_sO
x86-system# mkdir directory_name_s1

directory_name_s0 Is the name of the directory to contain the product from slice
0

directory_name_s1  Is the name of the directory to contain the miniroot from slice
1
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8. Verify that the CD is properly exported on the remote x86 system.

x86-system# showmount -e remote-SPARC-system
export list for remote-SPARC-system :
/cdrom/sol_9 sparc/s0 (everyone)
/cdrom/sol 9 sparc/sl (everyone)

9. On the x86 system, mount the remote SPARC CD image.
x86-system# mount remote_SPARC_system_name: /edrom/cdrom0/s0 directory_name_s0
x86-system# mount remote_SPARC_system_name: /cdrom/cdrom0/sl directory_name_s1

10. On the x86 system, change to the Tools directory on the mounted disc:

x86-system# cd /directory_name_s0/Solaris_9/Tools

11. On the x86 system, copy the disc in the drive to the install server’s hard disk in
the directory you've created by using the setup install server command:

x86-system# ./setup_install_server -t directory_name_s1 install_dir_path

-t Specifies the path to a boot image if you want to use a boot
image other than the one in the Tools directory on the
Solaris Software 2 of 2 CD.

directory_name_s1 Is the name of the directory that contains the miniroot from
slice 1.

install_dir_path Specifies the directory where the disc image is to be copied.

The directory must be empty.

Note — The setup install server command indicates whether you have
enough disk space available for the Solaris Software disc images. To determine
available disk space, use the df -k1 command.

12. On the x86 system, change to the top directory.
x86-system# cd /

13. On the x86 system, unmount both directories.
x86-system# unmount directory_name_s0

x86-system# unmount directory_name_s1

14. On the SPARC system, unshare both CD-ROM slices.
remote-SPARC-system# unshare /cdrom/cdrom0/s0

remote-SPARC-system# unshare /cdrom/cdrom0/s2
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15. On the SPARC system, eject the Solaris Software 1 of 2 SPARC Platform Edition
CD.

16. Insert the Solaris Software 2 of 2 SPARC Platform Edition CD into the x86 system’s
CD-ROM drive.

17. On the x86 system, change to the Tools directory on the mounted CD:

x86-system# cd /cdrom/cdrom0/Solaris 9/Tools

18. On the x86 system, copy the CD to the install server’s hard disk:
x86-system# ./add_to install server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied
19. Eject the Solaris Software 2 of 2 SPARC Platform Edition CD.

20. On the x86 system, insert the Solaris SPARC Platform Edition Languages CD into
the x86 system’s CD-ROM drive and mount the CD.

21. On the x86 system, change to the Tools directory on the mounted CD:

x86-system# cd /cdrom/cdrom0/Tools

22. On the x86 system, copy the CD to the install server’s hard disk:
x86-system# ./add_to install server install_dir_path

install_dir_path  Specifies the directory where the CD image is to be copied

23. Decide if you want to enable users to use the Solaris Web Start installation
method to boot a system and install the Solaris 9 software from a network.

®  If no, eject the Solaris SPARC Platform Edition Languages CD and proceed to
Step 31.
m  If yes, eject the Solaris SPARC Platform Edition Languages CD and continue.

24. On the remote SPARC system, insert the Solaris SPARC Platform Edition
Installation CD into the SPARC system’s CD-ROM drive.

25. On the remote SPARC system, add the following entry to the /etc/dfs/dfstab
file.

share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
share -F nfs -o ro,anon=0 /cdrom/cdromO/sl

26. On the remote SPARC system, start the NFS daemon.
remote-SPARC-system# /etc/init.d/nfs.server start

27. On the remote SPARC system, verify that the CD is available to other systems:

remote-SPARC-system# share
- /cdrom/multi_sol 9 x86/s0 ro,anon=0 " "
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- /cdrom/multi sol 9 x86/sl ro,anon=0 " "

In the previous sample output, multi_sol_9_x86 refers to the Solaris 9 (x86
Platform Edition) operating environment. This text string varies for each version of
the Solaris operating environment.

28. On the x86 system, mount the slices on the CD.

x86-system# mount remote_SPARC_system_name: /edrom/cdrom0/s0 directory_name_s0
x86-system# mount remote_SPARC_system_name: /edrom/cdrom0/s1 directory_name_s1

29. On the x86 system, change to the directory that contains
modify install server on the mounted CD:

x86-system# cd directory_name_s0

30. Copy the Solaris Web Start interface software to the install server.
x86-system# ./modify install server -p install_dir_path directory_name_s1

-p Preserves the existing image’s miniroot in
install_dir_path/Solaris 9/Tools/Boot.orig

install_dir_path Specifies the directory where the Solaris Web Start interface is
to be copied

directory_name_s1 Name of the directory to contain the miniroot from slice 1
31. Decide if you want to patch the files that are located in the miniroot

(Solaris 9/Tools/Boot) on the net install image that was created by
setup install server.

m  If no, proceed to the next step.

m f yes, use the patchadd -C command to patch the files that are located in the
miniroot.

Caution — Don’t use the patchadd -C unless you have read the Patch README
instructions or have contacted your local Sun support office.

32. Decide if you need to create a boot server.

m  If the install server is on the same subnet as the system to be installed or you are
using DHCP, you do not need to create a boot server. See “Adding Systems to
Be Installed From the Network With a CD Image” on page 155.

m  If the install server is not on the same subnet as the system to be installed and
you are not using DHCP, you must create a boot server. For detailed
instructions on how to create a boot server, refer to “To Create a Boot Server on
a Subnet With a CD Image” on page 153.
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EXAMPLE 15-4 Creating a SPARC Install Server on an x86 System With SPARC CD Media

The following example illustrates how to create a SPARC install server on an x86
system that is named richards. The following SPARC CDs are copied from a remote
SPARC system that is named simpson to the x86 install server’s

/export /home/cdsparc directory.

Solaris Software 1 of 2 SPARC Platform Edition CD
Solaris Software 2 of 2 SPARC Platform Edition CD
Solaris SPARC Platform Edition Languages CD
Solaris SPARC Platform Edition Installation CD

On the remote SPARC system:

simpson (remote-SPARC-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
simpson (remote-SPARC-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/sl
simpson (remote-SPARC-system)# /etc/init.d/nfs.server start

On the x86 system:

richards (x86-system)# mkdir /sparcsSo0

richards (x86-system)# mkdir /sparcsl

richards (x86-system)# mount simpson:/cdrom/cdrom0/s0 /sparcS0

richards (x86-system)# mount simpson:/cdrom/cdrom0/sl /sparcS1l

richards (x86-system)# cd /sparcS0/Solaris 9/Tools

richards (x86-system)# ./setup_install_server -t /sparcS0 /export/home/cdsparc
richards (x86-system)# cd /

richards (x86-system)# unmount /sparcS0

richards (x86-system)# unmount /sparcsSl

On the remote SPARC system:

simpson (remote-SPARC-system) unshare /cdrom/cdrom0/s0
simpson (remote-SPARC-system) unshare /cdrom/cdrom0/sl

On the x86 system:

richards (x86-system)# cd /cdrom/cdrom0/Solaris_9/Tools

richards (x86-system)# ./add_to_install_server /export/home/cdsparc
richards (x86-system)# ed /cdrom/cdrom0/Tools

richards (x86-system)# ./add_to_install server /export/home/cdsparc

On the remote SPARC system:

simpson (remote-SPARC-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/s0
simpson (remote-SPARC-system)# share -F nfs -o ro,anon=0 /cdrom/cdrom0/sl
simpson (remote-SPARC-system)# /etc/init.d/nfs.server start

On the x86 system:

richards (x86-system)# mount remote_ SPARC_system_name: /cdrom/cdrom0 /sparcS0

richards (x86-system)# mount remote_SPARC_system_name: /cdrom/cdrom0 /sparcS1l

richards (x86-system)# cd /sparcS0

richards (x86-system)# ./modify install_server -p /export/home/cdsparc /sparcSl
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EXAMPLE 15-4 Creating a SPARC Install Server on an x86 System With SPARC CD Media

(Continued)

In this example, each CD is inserted and automatically mounted before each of the
commands. After each command, the CD is removed.

Creating a Boot Server on a Subnet With
a CD Image

You must create an install server to install the Solaris software on a system from the
network. You do not always need to set up a boot server. A boot server contains
enough of the boot software to boot systems from the network, and then the install
server completes the installation of the Solaris software.

If you are using DHCP to set installation parameters or your install server and
client are on the same subnet, you do not need a boot server. Proceed to “Adding
Systems to Be Installed From the Network With a CD Image” on page 155.

If your install server and your client are not on the same subnet and you are not
using DHCP, you must create separate boot servers for each subnet. You could
create an install server for each subnet; however, install servers require more disk
space.

To Create a Boot Server on a Subnet With a CD
Image

1.

3.

On the system you intend to make the boot server for the subnet, log in and
become superuser.

The system must include a local CD-ROM drive or have access to the remote
Solaris 9 disc images, which are normally on the install server. If you use a name
service, the system should be in the name service. If you do not use a name service,
you must distribute information about this system by following your site’s policies.

Mount the Solaris Software 1 of 2 CD image from the install server.
# mount -F nfs -o ro server_name:path /mnt

server_name : path Is the install server name and absolute path to the disc image

Create a directory for the boot image.

# mkdir -p boot_dir_path
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boot_dir_path  Specifies the directory where the boot software is to be copied

4. Change to the Tools directory on the Solaris Software 1 of 2 CD image.
# cd /mnt/Solaris_9/Tools

5. Copy the boot software to the boot server.
# ./setup_install_server -b boot_dir_path
-b Specifies to set up the system as a boot server

boot_dir_path  Specifies the directory where the boot software is to be copied

Note — The setup install server command indicates whether you have
enough disk space available for the images. To determine available disk space, use
the df -k1 command.

6. Change directories to root (/).

# cd /

7. Unmount the installation image.

# umount /mnt

You are now ready to set up systems to be installed from the network. See “Adding
Systems to Be Installed From the Network With a CD Image” on page 155.

EXAMPLE 15-5 Creating a Boot Server on a Subnet With CD Media

The following example illustrates how to create a boot server on a subnet. These
commands copy the boot software from the Solaris Software 1 of 2 SPARC Platform
Edition CD image to /export/install/boot on the system’s local disk.

mount -F nfs -o ro crystal:/export/install/boot /mnt
mkdir -p /export/install/boot

cd /mnt/Solaris 9/Tools

./setup_install server -b /export/install/boot

cd /

umount /mnt

H oH o H H

In this example, the disc is inserted and automatically mounted before the command.
After the command, the disc is removed.
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Adding Systems to Be Installed From the
Network With a CD Image

After you create an install server and, if necessary, a boot server, you must set up each
system that you want to install from the network. Each system that you want to install
needs to find the following;:

®  An install server

® A boot server if it is required

®m The sysidcfg file if you use a sysidc£g file to preconfigure system information
® A name server if you use a name service to preconfigure system information

®  The profile in the JumpStart directory on the profile server if you are using the

custom JumpStart installation method

Use the following add_install client procedure for setting up install servers and
clients. Also, see the example procedures for the following:

®  If you are using DHCP to set installation parameters, see Example 15-6.
m  If your install server and client are on the same subnet, see Example 15-7.

m  If your install server and your client are not on the same subnet and you are not
using DHCP, see Example 15-8.

®  If you are using DHCP to set installation parameters for x86 clients, see Example
15-9.

® If you want to use a specific serial port to display output during the installation of
an x86-based system, see Example 15-10.

m  If you want to set up an x86 client to use a specific network interface during the
installation, see Example 15-11.

For more options to use with this command, see the man page,
add_install client(1M).

To Add Systems to Be Installed From the Network
With add_install client (CDs)

If you have a boot server, make sure you have shared the install server installation
image. See the procedure “To Create an Install Server,” Step 6.

1. On the install server or boot server, become superuser.
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2. If you use the NIS, NIS+, DNS, or LDAP name service, verify that the following

information about the system to be installed has been added to the name service:

®  Host name
m  IP address
m  Ethernet address

For more information on name services, see System Administration Guide: Naming
and Directory Services (DNS, NIS, and LDAP).

. Change to the Tools directory on the Solaris 9 CD image on the install server:

# cd /install_dir_path/Solaris_9/Tools

install_dir_path  Specifies the path to the Tools directory

Set up the client system to be installed from the network.

# ./add _install client [-d] [-s install_server:install_dir_path] \
[-c jumpstart_server : jumpstart_dir_path] [-p sysid_server:path] \
[-t boot_image_path] [-b "network_boot_variable=value"] \

[-e ethernet_address] client_name platform_group

-d Specifies that the client is to use DHCP
to obtain the network install parameters.
If you use the -d only, the
add_install client command sets
up the installation information for client
systems of the same class, for example,
all SPARC client machines. To set up the
installation information for a specific
client, use the -d with the -e option.

For x86 clients, use this option to boot
the systems from the network by using
PXE network boot.

For more information about
class-specific installations by using
DHCP, see “Creating DHCP Options
and Macros for Solaris Installation
Parameters” on page 76.

- s install_server:install_dir_path Specifies the name and path to the
install server.

m  install_server is the host name of the
install server

m install_dir_path is the absolute path to
the Solaris 9 CD image

-c jumpstart_server : jumpstart_dir_path Specifies a JumpStart directory for
custom JumpStart installations.
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jumpstart_server is the host name of the
server on which the JumpStart directory
is located. jumpstart_dir_path is the
absolute path to the JumpStart directory.

-p sysid_server : path Specifies the path to the sysidcfg file
for preconfiguring system information.
sysid_server is either a valid host name
or an IP address for the server that
contains the file. path is the absolute
path to the directory containing the
sysidcfg file.

-t boot_image_path Specifies the path to an alternate boot
image if you want to use a boot image
other than the one in the Tools directory
on the Solaris 9 net installation image,
CD, or DVD.

7

-b “boot-property=value’ x86 based systems only: Enables you to
set the value of a boot property variable
that you want to use to boot the client

from the network. The -b must be used

with the -e option.

See the eeprom(1M) man page for
descriptions of boot properties.

-e ethernet_address Specifies the ethernet address of the
client that you want to install. This
option enables you to set up the
installation information to use for a
specific client.

For more information about
client-specific installations by using
DHCP, see “Creating DHCP Options
and Macros for Solaris Installation
Parameters” on page 76.

client_name Is the name of the system to be installed
from the network. This name is not the
host name of the install server.

platform_group Is the platform group of the system to
be installed. A detailed list of platform
groups appears in Appendix C.
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EXAMPLE 15-6 SPARC: Adding a SPARC Install Client on a SPARC Install Server When Using
DHCP (CDs)

The following example illustrates how to add an install client when you are using
DHCP to set installation parameters on the network. The install client is named
basil, which is an Ultra 5 system. The file system
/export/home/cdsparc/Solaris 9/Tools contains the add_install client
command.

For more information on how to use DHCP to set installation parameters for network
installations, see “Supporting Solaris Network Installation with the DHCP Service
(Task Map)” in System Administration Guide: IP Services.

sparc_install_server# cd /export/home/cdsparc/Solaris_9/Tools
sparc_install_server# ./add _install client -d basil sun4u

EXAMPLE 15-7 Adding an Install Client That Is on the Same Subnet as Its Server (CDs)

The following example illustrates how to add an install client that is on the same
subnet as the install server. The install client is named basil, which is an Ultra 5
system. The file system /export/home/cdsparc/Solaris_9/Tools contains the
add_install client command.

install_server# cd /export/home/cdsparc/Solaris 9/Tools
install_server# ./add_install client basil sun4u

EXAMPLE 15-8 Adding an Install Client to a Boot Server (CDs)

The following example illustrates how to add an install client to a boot server. The
install client is named rose, which is an Ultra 5 system. Run the command on the boot
server. The -s option is used to specify an install server that is named rosemary,
which contains a Solaris 9 CD image in /export /home/cdsparc.

boot_server# cd /export/home/cdsparc/Solaris 9/Tools
boot_server# ./add_install client -s rosemary:/export/home/cdsparc rose sun4u
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EXAMPLE 15-9 x86: Adding an x86 Install Client on an x86 Install Server When Using DHCP
(CDs)

The following example illustrates how to add an x86 install client to an install server
when you are using DHCP to set installation parameters on the network. The -d
option is used to specify that clients are to use the DHCP protocol for configuration. If
you plan to use PXE network boot, you must use the DHCP protocol. The DHCP class
name SUNW.i86pc indicates that this command applies to all Solaris x86 network boot
clients, not just a single client. The -s option is used to specify that the clients are to be
installed from the install server that is named rosemary. This server contains a Solaris
Software 1 of 2 x86 Platform Edition CD image in /export/home/cdx86.
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EXAMPLE 15-9 x86: Adding an x86 Install Client on an x86 Install Server When Using DHCP
(CDs) (Continued)

For more information on how to use DHCP to set installation parameters for network
installations, see “Supporting Solaris Network Installation with the DHCP Service
(Task Map)” in System Administration Guide: IP Services.

install server#f e¢d /export/boot/Solaris 9/Tools

install server# ./add_install client -d -s rosemary:/export/home/cdx86 SUNW.\

i86pc i86pc

EXAMPLE 15-10 x86: Specifying a Serial Console to Use During a Network Installation (CDs)

The following example illustrates how to add an x86 install client to an install server
and specify a serial console to use during the installation. This example sets up the
install client in the following manner.

m  The -d option indicates that the client is set up to use DHCP to set installation
parameters.

®  The -e option indicates that this installation will occur only on the client with the
ethernet address 00:07:€9:04:4a:bf.

®  The first and second uses of the -b option instruct the installation program to use
the serial port ttya as an input and an output device.

install server#f ed /export/boot/Solaris 9/Tools
install server# ./add_install client -d -e "00:07:e9:04:4a:bf" \
-b "input-device=ttya" -b "output-device=ttya" i86pc

For a complete description of the boot property variables and values you can use with
the -b option, see the eeprom(1M) man page.

EXAMPLE 15-11 x86: Specifying a Boot Device to Use During a Network Installation (CDs)

The following example illustrates how to add an x86 install client to an install server
and specify a boot device to use during the installation. If you specify the boot device
when you set up the install client, you are not prompted for this information by the
Device Configuration Assistant during the installation.

This example sets up the install client in the following manner.
®m  The -d option indicates that the client is set up to use DHCP to set installation
parameters.

®  The -e option indicates that this installation will occur only on the client with the
ethernet address 00:07:€9:04:4a:bf.

m  The first and second uses of the -b option instruct the installation program to use
the serial port ttya as an input and an output device.

m  The third use of the -b option instructs the installation program to use a specific
boot device during the installation.
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EXAMPLE 15-11 x86: Specifying a Boot Device to Use During a Network Installation
(CDs) (Continued)

Note — The value of the boot device path varies based on your hardware.

m  The i86pc platform name indicates that the client is an x86-based system.

install server# cd /export/boot/Solaris 9/Tools

install server# ./add_install client -d -e "00:07:e9:04:4a:bf" \
-b "input-device=ttya" -b "output-device=ttya" \

-b "bootpath=/pci@0,0/pcilO8e,16a8@8" i86pc

For a complete description of the boot property variables and values you can use with
the -b option, see the eeprom(1M) man page.
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CHAPTER 1 6

Preparing to Install From the Network
(Command Reference)

This chapter lists the commands used to set up network installations.

TABLE 16-1 Network Installation Commands

Command

Platform

Description

add_install client

setup_install server

(CD media only)

add_to_install server

(CD media only)

modify install server

mount

All

All

All

All

All

A command that adds network installation information about
a system to an install server or boot server from the network.
The add_install_client(1M) man page contains more
information.

A script that copies the Solaris 9 DVD or CDs to an install
server’s local disk or copies the boot software to a boot
server. The setup_install_server(1M) man page
contains more information.

A script that copies additional packages within a product tree
on the CDs to the local disk on an existing install server. The
add_to_install_server(1M) man page contains more
information.

A script that adds the Solaris Web Start user interface
software to the Solaris 9 CD images on an existing install
server or boot server. This script enables you to use the
Solaris Web Start program to boot a system and install the
Solaris 9 software from a network. The

modify install_server(1M) man page contains more
information. A system with 64 Mbytes or less RAM does not
have enough memory to install a machine by using the
Solaris Web Start program.

A command that enables the mounting of file systems and
shows the mounted file systems, including the file system on
the Solaris DVD or Solaris Software and Solaris Languages
CDs. The mount(1M) man page contains more information.
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TABLE 16-1 Network Installation Commands (Continued)

Command Platform Description

showmount -e All A command that lists all the shared file systems that are
located on a remote host. The showmount(1M) man page
contains more information.

uname -i All A command for determining a system’s platform name, for
example, SUNW, SPARCstation-5, or i86pc. You might need
the system’s platform name when you install the Solaris
software. The uname(1) man page contains more information.

patchadd -C net_install_image All A command to add patches to the files that are located in the
miniroot, Solaris 9/Tools/Boot, on a net installation
image of a DVD or CD that is created by
setup_install_server. This facility enables you to patch
Solaris installation commands and other miniroot-specific
commands. nef_install_image is the absolute path name of the
net installation image. The patchadd(1M) man page
contains more information.

Caution — Don’t use the patchadd -C command unless you
have read the Patch README instructions or have contacted
your local Sun support office.

reset SPARC An Open Boot PROM command for resetting the system and
rebooting the machine. Or, if you boot and see a series of
error messages about I/O interrupts, press the Stop and A
keys at the same time, and then type reset at the ok or >
PROM prompt.

banner SPARC An Open Boot PROM command that displays system
information, such as model name, Ethernet address, and
memory installed. You can issue this command only at the ok
or > PROM prompt.
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CHAPTER 1 7

Using the Solaris Web Start Program
(Tasks)

This chapter explains how to use the Solaris Web Start program on the Solaris DVD or
Solaris Installation CD to install or upgrade Solaris software.

Note - If you want to install the Solaris operating environment on a machine or
domain that does not have a directly attached DVD-ROM or CD-ROM drive, you can
use a DVD-ROM or CD-ROM drive that is attached to another machine. For detailed
instructions, refer to Appendix F

This chapter contains the following topics:

m  “Solaris Web Start Program GUI or CLI” on page 163

m  “SPARC: Performing an Installation or Upgrade With the Solaris Web Start
Program” on page 164

m  “x86: Performing an Installation or Upgrade With the Solaris Web Start Program”
on page 169

m  “Solaris Web Start Postinstallation and Upgrade Tasks” on page 176

Solaris Web Start Program GUI or CLI

You can run the Solaris Web Start program with a GUI or with a CLI. For x86 systems,
the Device Configuration Assistant is included in the Solaris Web Start program.

m  GUI - Requires a local or remote DVD-ROM or CD-ROM drive or network
connection, video adapter, keyboard, monitor, and enough memory.

m  CLI - Requires a local or remote DVD-ROM or CD-ROM drive or network
connection, keyboard, and monitor. You can run the Solaris Web Start installation
CLI with the tip command. For more information, see the man page, tip(1).
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If the Solaris Web Start program detects a video adapter for the system, it
automatically displays the GUL If the Solaris Web Start program does not detect a
video adapter, it automatically displays the CLI. The content and sequence of
instructions in both the GUI and the CLI are generally the same.

164

SPARC: Performing an Installation or
Upgrade With the Solaris Web Start
Program

You can either install or upgrade the Solaris operating environment by using the
Solaris Web Start program, which is on the Solaris SPARC Platform Edition DVD or the
Solaris SPARC Platform Edition Installation CD.

Note — If you are installing from the Solaris Installation CD, refer to “Requirements
When Using the Solaris Installation CD” on page 46 for special requirements.

For the installation, ensure that you have the following;:

®  For a DVD installation, the Solaris SPARC Platform Edition DVD

m  For a CD installation:

®  Solaris SPARC Platform Edition Installation CD.
m  Solaris Software 1 of 2 SPARC Platform Edition CD.

®  Solaris Software 2 of 2 SPARC Platform Edition CD — The installation program
prompts you for this CD if necessary.

m  Solaris SPARC Platform Edition Languages CD — The installation program
prompts you for this CD if necessary to support languages for specific
geographic regions.
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SPARC: Task Map: Performing a Solaris Web Start
Installation

TABLE 17-1 Performing a Solaris Web Start Installation Task Map

system configuration

Task Description For Instructions
Verify system Verify that your system meets the requirements to “Memory Requirements”
requirements. install or upgrade with the Solaris Web Start program. | on page 43
Gather the necessary Follow the checklist and complete the worksheet to be | Chapter 6
information. sure that you have all of the information you need to
install the Solaris software.
(Optional) Preconfigure | Use the sysidcfg file or the name service to Chapter 7

preconfigure installation information (for example,

to upgrade the system.

information. locale) for a system. Preconfiguring system
information prevents the installation program from
prompting you during the installation.
(Upgrade only) Prepare | Back up the system. System Administration Guide:

Basic Administration

(Optional) Set up the
system to install from the
network.

To install a system from a remote DVD or CD net
installation image, you need to set up the system to
boot and install from an install server or boot server.

Chapter 15

post-upgrade tasks.

Install or upgrade. Boot the system and follow the prompts to install or | “SPARC: To Perform an
upgrade the Solaris software. Installation or Upgrade With
the Solaris Web Start
Program” on page 165
(Upgrade only) Perform | Correct any local modifications that were lost during | “To Correct Local

the upgrade.

Modifications After
Upgrading” on page 177

v SPARC: To Perform an Installation or Upgrade
With the Solaris Web Start Program

1.

drive or by using a net image.

If you're using a DVD-ROM or CD-ROM drive, insert the Solaris SPARC
Platform Edition DVD or Solaris SPARC Platform Edition Installation CD.

If you're using a net installation image, change directories to where the
installation media is located. You might need to contact your network
administrator for the location. For more information on installing from the

network, see Chapter 14 or Chapter 15.

Boot the system.

Chapter 17 » Using the Solaris Web Start Program (Tasks)

Decide if you want to install the software by using the DVD-ROM or CD-ROM
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m  If the system is new, out-of-the-box, turn on the system.

m [f you want to install or upgrade an existing system, shut down the system.
®  To boot from the local DVD or CD, type the following command.

ok boot cdrom [- nowin]

®  To boot from an install server on a network, type the following command.
ok boot net [- nowin]

nowin  Specifies to run the Solaris Web Start program in CLI mode.

The Solaris Web Start installation begins.

3. If you are prompted, answer the system configuration questions.

®  If you preconfigured all of the system configuration information, the Solaris
Web Start program does not prompt you to enter any configuration
information.

m  If you did not preconfigure the system configuration information, use the
“Worksheet for Installation” on page 52 or the “Worksheet for Upgrading”
on page 58 to help you answer the system configuration questions.

If you are using the GUI, after you confirm the system configuration information,

the Solaris Web Start Installation Kiosk and Welcome to Solaris dialog box appear.
If your system has insufficient memory, the Kiosk does not display.
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FIGURE 17-1 Solaris Web Start Kiosk Menu

You can click on any link in the Kiosk menu.

Note — In some situations, the Kiosk might cover a dialog box. To display a hidden
dialog box, from the Kiosk menu, choose Send Kiosk to Background.

The Installer Questions screen appears.

4. Decide if you want to reboot the system automatically and if you want to
automatically eject the disc. Click NEXT.

The Specify Media screen appears.

5. Specify the media you are using to install.

®  If you are installing a Solaris Flash archive, continue.
m  If you are not installing a Solaris Flash archive, proceed to Step 6.
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a. Type the information that you are prompted to enter.

Media Selected Prompt

DVD or CD Insert the disc where the Solaris Flash archive is located.

Network File System Specify the path to the network file system where the
Solaris Flash archive is located. You can also specify the
archive file name.

HTTP Specify the URL and proxy information that is needed to
access the Solaris Flash archive.

FTP Specify the FTP server and the path to the Solaris Flash
archive. Specify the user and password information that
allows you access to the FTP server. Specify any proxy
information that is needed to access the FTP server.

Local tape Specify the local tape device and the position on the tape

where the Solaris Flash archive is located.

If you selected to install an archive from a DVD, CD, or from an NFS server, the
Select Flash Archives panel is displayed.

b. For archives that are stored on a disc or an NFS server, on the Select Flash
Archives panel, select one or more Solaris Flash archives to install.

c. On the Flash Archives Summary panel, confirm the selected archives and

click Next.

d. On the Additional Flash Archives panel, you can install an additional Solaris
Flash archive by specifying the media where the other archive is located. If
you do not want to install additional archives, select None and click Next to
continue the installation. Proceed to Step 7.

6. Decide if you want to perform an initial installation or an upgrade.

The Solaris Web Start program determines if the system can be upgraded. You
must have an existing Solaris root (/) file system. If you are upgrading by using the
Solaris Installation CD, you must have a 512-Mbyte slice. The Solaris Web Start
program detects the necessary conditions and then upgrades the system.

7. Follow the instructions on the screen to install the Solaris software. If you are
NOT installing a Solaris Flash archive, you can also install additional software.

When the Solaris Web Start program finishes installing the Solaris software, the
system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can find
the installation logs in the following directories:

m /var/sadm/system/logs
m /var/sadm/install/logs
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8. If you are upgrading the Solaris software, you might need to correct some local

modifications that were not preserved. For detailed instructions, refer to “To
Correct Local Modifications After Upgrading” on page 177.

x86: Performing an Installation or
Upgrade With the Solaris Web Start
Program

You can install the Solaris operating environment on your x86 system by using the
Solaris Web Start program on the Solaris DVD or Solaris Installation CD.

Note — If you are installing from the Solaris Installation CD, refer to “Requirements
When Using the Solaris Installation CD” on page 46 for special requirements.

Ensure that you have the following media:
m  If you are installing from a DVD, use the Solaris x86 Platform Edition DVD
®  If you are installing from CD media, use the following;:

m  Solaris x86 Platform Edition Installation CD

m  Solaris Software 1 of 2 x86 Platform Edition CD

m  Solaris Software 2 of 2 x86 Platform Edition CD — The installation program
prompts you for this CD if necessary.

m  Solaris x86 Platform Edition Languages CD — The installation program prompts

you for this CD if necessary to support languages for specific geographic
regions.

x86: Task Map: Performing a Solaris Web Start
Installation

TABLE 17-2 x86: Performing a Solaris Web Start Installation Task Map

Task Description For Instructions
Verify system Verify that your system meets the requirements to “Memory Requirements”
requirements. install or upgrade with the Solaris Web Start program. | on page 43

Chapter 17 » Using the Solaris Web Start Program (Tasks)
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TABLE 17-2 x86: Performing a Solaris Web Start Installation Task Map

(Continued)

Task

Description

For Instructions

Gather the necessary

Follow the checklist and complete the worksheet to be

Chapter 6

to upgrade the system.

information. sure that you have all of the information you need to
install the Solaris software.
(Upgrade only) Prepare | Back up the system. System Administration Guide:

Basic Administration

(Optional) Set up the
system to install from the
network.

To install a system from a remote Solaris x86 Platform
Edition DVD or Solaris Software x86 Platform Edition
CD net installation image, you must set up the system
to boot and install from an install server or boot
server.

Chapter 15

post-upgrade task.

the upgrade.

Install or upgrade. Boot the system and follow the prompts to install or | “x86: To Perform an
upgrade the Solaris software. Installation or Upgrade With
the Solaris Web Start
Program” on page 170
(Upgrade only) Perform | Correct any local modifications that were lost during | “To Correct Local

Modifications After
Upgrading” on page 177

v x86: To Perform an Installation or Upgrade With
the Solaris Web Start Program

1.

drive or by using a net installation image.

If you're using a DVD-ROM or CD-ROM drive, insert the Solaris x86 Platform
Edition DVD or the Solaris x86 Platform Edition Installation CD.

If you're using a net installation image, change directories to where the
installation media is located. You might need to check with your network
administrator for the location. For more information on installing from the

network, see Chapter 14 or Chapter 15.

Decide how to boot the system.

Decide if you want to install the software by using the DVD-ROM or CD-ROM

= If you boot from the Solaris DVD or the Solaris Installation CD, insert the disc.
Your system’s BIOS must support booting from a DVD or CD.

170

If you boot from the network, use Preboot Execution Environment (PXE)
network boot. The system must support PXE. Enable the system to use PXE by
using the system’s BIOS setup tool or the network adapter’s configuration setup

tool.

If you boot from a diskette, insert a Solaris Device Configuration Assistant x86
Platform Edition diskette into the system’s diskette drive.
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Note — You can copy the Device Configuration Assistant software to a diskette
from the Solaris x86 Platform Edition DVD or Solaris Software 2 of 2 x86 Platform
Edition CD by using the procedure in Appendix L.

. Boot the system by shutting it down and then turning it off and on.
A memory test and hardware detection are executed. The screen refreshes.

. When the Solaris Device Configuration Assistant screen is displayed, press
F2_Continue.

The Bus Enumeration screen appears with the message:

Determining bus types and gathering hardware configuration data ...

The Scanning Devices screen appears. System devices are scanned. When scanning
is complete, the Identified Devices screen appears.

. Decide if you need to make any changes.
m  Press F2_Continue to make no changes.
®  Select changes and press F4.

The Loading screen is displayed with messages about drivers that are loaded to
boot your system. After a few seconds, the Boot Solaris screen appears.

. On the Boot Solaris screen, select DVD, CD, Net, or Disk, and press
F2_Continue.

The Solaris Web Start program checks the default boot disk for the requirements to
install or upgrade the system.
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Note - If you are installing by using the Solaris Installation CD, several
requirements must be met. If you cannot meet these requirements, use the Solaris
Web Start program from the DVD or a net installation image, or the Solaris
suninstall program or custom JumpStart to install. These requirements are the
following;:

®  The BIOS and SCSI driver for the default boot disk must support logical block
addressing (LBA).

m  If the default boot disk does not have a Solaris £disk partition, you are
prompted to create a partition. You are asked if you want to run £disk and
create a Solaris £disk partition. If you answer Yes, the £disk user interface
opens so you can manually add a Solaris £disk partition on the disk. If you
answer No, the installer exits.

m  If the default boot disk does not have an x86 boot partition, the Solaris Web
Start program creates a partition for you from a portion of the Solaris fdisk
partition. Any data on the Solaris £disk partition is destroyed. You cannot
create this partition manually. If you answer Yes to formatting the disk, the
partition is created from the Solaris £disk partition. If you answer No, you
must choose another method of installing.

® Jf you want to preserve an existing Service partition on your system, select
Default when the Solaris Web Start program asks you if you want to customize
the £disk partitions on the default boot disk.

m  Later in the installation, you can create, modify, or delete partitions through
format panels. But, after the Solaris £disk partition and x86 boot partition are
created, the disk is frozen and you cannot edit the disk. If you have multiple
disks, you can edit those disks at the fdisk panels.

The Solaris Web Start program detects each requirement on the default boot disk
and prompts you for configuration information that was not found.

. If you are prompted, answer the system configuration questions.

m [f you preconfigured all of the system configuration information, proceed to
Step 8.

®  Jf you did not preconfigure the system configuration information, use the
“Worksheet for Installation” on page 52 or the “Worksheet for Upgrading”
on page 58 to help you answer the system configuration questions.

After a few seconds, the Solaris Installation Program screen appears.

On the Solaris Installation Program screen, press F2_Continue.

The kdmconfig — Introduction screen appears.

9. Decide if you have enough memory to run the GUL

m  Press F2_Continue if you have enough memory to display the GUIL
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10.

11.

12.

13.

m  Press F4_Bypass if you don’t have enough memory, and the CLI is displayed.
The kdmconfig — View and Edit Window System Configuration screen appears.

If the kdmconfig utility cannot detect the video driver, the kdmconfig utility
selects the 640x480 VGA driver. The Solaris Web Start GUI cannot be displayed
with the 640x480 VGA driver. As a result, the Solaris Web Start CLI is displayed. To
use the Solaris Web Start GUI, use the kdmconfig utility to select the correct video
driver for your system.

(Optional) Examine the configuration information on the kdmconfig — View and
Edit Window System Configuration screen and make any changes you need.

When you are finished, select No changes needed — Test/Save and Exit and press
F2_Continue.

The kdmconfig Window System Configuration Test screen appears.

Press F2_Continue.

The screen refreshes and the kdmconfig Window System Configuration Test palette
and pattern screen appears.

Move the pointer and examine the colors that are shown on the palette to ensure
that they are displayed accurately.

= If the colors are not displayed accurately, click No. If possible, press any key on
the keyboard, or wait until kdmconfig exits the kdmconfig Window System
Configuration Test screen automatically. Repeat Step 10 through Step 13 until
the colors are displayed accurately and you can move the pointer as expected.
m  If the colors are displayed accurately, click Yes.

The Solaris Web Start Installation Kiosk and Welcome to Solaris dialog box appear.
If your system has insufficient memory, the Kiosk is not displayed.

Chapter 17 » Using the Solaris Web Start Program (Tasks) 173



Selads Wit SHat wil skl o 0 iakaing solaare ol Selans

Willkomrien e, i .
. Ay SAEL Bienvenido
H\.h" :;Ua.-- - l:u‘] ":,; MeT

FIGURE 17-2 Solaris Web Start Kiosk Menu

You can click on any link in the Kiosk menu.

Note - In some situations, the Kiosk might cover a dialog box. To display a hidden
dialog box, from the Kiosk menu, choose Send Kiosk to Background.

14. If you are prompted, answer any remaining configuration questions.
The Installer Questions screen appears.

15. Decide if you want to reboot the system automatically and if you want to
automatically eject the disc. Click NEXT.
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Note — If you are using PXE to boot from a network, select manual reboot. You must
ensure that the system does not boot from the network when it reboots. To disable
network boot, during the reboot use the system’s BIOS setup tool or network
adapter’s configuration setup tool.

The Specify Media screen appears.

16. Specify the media you are using to install.

m  If you are installing a Solaris Flash archive, continue.
®  If you are not installing a Solaris Flash archive, proceed to Step 17.

a. Type the information that you are prompted to enter.

Media Selected

Prompt

DVD or CD

Network File System

HTTP

FTP

Local tape

Insert the disc where the Solaris Flash archive is located.

Specify the path to the network file system where the
Solaris Flash archive is located. You can also specify the
archive file name.

Specify the URL and proxy information that is needed to
access the Solaris Flash archive.

Specify the FTP server and the path to the Solaris Flash
archive. Specify the user and password information that
allows you access to the FTP server. Specify any proxy
information that is needed to access the FTP server.

Specify the local tape device and the position on the tape
where the Solaris Flash archive is located.

If you selected to install an archive from a DVD, CD, or from an NFS server, the
Select Flash Archives panel is displayed.

b. For archives that are stored on a disc or an NFS server, on the Select Flash
Archives panel, select one or more Solaris Flash archives to install.

c. On the Flash Archives Summary panel, confirm the selected archives and

click Next.

d. On the Additional Flash Archives panel, you can install an additional Solaris
Flash archive by specifying the media where the other archive is located. If
you do not want to install additional archives, select None and click Next to
continue the installation. Complete the installation.
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When the Solaris Web Start installation program is finished installing the Solaris
software, the system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can
find the installation logs in the following directories:

m /var/sadm/system/logs
® /var/sadm/install/logs

17. Decide if you want to perform an initial installation or an upgrade.
The Solaris Web Start program determines if the system can be upgraded. You
must have an existing Solaris root (/) file system. If you are upgrading by using the
Solaris Installation CD, you must have a 512-Mbyte slice. The Solaris Web Start
program detects the necessary conditions and then upgrades the system.

Note — If you restored the Service partition on your system before you started the
installation, you might not be able to upgrade to the Solaris operating
environment.

18. Follow the instructions on the screen to install the Solaris software and any
additional software on the system.

When the Solaris Web Start installation program is finished installing the Solaris
software, the system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can find
the installation logs in the following directories:

® /var/sadm/system/logs
m /var/sadm/install/logs

19.If you are upgrading the Solaris software, you might need to correct some local
modifications that were not preserved. For detailed instructions, refer to “To
Correct Local Modifications After Upgrading” on page 177.

176

Solaris Web Start Postinstallation and
Upgrade Tasks

After you install or upgrade the Solaris operating environment, you might need to
perform these tasks.
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To Correct Local Modifications After Upgrading

When you upgrade, the Solaris Web Start program merges local software
modifications of the existing system with the new Solaris software. However, in some
situations, merging is not possible. After you finish upgrading a system, you might
need to correct some local modifications that were not preserved.

Caution - Your system might not boot if you do not correct the local modifications that
were not preserved.

1. Review the contents of the following file to determine whether you need to
correct local modifications that the Solaris Web Start program could not preserve.

/a/var/sadm/system/data/upgrade cleanup
2. Correct any local modifications that were not preserved.

3. Reboot the system.

# reboot
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CHAPTER 1 8

Using the Solaris suninstall
Program (Tasks)

This chapter explains how to use the Solaris suninstall program on the Solaris
Software 1 of 2 CD to install or upgrade the Solaris software.

m  “Solaris suninstall Program” on page 179

m  “SPARC: Performing an Installation or Upgrade With the Solaris suninstall
Program” on page 180

m  “x86: Performing an Installation or Upgrade With the Solaris suninstall
Program” on page 183

m  “Solaris suninstall Program Post-Upgrade Task” on page 189

Solaris suninstall Program

You can run the Solaris suninstall program with a CLI. For x86 systems, the Device
Configuration Assistant is included in the Solaris suninstall program. The Solaris
suninstall program requires a local or remote CD-ROM drive or network
connection, keyboard, and monitor. You can run the Solaris suninstall program
with the tip command. For more information, see the man page, tip(1).

Note — To navigate through the text, use Control-U to move up a page and Control-D
to move down a page.
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SPARC: Performing an Installation or
Upgrade With the Solaris suninstall
Program

You can either install or upgrade the Solaris operating environment on your SPARC
system by using the Solaris suninstall program on the Solaris Software 1 of 2 CD.
You cannot install any additional software with the Solaris suninstall program.

Ensure that you have the following CDs:

m  Solaris Software 1 of 2 SPARC Platform Edition CD.

m  Solaris Software 2 of 2 SPARC Platform Edition CD — The installation program
prompts you for this CD if necessary.

m  Solaris SPARC Platform Edition Languages CD — The installation program prompts
you for this CD if necessary to support languages for specific geographic regions.

SPARC: Task Map: Performing a Solaris
suninstall Program Installation

TABLE 18-1 SPARC: Task Map: Performing a Solaris suninstall Program Installation

Task Description For Instructions
Gather the necessary Follow the checklist and complete the worksheet to be | Chapter 6
information. sure that you have all of the information you need to

install the Solaris software.

(Upgrade only) Prepare | Back up the system. System Administration Guide:
to upgrade the system. Basic Administration
(Optional) Preconfigure | Use the sysidc£g file or the name service to Chapter 7

system configuration preconfigure installation information for a system, for

information. example locale. Preconfiguring system information

prevents the installation program from prompting
you to supply the information during the installation.

(Optional) Set up the To install a system from a remote Solaris Software Chapter 15
system to install from the | SPARC Platform Edition CD image, you need to set up
network. the system to boot and install from an install server or

boot server.
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TABLE 18-1 SPARC: Task Map: Performing a Solaris suninstall Program Installation (Continued)

Task

Description

For Instructions

Install or upgrade.

Boot the system and follow the prompts to install or
upgrade the Solaris software.

“SPARC: To Perform an
Installation or Upgrade With
the Solaris suninstall
Program” on page 181

post-upgrade task.

(Upgrade only) Perform | Correct any local modifications that were lost during

the upgrade.

“Solaris suninstall
Program Post-Upgrade Task”
on page 189

v SPARC: To Perform an Installation or Upgrade
With the Solaris suninstall Program

1. Decide if you want to install the software by using a CD-ROM drive or by using

a net image.

m  If you're using a CD-ROM drive, insert the Solaris Software 1 of 2 SPARC

Platform Edition CD

m If you're using a net installation image, change directories to where the
installation media is located, as in the following example. You might need to
check with your network administrator for the location. The following

command is an example.

% cd /net/install-svr/export/Solaris 9/sparc

Boot the system.

m  If the system is new, out-of-the-box, turn on the system.

®  If you want to install or upgrade an existing system, shut down the system.

m  To boot from the local CD, type the following command.

ok boot cdrom

= To boot from an install server on a network, type the following command.

ok boot net

The Solaris suninstall program begins.

If you are prompted, answer the system configuration questions.

If you preconfigured all of the system configuration information, the Solaris
suninstall program does not prompt you to enter any configuration

information.

If you did not preconfigure the system configuration information, use the
“Worksheet for Installation” on page 52 or the “Worksheet for Upgrading”
on page 58 to help you answer the system configuration questions.
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4. Follow the instructions on the screen to install the Solaris software on the
system.

m If you are not installing a Solaris Flash archive, complete the installation. If you
are upgrading or need to install additional software, proceed to Step 5.

When the Solaris suninstall program finishes installing the Solaris software,
the system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can
find the installation logs in the following directories.

® /var/sadm/system/logs

® /var/sadm/install/logs

m If you are installing a Solaris Flash archive, continue.

a. On the Flash Archive Retrieval Method screen, select the location of the
Solaris Flash archive.

The Solaris suninstall program installation prompts you to proceed,
depending on the media you selected.

b. Type the information that you are prompted to enter.

Media Selected Prompt

HTTP Specify the URL and proxy information that is needed to
access the Solaris Flash archive.

FTP Specify the FTP server and the path to the Solaris Flash
archive. Specify the user and password information that
allows you access to the FTP server. Specify any proxy
information that is needed to access the FTP server.

Network File System Specify the path to the network file system where the
Solaris Flash archive is located. You can also specify the
archive file name.

Local file Specify the path to the local file system where the Solaris
Flash archive is located.

Local tape Specify the local tape device and the position on the tape
where the Solaris Flash archive is located.

Local device Specify the local device, the path to the Solaris Flash
archive, and the type of file system on which the Solaris
Flash archive is located.

c. On the Flash Archive Selection screen, you can install an additional Solaris
Flash archive by selecting New. If you do not want to install additional
archives, press Continue to complete the installation.
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When the Solaris suninstall program finishes installing the Solaris software, the
system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can find
the installation logs in the following directories.

® /var/sadm/system/logs
® /var/sadm/install/logs

If you are upgrading the Solaris software, you might need to correct some local
modifications that were not preserved. For detailed instructions, refer to “Solaris
suninstall Program Post-Upgrade Task” on page 189.

(Optional) To install additional software, refer to System Administration Guide:
Basic Administration.

x86: Performing an Installation or
Upgrade With the Solaris suninstall
Program

You can either install or upgrade the Solaris operating environment on your x86
system by using the Solaris suninstall program on the Solaris Software 1 of 2 CD.
You cannot install any additional software with the Solaris suninstall program.

Ensure that you have the following CDs:

Solaris Software 1 of 2 x86 Platform Edition CD.

Solaris Software 2 of 2 x86 Platform Edition CD — The installation program prompts
you for this CD if necessary.

Solaris x86 Platform Edition Languages CD — The installation program prompts you
for this CD if necessary to support languages for specific geographic regions.
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x86: Performing a suninstall Installation Task
Map

TABLE 18-2 x86: Performing an Interactive Installation Task Map

Task

Description

For Instructions

Gather the necessary

Follow the checklist and complete the worksheet to be

Chapter 6

system to install from the
network.

Platform Edition CD image, you need to set up the
system to boot and install from an install server or
boot server.

information. sure that you have all of the information you need to
install the Solaris software.
(Upgrade only) Prepare | Back up the system. System Administration Guide:
to upgrade the system. Basic Administration
(Optional) Preconfigure | You can use the sysidc£g file or the name service to | Chapter 7
system configuration preconfigure installation information (for example,
information. locale) for a system so the installation program
does not prompt you to supply the information
during the installation.
(Optional) Set up the To install a system from a remote Solaris Software x86 | Chapter 15

Install or upgrade.

Boot the system and follow the prompts to install or
upgrade the Solaris software.

“x86: To Perform an
Installation or Upgrade With
the Solaris suninstall
Program” on page 184

(Upgrade only) Perform
post-upgrade task.

Correct any local modifications that were lost during
the upgrade.

“Solaris suninstall
Program Post-Upgrade Task”
on page 189

v x86: To Perform an Installation or Upgrade With
the Solaris suninstall Program

1. Decide if you want to install the software by using the CD-ROM drive or by
using a net image.

184

If you're using a CD-ROM drive, insert the Solaris Software 1 of 2 x86 Platform

Edition CD.

If you're using a net image, change directories to where the installation media is
located. You might need to check with your network administrator for the

location. The following command is an example.

°

% cd /net/install-svr/export/Solaris 9/x86

Decide how to boot the system.
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®  If you boot from the Solaris Installation CD, insert the CD. Your system’s BIOS
must support booting from a CD.

m  If you boot from the network, use Preboot Execution Environment (PXE)
network boot. The system must support PXE. Enable the system to use PXE by
using the system’s BIOS setup tool or the network adapter’s configuration setup
tool.

m  If you boot from a diskette, insert the Solaris Device Configuration Assistant x86
Platform Edition diskette into the system’s diskette drive.

x86 only — You can copy the Device Configuration Assistant software to a
diskette from the Solaris x86 Platform Edition DVD or Solaris Software 2 of 2 x86
Platform Edition CD by using the procedure in Appendix L

3. Boot the system by shutting it down and then turning it off and on.
A memory test and hardware detection are executed. The screen refreshes.

®  If you are using the Solaris Software 1 of 2 x86 Platform Edition CD and Solaris
Software 2 of 2 x86 Platform Edition CDs, the following message appears.

SunOS - x86 Platform Edition Primary Boot Subsystem, vsn 2.0

Then, information similar to the following test appears.

SunOS Secondary Boot version 3.00

Solaris x86 Platform Edition Booting System

Running Configuration Assistant...

®  If you are using PXE network boot to boot from the network, the following
message appears.

Solaris network boot...

Then, information similar to the following text appears.

SunOS Secondary Boot version 3.00

Solaris x86 Platform Edition Booting System

Running Configuration Assistant...

m  If you are using the Solaris Device Configuration Assistant x86 Platform Edition
diskette, the following appears.

Solaris Boot Sector Version 1
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Then, information similar to the following text appears.

Solaris for x86 - FCS DCB Version 1.242

loading /solaris/boot.bin

The screen refreshes and information similar to the following text appears.

SunOS Secondary Boot version 3.00
Solaris x86 Platform Edition Booting System

Running Configuration Assistant...

4. When the Solaris Device Configuration Assistant screen appears, press

F2_Continue.
The Bus Enumeration screen appears with the message:

Determining bus types and gathering hardware configuration data ...

The Scanning Devices screen appears. System devices are scanned. When scanning
is complete, the Identified Devices screen appears.

Decide if you need to make any changes.
m  Press F2_Continue to make no changes.
m  Select changes and press F4.

The Loading screen appears and contains messages about drivers that are loaded
to boot your system. After a few seconds, the Boot Solaris screen appears.

On the Boot Solaris screen, select CD, Net, or Disk and press F2_Continue.

The Solaris suninstall program checks the default boot disk for the
requirements to install or upgrade the system.

Note - If you want to preserve an existing Service partition on your system, choose
the appropriate option from the Create Solaris £disk Partition screen. For more
information on preserving the Service partition, see “x86: Change in Default
Boot-Disk Partition Layout” on page 48.

If you restored the Service partition on your system before you started the
installation, you might not be able to upgrade to the Solaris operating
environment.

Solaris 9 4/04 Installation Guide ® April 2004



10.

11.

12.

13.

14.

15.

If you are prompted, answer the system configuration questions.
m  If you preconfigured all of the system configuration information, proceed to
Step 8.

®  If you did not preconfigure the system configuration information, use the
“Worksheet for Installation” on page 52 or the “Worksheet for Upgrading”
on page 58 to help you answer the system configuration questions.

After a few seconds, the Solaris Installation Program screen appears.

Press F2_Continue.

The kdmconfig — Introduction screen appears.

Press F2_Continue.

The kdmconfig - View and Edit Window System Configuration screen appears.

(Optional) Examine the configuration information on the kdmconfig — View and
Edit Window System Configuration screen and make any changes you need.

When you are finished, select No changes needed — Test/Save and Exit, and press
F2_Continue.

The kdmconfig Window System Configuration Test screen appears.

Press F2_Continue.

The screen refreshes and the kdmconfig Window System Configuration Test palette
and pattern screen appears.

Move the pointer and examine the colors that are shown on the palette to ensure
that they are displayed accurately.

= If the colors do not display accurately, click No. If possible, press any key on the
keyboard, or wait until kdmconfig exits the kdmconfig Window System
Configuration Test screen automatically. Repeat Step 10 through Step 13 until
the colors are displayed accurately and you can move the pointer as expected.

m  If the colors display accurately, click Yes.

The Solaris suninstall program begins.

If you are prompted, answer any remaining system configuration questions.

m  If you preconfigured all of the system configuration information, the Solaris
suninstall program does not prompt you to enter any configuration
information.

m  If you did not preconfigure the system configuration information, use the
“Worksheet for Installation” on page 52 or the “Worksheet for Upgrading”
on page 58 to help you answer the system configuration questions.

’

Decide if you want to reboot the system automatically and if you want to
automatically eject the disc.
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Note — If you are using PXE from a network to boot, select manual reboot. You must
ensure that the system does not boot from the network when it reboots. To disable
network boot, during the reboot use the system’s BIOS setup tool or network
adapter’s configuration setup tool.

16. Follow the instructions on the screen to install the Solaris software on the
system.

m [f you are not installing a Solaris Flash archive, complete the installation. If you
are upgrading or need to install additional software, proceed to Step 17.

When the Solaris suninstall program finishes installing the Solaris software,
the system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can
find the installation logs in the following directories.

m /var/sadm/system/logs

m /var/sadm/install/logs

m If you are installing a Solaris Flash archive, continue.

a. On the Flash Archive Retrieval Method screen, select the location of the
Solaris Flash archive.

The Solaris suninstall program installation prompts you to proceed,
depending on the media you selected.

b. Type the information that you are prompted to enter.

Media Selected Prompt

HTTP Specify the URL and proxy information that is needed to
access the Solaris Flash archive.

FTP Specify the FTP server and the path to the Solaris Flash
archive. Specify the user and password information that
allows you access to the FTP server. Specify any proxy
information that is needed to access the FTP server.

Network File System Specify the path to the network file system where the
Solaris Flash archive is located. You can also specify the
archive file name.

Local file Specify the path to the local file system where the Solaris
Flash archive is located.

Local tape Specify the local tape device and the position on the tape
where the Solaris Flash archive is located.
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17.

18.

Media Selected Prompt

Local device Specify the local device, the path to the Solaris Flash
archive, and the type of file system on which the Solaris
Flash archive is located.

c. On the Flash Archive Selection screen, you can install an additional Solaris
Flash archive by selecting New. If you do not want to install additional
archives, press Continue to complete the installation.

When the Solaris suninstall program finishes installing the Solaris software, the
system reboots automatically or prompts you to reboot manually.

After the installation is finished, installation logs are saved in a file. You can find
the installation logs in the following directories:

® /var/sadm/system/logs
m /var/sadm/install/logs

If you are upgrading the Solaris software, you might need to correct some local
modifications that were not preserved. For detailed instructions, refer to “Solaris
suninstall Program Post-Upgrade Task” on page 189.

(Optional) To install additional software, refer to System Administration Guide:
Basic Administration.

Solaris suninstall Program
Post-Upgrade Task

When you upgrade, the Solaris suninstall program merges local software
modifications of the existing system with the new Solaris software. However, in some
situations, merging is not possible. After you finish upgrading a system, you might
need to correct some local modifications that were not preserved.

Caution - Your system might not boot if you do not correct the local modifications that
were not preserved.
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v To Correct Local Modifications After Upgrading

1. Review the contents of the following file to determine whether you need to
correct local modifications that the Solaris suninstall program could not
preserve.

/a/var/sadm/system/data/upgrade cleanup
2. Correct any local modifications that were not preserved.

3. Reboot the system.

# reboot

190 Solaris 9 4/04 Installation Guide * April 2004



CHAPTER 1 9

Solaris Flash Installation Feature
(Topics)

This section provides instructions for creating Solaris Flash archives and using Solaris
Flash archives to install the Solaris operating environment on multiple systems.

Chapter 20 Provides overview and planning information on creating
and installing Solaris Flash archives.

Chapter 21 Provides step-by-step instructions for creating Solaris
Flash archives.

Chapter 22 Provides references to instructions for using Solaris Flash
archives to install systems. Also provides instructions for
administering archives.

Chapter 23 Describes syntax and options for the flar create
command. Describes keywords for Solaris Flash archive
information.
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CHAPTER 20

Solaris Flash (Overview and Planning)

This chapter provides an introduction to the Solaris Flash installation feature. Also
included in the chapter is information necessary for planning a Solaris Flash
installation in your environment.

m  “Solaris Flash Introduction” on page 193
m  “Planning Your Solaris Flash Installation” on page 198

Solaris Flash Introduction

The Solaris Flash installation feature enables you to use a single reference installation
of the Solaris operating environment on a system, which is called the master system.
Then, you can replicate that installation on a number of systems, which are called
clone systems. You can replicate clone systems with a Solaris Flash initial installation
that overwrites all files on the system or with a Solaris Flash update that only includes
the differences from two system images. A differential update changes only the files
that are specified and is restricted to systems that contain software consistent with the
old master image.

Installing Clone Systems With an Initial Installation

You can install a master system with a Solaris Flash archive for an initial installation
by using any installation method: Solaris Web Start, Solaris suninstall program,
custom JumpStart, Solaris Live Upgrade or WAN boot. All files are overwritten. The
Solaris Flash installation is a five—part process.

1. Install the master system. You select a system and use any of the Solaris installation
methods to install the Solaris operating environment and any other software.
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2. (Optional) Prepare customization scripts to reconfigure or customize the clone
system before or after installation.

3. Create the Solaris Flash archive. The Solaris Flash archive contains a copy of all of
the files on the master system, unless you excluded some nonessential files.

4. Install the Solaris Flash archive on clone systems. The master system and the clone
system must have the same kernel architecture.

When you install the Solaris Flash archive on a system, all of the files in the archive
are copied to that system. The newly installed system now has the same
installation configuration as the original master system, thus the system is called a
clone system. Some customization is possible with the use of scripts.

5. (Optional) Save a copy of the master image. If you plan to create a differential
archive, the master image must be available and identical to the image installed on
the clone systems.

For step-by-step instructions, see “Installing the Master System” on page 209.

Figure 20-1 shows an installation of clone systems with an initial installation. All files
are overwritten.
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FIGURE 20-1 Solaris Flash Initial Installation

Updating Clone Systems With a Solaris Flash
Differential Archive

If you have a clone system and want to update it, you can create a differential archive
that contains only the differences between two images, the unchanged master image

and an updated master image. When you update a clone system with a differential

archive, only the files that are in the differential archive are changed. You can choose

to install a Solaris Flash differential archive with the custom JumpStart installation

method or Solaris Live Upgrade. An update is a five-part process.

1. Prepare the master system with changes. Before changes are made, the master
system should be running a duplicate of the original archive.

Chapter 20 * Solaris Flash (Overview and Planning)
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Note — If the master system is not running a duplicate of the original archive, the
differences between the two system images might result in a large differential
archive. Consequently, installing the differential archive could be time consuming.
Use an initial installation with a full archive in this case.

2. (Optional) Prepare customization scripts to reconfigure or customize the clone
system before or after installation.

3. Mount the directory of a copy of the saved-unchanged master image. This second
image is to be used to compare the two system images. Access the image by the
following methods.

®  Mounted from a Solaris Live Upgrade boot environment
®  Mounted from a clone system over NFS
m  Restored from backup using the uf srestore command

Create the differential archive with the -A option of the flar create command.

Install the differential archive on clone systems with custom JumpStart. Or, you can
use Solaris Live Upgrade to install the differential archive on an inactive boot
environment.

Figure 20-2 shows the creation and installation of a differential archive. A master
image is updated with some modifications. These modifications could be as simple as
the addition, reconfiguration, or deletion of a few files, or as complex as propagating
patches. The updated master image is compared to the unchanged master image. The
differences between the two images become the differential archive. The archive can be
used to update other clone systems that are currently using the unchanged master
image. If the clone system has already been modified or is not running the unchanged
master image, the update fails. If you have many changes to make on the clone
systems, you can do an initial installation at any time.
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Planning Your Solaris Flash Installation

Before you create and install a Solaris Flash archive, you must make some decisions
about how you want to install the Solaris operating environment on your systems. The
first time you install a system, you need to install with a full archive that is an initial
installation. After a system has been installed with an archive, the system can be
updated with a differential archive. The differential archive installs only the differences
between two archives.

Designing an Initial Installation of the Master
System

The first task in the Solaris Flash installation process is to install a system, the master
system, with the configuration that you want each of the clone systems to have. You
can use any of the Solaris installation methods to install an archive on the master
system. The installation can be a subset or a complete installation of the Solaris
operating environment. After you complete the installation, you can add or remove
software or modify any configuration files.

The master system and the clone systems must have the same kernel architectures. For
example, you can only use an archive that was created from a master system that has a
sun4u architecture to install clones with a sun4u architecture.

You must install the master system with the exact configuration that you want on each
of the clone systems. The decisions that you make when you design the installation of
the master system depend on the following:

m  The software that you want to install on the clone systems

m  Peripheral devices that are connected to the master system and the clone systems

®  The architecture of the master system and the clone systems

The software on the system can then be customized. See “Customizing an Archive’s
Files and Directories” on page 202. The master system can also be modified and set up

for an update of a clone system. See “Planning the Creation of a Solaris Flash Archive”
on page 200.

Customizing the Solaris Installation on the Master System

After you install the Solaris operating environment on the master system by using any
of the Solaris installation methods, you can add or delete software and modify system
configuration information as necessary.
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®  Delete software. You can remove software that you determine is not necessary to
install on the clone systems. To see a list of software that is installed on the master
system, use the Product Registry. For detailed instructions, refer to System
Administration Guide: Basic Administration.

®  Add software. You can install software that is included in the Solaris release. You
can also add software that is not delivered as part of the Solaris operating
environment. All of the software that you install on the master system is included
in the Solaris Flash archive and is installed on the clone systems.

®  Modify configuration files. You can alter configuration files on the master system.
For example, you can modify the /etc/inet/inetd. conf file to restrict the
daemons that the system runs. All of the modifications that you make are saved as
part of the Solaris Flash archive and are installed on the clone systems.

Further customization can be done when creating the archive. For example, you can
exclude large data files that you might not want in the archive. For an overview, see
“Customizing an Archive’s Files and Directories” on page 202.

To update a clone system, you can create a differential archive. See “Planning the
Creation of a Solaris Flash Archive” on page 200.

Creating Archives for SPARC and x86 Systems

If you want to use the Solaris Flash installation method to install the Solaris software
on both SPARC and x86 systems, you must create a separate Solaris Flash archive for
each platform. Use the Solaris Flash archive that was created from the SPARC master
system to install SPARC systems. Use the Solaris Flash archive that was created from
the x86 master system to install x86 systems.

SPARC: Supporting Peripheral Devices Not Found on the
Master System

Choosing the drivers to install on the master system depends on the type of peripheral
devices attached to both the master system and the clone system and depends on the
type of software group installed. If the clone systems have different peripheral devices
than the master system, you need to install the appropriate drivers on the master
system before you create the archive.

Note — When you install Solaris software, some hardware-specific drivers are installed
only if their supported hardware is found on the system.

If you install the master system with the Core, End User, Developer, or Entire Software
Group, the master system supports only the peripheral devices that are attached to the
master system at the time of installation. You can install support for peripheral devices
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on the master system even though the master system does not have the devices by
installing the master system with the Entire Plus OEM Software Group. All drivers are
installed regardless of the hardware present on the system. Or, you can install selected
packages that support the peripherals needed.

If you install any software group except the Entire Plus OEM Software Group on your
master system, you might not have all the drivers that you need to correctly install
your clone systems. For example, if you install the Entire Software Group on a master
system that has a GX CG6 frame buffer, only the GX CG6 frame buffer driver is
installed. This situation is not a problem if all the clone systems you want to install
have the GX CG6 frame buffer or no frame buffer.

If you want to install the archive on clone systems that have other frame buffers
installed, such as the Elite 3D, then the clone system does not have frame buffer
support. Therefore, you must create an archive that includes all frame buffers by
installing the Entire Plus OEM Software Group or installing the frame buffer drivers
you want by adding the appropriate frame buffer driver packages to the master
system.

You can install support for peripherals on clone systems that are different from the
master system in one of the following ways.

m Install the Entire Plus OEM Software Group — The Entire Plus OEM Software
Group is the largest Software Group available. This group contains every package
that is found in the Solaris operating environment. If you install this group on the
master system, the master system includes all of the drivers that are included with
the Solaris release. A Solaris Flash archive that is created from a master system that
you install with the Entire Plus OEM Software Group works on any clone system
that has peripheral devices supported by the installed release of the Solaris
operating environment.

Installing master systems with the Entire Plus OEM Software Group guarantees
compatibility with other peripheral configurations. However, the Entire Plus OEM
Software Group requires over 1 Gbyte of disk space. The clone systems might not
have the space that is required to install the Entire Plus OEM Software Group.

m  Install selected packages — When you install the master system, you can install only
the packages that you need for the master system and the clone systems. By
selecting specific packages, you can install only support for the peripherals that
you know exist on the master system or clone systems.

Planning the Creation of a Solaris Flash Archive

You can create an archive from the master system or create a differential archive from
two system images. The differential archive installs only the differences between the
two images.
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Planning to Create the Solaris Flash Archive for an Initial
Installation

After you install the master system, the next task in the Solaris Flash installation
process is to create a Solaris Flash archive. Files on the master system are copied to a
Solaris Flash archive along with various pieces of identification information. You can
create a Solaris Flash archive while the master system is running in multiuser mode or
single-user mode. You can also create a Solaris Flash archive after you boot from one
of the following;:

m  Solaris DVD
m  Solaris Software 1 of 2 CD
®  An image of the Solaris Software and the Solaris Languages CDs

Planning to Create the Solaris Flash Differential Archive
for an Update

If you have a clone system and want to update it, you can create a differential archive
that contains only the differences between two images, the unchanged master image
and an updated master image. One image can be your system that is running the
original software that was installed on the clone, or you need to access a saved copy of
the unchanged master image. This image is to be updated with the desired changes.
Another image is to be accessed and used for comparison. The differences between
these two images is the differential archive. You can install a Solaris Flash differential
archive with the custom JumpStart installation method. Or, you can use Solaris Live
Upgrade to install a differential archive on an inactive boot environment. After you
update a clone system with a differential archive, only the files that are in the
differential archive are changed on the clone system. Scripts can be used to customize
the archive before or after installation, which is especially helpful for reconfiguration.

An unchanged master image should be saved after the initial installation so it could be
accessed by any of the following methods.

m A Solaris Live Upgrade boot environment, mounted on some directory that uses
the lumount command. For a description of a Solaris Live Upgrade boot
environment, see Chapter 33.

® A clone system that is mounted over NFS with root permissions.

® A system backup that can be restored with the uf sdump command.

For step-by-step instructions, see “To Create a Solaris Flash Differential Archive With
an Updated a Master Image” on page 219.
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Customizing an Archive’s Files and Directories

When you create a Solaris Flash archive, some files and directories that are to be
copied from the master system can be excluded. If you have excluded a directory, you
can also restore specified files or subdirectories under that directory. For example, you
could create an archive that excludes all files and directories in /a/aa/bb/c. The
content of the bb subdirectory could be included. The only content then would be in
the bb subdirectory.

Caution — Use the flar create file-exclusion options with caution. If you exclude
some directories, others that you were unaware of might be left in the archive, such as
system configuration files. The system would then be inconsistent and the installation
would not work. Excluding directories and files is best used with data that can easily
be removed without disrupting the system, such as large data files.

The following table lists the flar create command options that can exclude files
and directories and restore files and subdirectories.

How Specified? Options That Exclude Options That Include
Specify the name of the -x exclude_dir/filename -y include_dir/filename
directory or file
Use a file that contains a list -X list_filename - £ list_filename

-z list_filename -z list_filename

For descriptions of these options, see Table 23-7.

For examples of customizing an archive, see “Examples—Creating an Archive for an
Initial Install” on page 215.

Customizing an Archive With Scripts

After the software is installed on the master system, special scripts can be run during
creation, installation, postinstallation and first reboot. These scripts enable you to do
the following:

m  Configure applications on clone systems. You can use a custom JumpStart script for
some uncomplicated configurations. For more complicated configurations, special
configuration file processing might be necessary on the master system or before or
after installation on the clone system.

®  Protect local customizations on clone systems. Local preinstallation and
postinstallation scripts reside on the clone and protect local customizations from
being overwritten by the Solaris Flash software.
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®  ]dentify nonclonable, host-dependent data that enables you to make the archive
host independent. Host independence is enabled by modifying such data or
excluding it from the archive. An example of host-dependent data is a log file.

®  Validate software integrity in the archive during creation.

m  Validate the installation on the clone system.

Guidelines for Creating a Custom Script

When creating a scripts other than the reboot script, following these guidelines to
assure the script does not corrupt the operating environment or otherwise disrupt the
system. These guidelines enable the use of Solaris Live Upgrade, which creates a new
boot environment for installation of the operating environment. The new boot
environment can be installed with an archive while the current system is running.

Note — These guidelines are not for reboot scripts that are allowed to run daemons or
make other types of modification to the root (/) file system.

m  Scripts must not affect the currently running system. The currently running
operating environment might not be the one running when the Solaris Flash
archive is installed.

®  Scripts must not start or stop any daemon processes.

®  Scripts must not depend on the output of commands such as ps, truss, or uname,
which are dependent on the operating environment. These commands report
information about the currently running system.

®  Scripts must not send any signals or otherwise affect any currently running
processes.

®  Scripts can use standard UNIX commands that facilitate shell scripting such as
expr, cp, and 1s.

For an overview of Solaris Live Upgrade, see Chapter 33.

Solaris Flash Archive Sections

Solaris Flash archives contain the following sections. Some sections can be used by
you to identify and customize the archive and view status information on the
installation. For a further description of each section, see Chapter 23.

Chapter 20 * Solaris Flash (Overview and Planning) 203



TABLE 20-1 Flash Archive Sections

Section Name

Informational
Only

Description

Archive cookie

Archive identification

User-defined

Manifest

Predeployment,
Postdeployment,
Reboot

Summary

Archive files

X

The first section contains a cookie that identifies the file as a Solaris Flash
archive.

The second section contains keywords with values that provide
identification information about the archive. Some identification
information is supplied by the archive software. Other specific
identification information can be added by you by using options to the
flar create command.

This section follows the identification section. You can define and insert
these sections to customize the archive. The Solaris Flash archive does not
process any sections that you insert. For example, a section could contain a
description of the archive or perhaps a script to check the integrity of an
application.

This section is produced for a Solaris Flash differential archive and used
for validating a clone system. The manifest section lists the files on a
system to be retained, added to, or deleted from the clone system. This
section is informational only, lists the files in an internal format, and
cannot be used for scripting.

This section contains internal information that the flash software uses
before and after installing an operating environment image. Any scripts
that you have provided are included in this section.

This section contains messages about the archive creation. The section also
records the activities of predeployment and postdeployment scripts. You
can view the success of the installation in this section by writing a script to
send output to this section.

The archive files section contains the files that have been gathered from the
master system.

When to Create the Archive for an Initial Installation

Create the archive when the system is in as static a state as possible.

Create the archive after software is installed on the master system and before software
is configured. For example, Solaris Volume Manager stores metainformation outside
the file system. If you have an encapsulated and mirrored boot disk, the creation of the
archive is not possible. Because archive creation does not access the metainformation
outside the file system, the archive must be created before configuration.

204 Solaris 9 4/04 Installation Guide ¢ April 2004



Where to Store the Solaris Flash Archive

After you create the Solaris Flash archive, you can save the archive on the hard disk of
the master system or on a tape. After you save the archive, you can copy it to any file
system or media that you choose.

Network File System (NFS) server

HTTP or HTTPS server

FIP server

Tape

CD, DVD

Diskette

Local drive of clone system that you want to install

Compressing the Archive

When you create the Solaris Flash archive, you can specify that the archive be saved as
a compressed file by using the compress (1) utility. An archive that is compressed
requires less disk storage space and creates less congestion when you install the
archive over a network.

Planning the Installation of Solaris Flash Archives

The final task in the Solaris Flash installation process is to install Solaris Flash archives
on clone systems.

You can use any of the Solaris installation methods to install Solaris Flash archives on
clone systems.

The Solaris Web Start program on the Solaris DVD or Solaris Installation CD enables
you to install Solaris Flash archives that are stored on the following:

m  Disc (DVD or CD)
NEFS server

HTTP server

FTP server

Local tape

For installation instructions, see “SPARC: Performing an Installation or Upgrade With
the Solaris Web Start Program” on page 164 or “x86: Performing an Installation or
Upgrade With the Solaris Web Start Program” on page 169.

The Solaris suninstall program on the Solaris Software 1 of 2 CD enables you to
install Solaris Flash archives that are stored on the following:

m  NFS server
m  HTTP server
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FTP server

Local file

Local tape

Local device, including CD

For installation instructions, see “SPARC: Performing an Installation or Upgrade With
the Solaris suninstall Program” on page 180 or “x86: Performing an Installation or
Upgrade With the Solaris suninstall Program” on page 183.

The custom JumpStart installation program enables you to install Solaris Flash
archives that are stored on the following:

NES server

HTTP or HTTPS server

FTP server

Local tape

Local device, including DVD or CD
Local file

For installation instructions, see “To Prepare to Install a Solaris Flash Archive With a
Custom JumpStart Installation” on page 305.

Solaris Live Upgrade enables you to install Solaris Flash archives that are stored on the
following;:

HTTP server

FTP server

NFS server

Local file

Local tape

Local device, including DVD or CD

For installation instructions, see “Installing Solaris Flash Archives on a Boot
Environment” on page 446.
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CHAPTER 21

Creating Solaris Flash Archives (Tasks)

This chapter provides the procedures for creating a Solaris Flash archive. These
procedures include installing a master system and then creating a Solaris Flash archive
from that master system. You can also create a differential archive if you have
previously installed an archive on a clone system. When the differential archive is
created, two images are compared: the unchanged master image and an updated
image. The differential archive installs only the differences between the two images.
Also, procedures to create scripts are provided to reconfigure or otherwise customize

the archive.

“Task Map: Creating Solaris Flash Archives ” on page 207
“Installing the Master System” on page 209

“Creating Customization Scripts” on page 210
“Creating a Solaris Flash Archive” on page 214

Task Map: Creating Solaris Flash
Archives

TABLE 21-1 Task Map: Creating a Solaris Flash Archive to Install With an Initial Installation

Task

Description

For Instructions

Install your chosen software
configuration on the master system

Determine the configuration that
meets your needs and use any of the
Solaris installation methods to install
the master system.

“To Install the Master System for an
Initial Installation” on page 209
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TABLE 21-1 Task Map: Creating a Solaris Flash Archive to Install With an Initial Installation

(Continued)

Task

Description

For Instructions

(Optional) Create customization
scripts

Determine if you need to create

scripts to do the following:

®m  Customize or reconfigure the
archive

B Protect local changes on clone
systems

“Creating Customization Scripts”
on page 210

Create the Solaris Flash archive

Use the flar create command to
create an archive.

“To Create a Solaris Flash Archive
for an Initial Installation”
on page 214

(Optional) Save a copy of the archive

Keep a copy of the archive for future
comparison to update a clone
system with a differential archive.

“To Create a Solaris Flash Archive
for an Initial Installation”
on page 214

TABLE 21-2 Task Map: Creating a Solaris Flash Archive to Update a Clone System

Task

Description

For Instructions

Prepare master image

Make changes to the unchanged
master image such as adding or
deleting packages or installing
patches.

“Installing the Master System”
on page 209

(Optional) Create customization
scripts

Determine if you need to create

scripts to do the following:

®m  Customize or reconfigure the
archive

®  Protect local changes on clone
systems

“Creating Customization Scripts”
on page 210

Create the Solaris Flash differential
archive

1. Mount the unchanged master
image.

2. Use the flar create
command to compare the two
images and create the differential
archive.

“To Create a Solaris Flash
Differential Archive With an
Updated a Master Image”
on page 219
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Installing the Master System

You install the master system with the software configuration that you want other
systems to have. You can install clone systems with an initial installation that
overwrites all files on the system or with an update that only includes the differences
between two images. For an initial installation, use any of the Solaris installation
methods to install the Solaris operating environment on the master system.

If you have previously installed an archive on a clone system, you can update that
system with changes by using a differential archive. The changes are made to the
original image such as installing patches, or adding and removing packages. The
differential archive overwrites only the files specified in the archive. For the procedure
for updating the original master image and creating a differential archive, see “To
Create a Solaris Flash Differential Archive With an Updated a Master Image”

on page 219.

To Install the Master System for an Initial
Installation

1. Identify the system configuration that you want to install.

2. With the use of the Solaris installation methods, install the Solaris operating
environment on the master system. For a discussion of the different installation
methods, refer to Chapter 3.

3. Customize your Solaris installation in any of the following ways:

m  Delete software.

= Add software.

®  Modify configuration files.

m  Add support for peripheral devices on the clone system.

You can create custom scripts or use the flar create command to create the
archive.

®  To create custom scripts, see “Creating Customization Scripts” on page 210.
m  To create the archive, see “Creating a Solaris Flash Archive” on page 214.
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Creating Customization Scripts

Scripts can customize the archive. Use these scripts for the following purposes:

A precreation script validates the archive at creation time and prepares the archive
for later customization, especially differential archives. This script also can create a
user-defined section in the archive.

A predeployment script validates the archive during installation and prepares the
archive for later customization.

A postdeployment script reconfigures a new system image on a clone system.

A reboot script processes a final reconfiguration after the system is rebooted.

For guidelines on creating scripts, see “Guidelines for Creating a Custom Script”
on page 203.

V¥ To Create a Precreation Script

This script runs during archive creation. The script has various uses.

2.

Validates the contents and the integrity of the software. The script fails the archive
creation if the integrity is broken.

Prepares products for later customization on clone system.
Registers other installation scripts dynamically during archive creation.

Adds a message to the flash-creation summary file. The message must be short and
record only that scripts were started and finished and the results. You can view the
results in the summary section.

Create the precreation script. Follow the guidelines that are described in
“Guidelines for Creating a Custom Script” on page 203.

Store the script in the /etc/flash/precreation directory.

EXAMPLE 21-1 Excerpts From a Precreation Script

The following examples are excerpts from a precreation script.

To log the start time in the summary section, use the following example:

echo "MyApp precreation script started"s>> SFLASHDIR/summary

To check the software integrity, use the £1check command. This command cannot
be used at the command line. The syntax for this command is as follows:

flcheck software component files and directories . ..| -

For example, to validate the files and directories, use the following example:
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EXAMPLE 21-1 Excerpts From a Precreation Script (Continued)

flcheck software component files and directories
If Not in selection - refuse creation

echo "Myapp Integrity Damage">>$FLASHDIR/summary
Or, to keep new files and directories that are unexpected and not fail the archive
creation, use the following example:

flcheck software component files and directories
If Not in selection include by force
flinclude software component

m  To register deployment scripts and data, use the following example:
m  Copy the script to the following directory:

cp predeployment script /etc/flash/predeployment

m Or, to register the script dynamically during archive creation, copy the script to
the following directory.

cp predeployment script SFLASHDIR/predeployment

m  To see application specific data in a user-defined section, use the following
example:

cp custom section SFLASHDIR/custom_sections/MyApp

®  To log the success of the installation in the summary section, use the following
example:

echo "product one flash preparation started." >>$FLASH DIR/summary

echo "product one flash preparation finished successfully">>$FLASH DIR/summary

EXAMPLE 21-2 Precreation Script

#!/bin/sh
echo "Test precreation script started" >> $FLASH DIR/summary
cat /opt/TestApp/critical file list | flcheck -

if [ $? != 0 ]; then
echo "Test precreation script failure" >> $FLASH DIR/summary
exit 1

fi

echo "Test precreation script started" >> $FLASH DIR/summary
/opt/TestApplication/license_cloning
SFLASH DIR/predeployment/.TestApplicationLicenceTransfer \
$FLASH_DIR/custom sections/TestApplicationLicenceCounter
echo "Test precreation script finished" >> S$SFLASH DIR/summary
exit 0
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Using a Precreation Script to Create a User-Defined
Archive Section

A precreation script can create a user-defined section in the archive to provide specific
application information. This section is intended for archive maintenance. The script
must be put in the SFLASH_DIR/sections directory. The Solaris Flash archive does
not process a user-defined section. For example, a section could contain a description
of the archive or perhaps a script to check the integrity of an application.

A user-defined section requires the following format.

Must be line oriented

Must terminate with newline (ASCII Ox0a) characters

Can have unlimited length of individual lines

Encode binary data by using base64 or a similar algorithm

To Create a Predeployment Script

This script is run before the installation of the archive. If the script is meant to validate
the archive, it is kept in the archive. If the script is meant to preserve local
configurations on the clone system, it is kept on the clone system. This script also can
analyze and collect local data necessary for later customization. For example,
client-specific information can be saved before being overwitten by files about to be
extracted. This information can then be used in the final stage after extraction.

1. Create the predeployment script. Follow the guidelines that are described in
“Guidelines for Creating a Custom Script” on page 203.

2. Store the script in one of the following directories.

m  For archive validation, store in the /etc/flash/predeployment directory.

m Jf you are referencing with a precreation script, store in the
$FLASH DIR/preinstall directory.

m If you are preserving configurations on a clone system, provide the path to the
script that is stored on the clone system with the local_customization
keyword in the JumpStart profile.

EXAMPLE 21-3 Predeployment Script

#!/bin/sh
SFLASH DIR/TestApplication/check hardware
if [ $? != 0 ]; then
echo Unsupported hardware
exit 1
fi
$FLASH DIR/TestApplication/check licence key
if [ $? != 0 ]; then

echo No license for this host
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EXAMPLE 21-3 Predeployment Script (Continued)

exit 1
fi
$FLASH DIR/TestApplication/deploy license key \

SFLASH DIR/TestApplication/.TestApplicationLicenceTransfer
SFLASH DIR/TestApplication/save data_ files $FLASH DIR/flash

exit 0

To Create a Postdeployment Script

This script is kept in the archive or stored in a local directory on the clone system and
runs after installation. The script reconfigures a new system image on a clone system.
If the script is stored in the archive, the changes affect all the clone systems. If the
script is stored in a local directory on the clone system, the changes affect only the
clone system. For example, client-specific information that is saved by a
predeployment script can be applied to the clone environment, completing the
installation.

Postdeployment scripts can also be used to clean up files after the archive is installed.
For example, log files such as those files in /var/adm can be cleaned out.

Note — Not all log files need a script for cleanup. Log files in /var/tmp can be
excluded when the archive is created.

1. Create the postdeployment script. Follow the guidelines described in
“Guidelines for Creating a Custom Script” on page 203.

2. Store the script in one of the following directories.

m  To affect all clone systems, store the script in the
/etc/flash/postdeployment directory.

m  To affect only a local clone system, provide the path to the script that is stored
on the clone system with the local customization keyword in the
JumpStart profile.

EXAMPLE 21-4 Postdeployment Script

#!/bin/sh
SFLASH DIR/TestApplication/clone reconfiguration
$FLASH DIR/TestApplication/restore data SFLASH DIR/flash
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To Create a Reboot Script

This script is kept in the archive and runs after the system is rebooted. The script does
any final configuration after system reconfiguration.

After you install the Solaris Flash archive on a clone system, some host-specific files
are deleted and are re-created for the clone machine. The installation program uses the
sys-unconfig(lM) command and the sysidtool(1M) programs to delete and
re-create host-specific network configuration files. The files that are re-created include,
for example, /etc/hosts, /etc/defaultrouter, and /etc/defaultdomain.
You can use the reboot script for any final reconfiguration.

1. Create the reboot script.
2. Store the script in the /etc/flash/reboot directory.

EXAMPLE 21-5 Creating a Reboot Script

#!/bin/sh
SFLASH DIR/TestApplication/finalize license
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Creating a Solaris Flash Archive

You can create an archive with an initial installation that overwrites all the files on the
clone system, or you can create a differential archive that only overwrites the changes
that are specified. For an overview of a differential archive, see “Planning to Create the
Solaris Flash Differential Archive for an Update” on page 201.

To Create a Solaris Flash Archive for an Initial
Installation

After you install the master system, create a Solaris Flash archive to use to install other
systems.

1. Boot the master system and run it in as inactive a state as possible.

When possible, run the system in single-user mode. If that is not possible, shut
down any applications that you want to archive and any applications that require
extensive operating system resources.

You can create a Solaris Flash archive while the master system is running in
multiuser mode, single-user mode, or while booted from one of the following:

m  Solaris DVD.
m  Solaris Software 1 of 2 CD.
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®  An image of the Solaris Software. If you are using CD media, the image could
include the Solaris Languages CD if needed.

2. To create the archive, use the flar create command.

# flar create -n name options path/filename

name The name that you give the archive. The name you specify is the value
of the content_name keyword.

options For a description of options, see “£1lar create” on page 238.

path The path to the directory in which you want to save the archive file. If

you do not specify a path, flar create saves the archive file in the
current directory.

filename  The name of the archive file.

m  [If the archive creation is successful, the flar create command returns an exit
code of 0.

m  [f the archive creation fails, the f1lar create command returns a nonzero exit
code.

3. Make a copy of the archive and save it. The copy can be used in the future to
update a clone system with a differential archive.

Examples—Creating an Archive for an Initial Install

File systems can be copied exactly or can be customized by excluding some directories
or files. You can achieve the same results by using different options. Use the options
that best suit your environment.

The file systems in the following examples have been greatly simplified for
clarification. Rather than use file system names such as /var, /usr, or /opt, the
master system file structure for these examples is the following;:

/aaa/bbb/ccc/ddd
/aaa/bbb/fff
/aaa/eee

/999

Caution — Use the flar create file exclusion options with caution. If you exclude
some directories, others that you were unaware of might be left in the archive, such as
system configuration files. The system would then be inconsistent and the installation
would not work. Excluding directories and files is best used with data that can easily
be removed without disrupting the system, such as large data files.
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EXAMPLE 21-6 Creating an Exact Duplicate Archive

In this example, the archive is named archivel. It is copied exactly from the master
system and then compressed. The archive is an exact duplicate of the master system
and stored in archivel.flar.

# flar create -n archivel -c archivel.flar

To check on the file structure of the archive, type the following.

# flar info -1 archivel.flar
aaa

aaa/bbb

aaa/bbb/ccc

aaa/bbb/ccc/ddd

aaa/bbb/fff

aaa/eee

aaa/eee

999

EXAMPLE 21-7 Creating an Archive and Excluding and Including Files and Directories

In this example, the archive is named archive2. It is copied from the master system
but is not an exact copy. The content under the /aaa directory is excluded, but the
content in /aaa/bbb/ccc remains.

# flar create -n archive2 -x /aaa -y /aaa/bbb/ccc archive2.flar

To check on the file structure of the archive, type the following. The excluded
directories that include copied files appear, but only the files that were restored contain
data.

# flar info -1 aaa
aaa

aaa/bbb/ccc
aaa/bbb/ccc/ddd
aaa/bbb

999
EXAMPLE 21-8 Creating an Archive Excluding and Including Files and Directories by Using
Lists

In this example, the archive is named archives. It is copied from the master system
but is not an exact copy.

The exclude file contains the following list:
/aaa

The include file contains the following list:

/aaa/bbb/ccc
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EXAMPLE 21-8 Creating an Archive Excluding and Including Files and Directories by Using
Lists (Continued)

The content under the /aaa directory is excluded, but the content in /aaa/bbb/ccc
remains.

# flar create -n archive5 -X exclude -f include archive5.flar

To check on the file structure of the archive, type the following. The excluded
directories that include copied files appear, but only the files that were restored contain
data.

# flar info -1 archive5.flar
aaa

aaa/bbb/ccc

aaa/bbb/ccc/ddd

aaa/bbb

999

EXAMPLE 21-9 Creating an Archive Excluding Files and Directories by Using a List and
Restoring a Directory

You can combine options -x, -y, -X and - £. In this example, options -X and -y are
combined. The archive is named archives. It is copied from the master system but is
not an exact copy