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Noti ces

References in this publication to | BM products, progranms, or services do
not inply that IBMintends to nmake these available in all countries in
which | BM operates. Any reference to an | BM product, program or service
is not intended to state or inply that only I1BMs product, program or
service may be used. Any functionally equival ent product, program or
service that does not infringe any of IBMs intellectual property rights
or other legally protectible rights may be used instead of the |IBM
product, program or service. Evaluation and verification of operation in
conjunction with other products, prograns, or services, except those
expressly designated by IBM are the user's responsibility.

| BM may have patents or pending patent applications covering subject
matter in this docunment. The furnishing of this docunent does not give
you any license to these patents. You can send license inquiries, in
witing, to the IBMDirector of Commercial Relations, |BM Corporation
Pur chase, Ny 10577.

Subt opi cs
Trademar ks and Acknow edgment s
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Tradenmar ks and Acknow edgment s

The followi ng trademarks apply to this book:

O

Al X is a registered trademark of International Business Mchine
Cor por ati on.

IBMis a registered trademark of International Business Michine
Cor por ati on.

NFS is a registered trademark of Sun M crosystens, |nc.

PS/ 2 and Personal Systeni2 are registered trademarks of Internationa
Busi ness Machi nes Corporati on.

RPC is a trademark of Sun M crosystens, |nc.

RT is a registered trademark of International Business Mchine
Cor por ati on.

System 370 is a trademark of International Business Mchine
Cor por ati on.

UNI X is a registered trademark of UN X System Laboratories, Inc. i
the USA and ot her countri es.

Portions of the code and docunentati on were devel oped at the El ectrical
Engi neeri ng and Conputer Sciences Departnent at the Berkel ey Canpus of the
University of California under the auspices of the Regents of the
University of California.
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About This Book

About Thi s Book

Thi s book provides instructions for personnel responsible for supervising
Al X/ 370 systens. Al X/ 370 systens can consist of Systenf 370 or 370

Ext ended Architecture conputers running |BM Al X/ 370 for System 370 and
System 370XA (hereafter referred to as Al X/ 370). This book should be used
by the system adm nistrator to oversee file system nai ntenance and
preserve data integrity. It should also be used for performance tuning on
the VM and Al X | evels and for overseeing the VMFile Transfer facility.

Subt opi cs
Who Shoul d Read Thi s Book
What You Shoul d Know
How t o Use Thi s Book
Rel at ed Publications
O her Publications
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Wio Shoul d Read Thi s Book

This book is witten for the Al X/ 370 system adm ni strator or anyone who is
responsi ble for the planning and installation of Al X 370.
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What You Shoul d Know
Thi s book assumes an under standi ng of:

Comput er hardware and softwar

Communi cati on

The UNI X operating syste

Currently installed hardware and software

[

Because Al X/ 370 is a guest on a VM system being famliar with VMis
hel pf ul .

As a prerequisite, you should have read Al X/ 370 General Information and

Al X PS/2 General Information to famliarize yourself with the requirenents
and capabilities of AIX  You should have also read the Al X/ 370 Pl anni ng
Quide that identifies inmportant areas to be explored before installation
and eval uated during system use.

The Al X Qperating System features Milti byte Character Set (MBCS) support.
For information on MBCS, see the material in this book as well as the Al X
Quide to Multibyte Character Set (MBCS) Support.
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How to Use Thi s Book

Thi s book shoul d be used to maintain control of the Al X/ 370 Operating
System

O

Chapter 1 presents a general description of the Transparent Computin
Facility, some of the commands that the adm nistrator is likely to
need, and sone specifics regarding the running of Al X/ 370 as a guest
under VM Material on using the IUCV driver is covered as well as
information on printing in a TCF environnent. MBCS considerations are
al so expl or ed.

Chapter 2 presents detailed information on AIX file systens and TC
replication.

Chapter 3 presents procedures for backing up file systens. It als
exam nes file restoration on a nultibyte character system and provi des
gui del i nes when m xi ng versions of Al X

Chapter 4 explains the steps involved in using the updatep comand to
apply, commit, uncommit, or reject files.

Chapter 5 presents additional adm nistrative concerns such as stoppin
a runaway process, renoving hidden files, and restoring free space.

Chapter 6 presents detailed information on systemtuning, includin
the tuning of main storage at the VM I evel and the Al X/ 370 |evel.

Chapter 7 describes the VMFile Transfer facility including th
software requirenents, VM Al X, and RSCS adm nistrative tasks, and
several exanples of the procedures used to send and receive files.
Appendi x A lists nessages related to VM File Transfer.

Thi s book al so contains a glossary of terns and abbreviati ons.
It will be necessary to refer to other manuals in the AIX library for

certain administrative tasks. For exanple, information on the Network
File System (NFS) can be found in Managi ng the Al X Qperating System

Subt opi cs
Hi ghlighting
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Highlighting

Hi ghl i ghting

This book uses different type styles to distinguish among certain kinds of
information. GCeneral information is printed in the standard type style
(the type style used in this sentence). The followi ng type styles

i ndi cate other types of information:

O

Bol df ace type indicates Al X conmands, nanes of files and directories,
site nanes, options, and fields. For exanple, nount is an Al X
comand.

UPPERCASE BOLDFACE type indicates environnment variables. For exanple,
when working in a specific node, NOTRANS shoul d be on.

Bol df ace italic indicates newterns introduced in the text. For
exanple, the directory on which a file systemis mounted is called the
nmount poi nt .

Italicized type indicates variable information. For exanple, the
/<sitename> directory is the nount point for a particular file system
Monospace type indicates information the user enters or information
generated by the system For exanple, to find an unwanted core file,
ent er

find /u -nane core -print
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Rel at ed Publicati ons

For

addi tional information, you may want to refer to the follow ng

publi cati ons:

O

Al X Access for DOS Users Adnministrator's CQuide, SC23-2042, explains
how to install and adm nister the Al X Access for DOS Users program on
the I1BMPS/ 2, RT, and Systeni 370 conputers running the Al X Operating
Systemwith the Al X DOS Server. It covers the responsibilities for
installation, daily operation, and mai ntenance of the Al X Access
program

Al X Access for DOS Users User's CQuide, SC23-2041, describes the AlX
Access for DOS Users program and shows how to use the file services of
an Al X host while running DOS applications.

Al X C Language Reference, SC23-2058, describes the C programm ng
| anguage and contains reference information for witing progranms in C
| anguage that run on the Al X Operating System

Al X C Language User's QGui de, SC23-2057, describes how to devel op,
Iink, and execute C | anguage prograns. This book al so describes the
operati ng dependenci es of C |anguage and shows how to use C

| anguage-rel ated software utilities and other program devel opnent

t ool s.

Al X Commands Reference, SC23-2292 (Vol. 1) and SC23-2184 (Vol. 2),
lists and describes the Al X/ 370 and Al X PS/2 Qperating System
conmands.

Al X Guide to Miltibyte Character Set (MBCS) Support, GC23-2333,
expl ains the basic concepts of Al X nultibyte character set support and
refers to other Al X books that contain nore detailed information.

Al X Library Quide, dossary, and Master |ndex, SC23-2324, describes
the publications in the Al X Operating Systemlibrary and contains a

gl ossary of terns used throughout the library. This book also
includes a master index to the contents of each of the publications in
the library.

Al X Messages Reference, SC23-2294, |ists nmessages displayed by the Al X
Operating System and explains how to respond to them

Al X Progranmi ng Tools and Interfaces, SC23-2304, describes the
progranmm ng environnent of the Al X Operating System and i ncl udes

i nformati on about operating systemtools that are used to devel op,
conpi |l e, and debug prograns.

Al X TCP/I P User's Quide, SC23-2309, describes the features of TCP/IP
and shows how to install and custom ze the program It includes
reference information on TCP/IP conmands that are used to transfer
files, manage the network, and log into renote systens.

Al X Techni cal Reference, SC23-2300 (Vol. 1) and SC23-2301 (Vol. 2),
describes the systemcalls and subroutines a programer uses to wite
application prograns. This book al so provides information about the
Al X Operating Systemfile system special files, mscellaneous files,
and the witing of device drivers.

Al X VS FORTRAN Ref er ence, SC23-2050, describes the FORTRAN progranm ng
| anguage as inmplenmented on Al X RT, Al X PS/2, and Al X/ 370. This book

| Copyright IBM Corp. 1989, 1991
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describes all of the standard features of VS FORTRAN as well as the
enhanced functions and capabilities incorporated into | BM Al X VS
FORTRAN.

Al X VS FORTRAN User's @ui de, SC23-2049, shows how to devel op and
execute FORTRAN progranms on Al X RT, Al X PS/2, and Al X/ 370. This book
al so explains how to conpile and execute prograns that contain
sections of code witten in the VS Pascal and C progranm ng | anguages.

Al X VS Pascal Reference, SC23-2054, describes the VS Pascal

progranm ng | anguage as inplenented on the IBMPS/ 2 or RT with the Al X
Operating Systeminstalled. This book describes all of the standard
features of Pascal as well as the enhanced functions and capabilities
i ncorporated into I BM Al X VS Pascal .

Al X VS Pascal User's Quide, SC23-2053, shows how to devel op and
execute Pascal prograns on the IBM PS/2 and RT using the Al X Operating
System This book al so explains how to conpile and execute prograns
that contain sections of code witten in the VS FORTRAN and C
progranm ng | anguages.

Al X X- W ndows Programmer's Reference, SC23-2118, describes the
X-W ndows |icensed program and provides information on X-W ndows
library functions, FORTRAN subroutines, protocols, and extensions.

Al X X- W ndows User's Quide, SC23-2017, describes the X-W ndows
i censed program and shows how to start, run, install, and custom ze
this program

Al X PS/2 DOS Merge User's and Administrator's Quide, SC23-2045, shows
how to use DOS in the Al X environment, including running DOS and Al X
prograns simultaneously and running Al X commands fromthe DOS
environment. It also shows howto install the DOS Merge software and
how to perform essential system mai ntenance activities, such as addi ng
user accounts, backing up the file system and setting up term nals.

Al X PS/ 2 General Information, GC23-2055, describes the Al X PS/2
Operating Systemis functions and capabilities and the product's
position in the AIX fam |y of products.

Al X PS/ 2 | Ned, SC23-2001, shows how to use the I Ned editor to create,
access, and store files. This book al so includes reference
information on I Ned commands and a listing of INed error nessages.

Al X PS/2 INmail/INnet/INftp User's Quide, SC23-2076, describes the

I Nmai | /1 Nnet/ | Nftp/ Connect progranms and shows how to use these
prograns to send mail to and receive nmail fromlocal and renote
computer systens. This book al so shows how to transfer files to and
fromother conputer systens installed on the network.

Al X PS/2 Interface Library Reference, SC23-2051, contains information
about the library of systemcalls available with IBM Al X VS Pascal and
I BM Al X VS FORTRAN as inplenmented for use with the I BM Al X PS/ 2
Operating System

Al X PS/ 2 Keyboard Description and Character Reference, SC23-2037,
descri bes the characters and keyboards supported by the Al X PS/2
Operating System This book al so provides infornmati on on keyboard
position codes, keyboard states, control code points, code-sequence
processi ng, and non-spaci ng character sequences.
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Al X PS/2 Text Formatting Quide, SC23-2044, describes the text
formatting utilities available on the PS/2 and shows how to format
text with NROFF and TROFF. This book al so shows how to use the vi
editor to create, revise, and store files.

Al X PS/2 Usability Services Reference, SC23-2039, lists and describes
Usability Services conmands.

Al X PS/2 Usability Services User's Quide, SC23-2038, shows how to
create and print text files, work with directories, start application
prograns, and do other basic tasks with Usability Services.

Al X/ 370 Di agnosi s Qui de, SC23-2090, describes procedures and tools
that can be used to define and categorize synptons of problens that
may occur during daily operation.

Al X/ 370 General Information, GC23-2062, describes the functions and
capabilities of AIX/370 and its position in the AIX famly of
products.

Al X/ 370 Pl anni ng Qui de, GC23-2065, describes the functions and
capabilities of the Al X/ 370 Operating Systemand lists the
requirements for all supported hardware and software. This book al so
includes information to assist with planning for installation and
custom zation of the operating system

Installing and Custonizing the Al X PS/ 2 Operating System SC23-2290,
provi des step-by-step instructions for installing the Al X PS/2
Operating Systemand rel ated prograns. This book al so shows how to
custom ze the operating systemto suit the user's specific needs and
wor k envi ronmnent .

Installing and Custonizing the Al X/ 370 Operating System SC23-2066,
provi des step-by-step instructions for installing the Al X/ 370
Operating Systemand rel ated prograns. This book al so shows how to
custom ze the operating systemto suit the user's specific needs and
wor k envi ronmnent .

Managi ng the Al X Operating System SC23-2293, describes such

syst em nanagenent tasks as adding and deleting user IDs, creating and
mounting file systens, backing up the system repairing file system
damage, and setting up an electronic mail system and ot her networking
facilities.

Using the Al X Qperating System SC23-2291, shows the begi nning user
how to use Al X Qperating System conmmands to do such basic tasks as | og
in and out of the system display and print files, and set and change
passwords. It includes information for intermediate to advanced users
about how to use communi cation and networking facilities and wite
shel | procedures.
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Publ i cati ons

The following | BM publications are useful references for the Al X 370
system adm ni strator:

O

VM XA System Product: Adm nistration, SC23-0353, provides information
on how to manage your system Topics include setting up virtual

machi nes for accounting, error recording, and CVS batch. It also
includes material on setting up the programrabl e operator, redefining
command privil ege cl asses, defining and managi ng saved segnents and
noved saved systens, tuning the systemas well as reference
information on the VM XA SP nonitor.

VM XA System Product: Ceneral |nformation, GC23-0362, introduces and
describes the features of the | BM VM XA SP program product. It
provides information for installation nanagers and system progranmrers.

VM SP System Product: Ceneral |nformation, GC20-1838, introduces and
describes the features of the IBM VM SP program product. It provides
information for installation managers and system programrers.

VM XA System Product: Virtual Machine Operation, SC23-0377, provides a
task-oriented source for virtual machine operations. |In step-by-step
format, it describes the procedures and conmands used to perform each
virtual rmachine task.

VM XA System Product: Pl anning, GC23-0378, is for system progranmmers
and adm nistrators who plan for the installation of a VM XA SP system
It contains information on preparing statenents for the system
directory and on planning storage all ocation.

VM SP System Product: Pl anni ng, SC19-6201, is for system progranmmers
and admi nistrators who plan for the installation of a VM SP system
It contains information on preparing statenents for the system
directory and on planning storage all ocation.

VM XA System Product: System Product Interpreter Reference, SC23-0374,
provi des statenent syntax, format, and usage notes for using
Restructured Extended Executor (REXX), the command | anguage for
witing procedures to run under VM XA SP System Product Interpreter,
the command processor for CMVS

VM SP System Product: Interpreter Reference, SC24-5239, provides
statenent syntax, format, and usage notes for using Restructured

Ext ended Executor (REXX), the command | anguage for witing procedures
to run under VM SP System Product Interpreter, the comrand processor
for CMS.

VM XA System Product: CMS User's CGuide, SC23-0356, provides
i nformati on on using CMs.

VM SP System Product: CMS User's Quide, SC19-6210, is for general

VM SP users. It contains information describing the interactive
facilities of VM SP and includes exanples that denonstrate how to use
the system

VM XA System Product: CP Conmand Reference, SC23-0358, is a reference
manual for users who run systenms such as OS5, OS5/ VS, DCS, DOS/VS, VSE,
CVB, and networking systens in virtual machi nes under VM XA SP. It
descri bes all CP conmmands.
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VM SP System Product: CP Conmand Reference, SC19-6211, is a reference
manual for class G users who run systens such as OS5, OS/VS, DCS,

DOS/ VS, VSE, CMs, and networking systens in virtual nachines under

VM SP. It describes all class G CP commands, which are these conmands
avail able to general users.

VM XA System Product: Interpreter User's Quide, SC23-0375, discusses
and provi des exanples of how to use Restructured Extended Executor
(REXX), the command | anguage for witing procedures to run under VM XA
SP System Product Interpreter, the comrand processor for CMS

VM SP System Product: Interpreter User's Guide, SC24-5238, discusses
and provi des exanples of how to use Restructured Extended Executor
(REXX), the command | anguage for witing procedures to run under VM SP
System Product Interpreter, the command processor for CMS.

Syst enl 370 Extended Architecture Principles of Operation, SA22-7085,
provides a detailed definition of the machine functions performed by
System 370 Extended Architecture.

System 370 Principles of Operation, GA22-7000 provides a detailed
definition of the machine functions perfornmed by Systeni 370.

VM SP: Renote Spooling Comuni cati ons Subsystem Networ ki ng Program
Ref erence and QOperations Manual , SH24-5005, provides information on
installing and operating the RSCS program product. It presents an

overvi ew of RSCS and i ncl udes operation procedures.

VM SP: Renpte Spool i ng Conmuni cati ons Subsystem Networ ki ng Pl anni ng
and Installation, SH24-5057, contains a description of howto plan for
and install RSCS and includes mgration considerations for current
RSCS cust oners.
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1.2 About This Chapter

This chapter describes the Al X/ 370 Operating System and sone of its
capabilities. It defines the major responsibilities of the system

adm ni strator, including MBCS considerations, and explores the tasks that
shoul d be perforned after the Al X/ 370 Operating Systemis installed.
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1.3 Al X/ 370 Overvi ew

Al X/ 370 is part of the AIX famly of products, which includes the Al X PS/2
and AIX/RT. AIX/370 is an IBMoperating systemthat is conpatible with
UNI X System V and the 4.3 Berkeley Software Distribution (4.3BSD). The

Al X/ 370 systemis a transparent, distributed UNI X operating system
allowing nmultiple conputer users to be linked together, and inplenents a
transparent, distributed environment for installations that run | BM
Virtual Machine (VM. Wth the Al X/ 370 operating system nachine
boundaries are essentially invisible to users and application prograns;
therefore, users can access files even though those files are not stored
on their own conputers.

A TCF cluster is a group of conputers operating under the Al X Operating
Systemwith the Transparent Conputing Facility (TCF). One or nore Al X/ 370
computers or Al X PS/2 conputers can function as a cluster. Menbers of the
cluster comunicate via a |ocal area network (LAN) or S/ 370

channel -t o-channel adapter (CTCA). The user interacts with the machines
in acluster as if they were a single conputer, even though the actual
files, disk space, and nenory resources being used may be distributed all
across the cluster. The Al X/ 370 and Al X PS/ 2 products with the TCF
function are transparent, distributed operating systenms which are

conpati ble with one anot her.

The Al X Qperating System features Milti byte Character Set (MBCS) support.
For information on MBCS, refer to "MBCS Considerations” in topic 1.5 in
this chapter as well as the Giide to Miltibyte Character Set (MBCS)
Support .

Subt opi cs
1.3.1 Transparency
1.3.2 File Systens
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1.3.1 Transparency

Transparency allows users to issue the sane commands to access data
regardl ess of where it is stored. The data may be stored on any site no
matter what conputer the user is logged in to.

There are actually five types of transparency in the Al X/ 370 environnent:
data transparency, process transparency, nane transparency, |ocation
transparency, and semantic transparency.

Subt opi cs

1.3. 1.1 Data Transparency
1.3.1.2 Process Transparency
1. 3. 1.3 Nane Transparency
1.3. 1.4 Location Transparency
1.3. 1.5 Senantic Transparency
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1.3.1.1 Data Transparency

Data transparency is the ability to access and control file data using the
sanme systemcalls or commands from anywhere in the cluster. For exanple,
to copy a local file, the cp conmand is used. To copy a renote file to
either a local or renote |ocation, the same cp conmand is used.
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1.3.1.2 Process Transparency

Process transparency is the ability to execute and control tasks on any
site in the cluster, regardl ess of where the user programis currently
executing. The sane systemcalls and commands are used and do not depend
on the location of the process. In other words, |ocal and renote
processes may be created and controlled, and they may cooperate with each
other as if they were on the sane machi ne.
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1.3.1.3 Nanme Transparency

Nane transparency all ows the user to access an object (a file, device or
process) fromany site in the cluster. For exanple, a user can view

/ u0/ mari anne/ gl ossary fromany site in the cluster by using the
transparent name, /uO/marianne/glossary. Nanme transparency requires that
there be a nane for an object which uniquely identifies that object,
regardl ess of where the nane is used in the cluster.
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1.3. 1.4 Location Transparency

Location transparency allows the user to access an object w thout having
to know the site at which the object is stored. This type of transparency
i s possible when an object's location is not encoded in its name. For
exanpl e, /u0O/ marianne/ gl ossary may have been a file on the cluster site
named eyore |ast week but is a file on the site pooh this week. The user
is not required to know that the file was on either eyore or pooh.
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1.3. 1.5 Senmanti c Transparency

Semantic transparency allows the sane conmand to provide the sane service
at all tinmes and fromall cluster sites. For exanple, if the grep comand
is issued fromdifferent sites, the results are the sane.
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1.3.2 File Systens

In the Al X/ 370 Operating System the distributed file systemis organi zed
to support the transparent nature of the cluster. When given the proper
path name to a file or directory, the Al X/ 370 system nakes the file

avail abl e, as needed, regardless of its storage |ocation.

A TCF cluster presents a single, tree-structured namng facility to users
on every cluster site. There is a single root (/) directory for the
entire distributed system Each cluster site has at least two file
systens: a root file systemand its own |local file system The Al X/ 370
Operating Systemalso allows file systens to be replicated. The system
adm ni strator can set up cluster sites which have copies of the file
systens. There are primary copies and non-primary copies (backbone and
secondary). Primary, backbone, and secondary replicated files are
automatically updated by the Al X/ 370 Operating System Every replicated
file system has one primary copy site where a conmt operation may update
a file. Qher backbone (exact copies) and secondary (subset copies) then
asynchronously update their copies. The root file systemis a replicated
file systemmaintained on all cluster sites and contains systemfiles
critical to normal, general cluster operation but not specific to

i ndividual cluster sites. In contrast, the local file system contains
systemfiles that are specific only to an individual cluster site, or
systemfiles that experience a high rate of update.

Note: Other UNI X operating systens have nornmally referred to the
replicated root file systemand the |ocal file systemas the root
file system

For exanple, the root file systemcontains directories such as /usr/bin
whi ch contain executable binary files, /usr/adm which contains

adm ni strative files, and /lib which contains some portions of the C
conmpiler, along with many of their associated files. The local file
system contains directories such as /dev for devices, /usr/spool and other
site-specific files such as unix which contains the Al X kernel. The |oca
file system nmust be nounted on to the replicated root file system

In addition to the root file systemand the local file system each
cluster site may al so contain user directories and files.

To illustrate the concept of clusters, assune the existence of a sanple
cluster called Five-acre Wood. This cluster is conprised of eight sites
call ed eyore, kanga, ow, piglet, pooh, rabbit, roo, and tigger. Each
site conmuni cates through a LAN. Since standard UNI X applications expect
standard names for sone files which Al X places in each site's local file
system Al X uses synbolic links and <LOCAL> aliases to |link standard nanes
of the root file systemto cluster-site specific names in the local file
system For exanple, the root file systemhas a /unix file which is a
synbolic link to the <LOCAL>/uni x (/eyore/unix on site eyore, /pooh/unix
on site pooh, and so forth, on any other site in the cluster).
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1.4 Considerations for the System Adm ni strator
The adm nistrator should be famliar with the follow ng concepts:

0 Command syntax of the Bourne shell and the C shell. For information
refer to the Bourne shell sh and the C shell csh entries in the Al X
Operati ng System Commands Ref erence.

O File systens, which are discussed in Chapter 2, "Distributed File
Systens” in topic 2.0.

O File protection, which is discussed in Chapter 3, "File System Backup”
intopic 3.0.

0 The w de-range general user Al X conmands, such as
cp copy
l's list contents of directory

For informati on on these and ot her commands, refer to the Al X
Operati ng System Commands Ref erence.

O Afile editor, such as vi.

O Al of the system adm nistration commands such as

nount mount a file system

fsck file system check

nkf s make a file system

fsdb file system debugger

adduser add, delete, or change user or group infornmation
recnstr recovery daenon that calls prinrec

prinrec a utility that perforns user-level reconciliation for

replicated file updating
m ni di sks add or delete mnidisks or file systens.
For information on these and other conmands, refer to Al X Operating
Syst em Conmands Ref erence and Al X QOperating System Technica

Ref er ence

O New processing conmands such as

onsite run a conmmand on a specified cluster site

fastsite find the | east-loaded site

| oads di splay the | oad average of each site

site get site database information or display current
partition.

For informati on on these and ot her commands, refer to the Al X
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Operating System Commands Ref erence.

O Configuration software, including the use of configuration files suc
as /etc/ports and conmands such as stty (set term nal options). For
information on ports and stty, see the "File Formats" section of the
Al X Operating System Technical Reference. For information on AlX
clusters, refer to Installing and Custonizing the Al X/ 370 Operating
System and the "Tailoring the User Environnment" section of Managi ng
the Al X Operating System

0O For teleprocessing issues related to uucp, connect, and INtp, as well
as information on INnet and INmail, refer to Using the Al X Operating
System Managi ng the Al X Operating System and Al X/ 370 Pl anni ng Gui de.

O A X input conventions that explain line editing and how to interrup
running programs. For information on these topics, refer to Using the
Al X Operating System

The adm ni strator nust understand how peripheral devices work. Peripheral
devices include termnals, Personal Conputer AT and Personal Conputer XT
wor kstations running DOS with Al X Access for DOS Users, and | BM Personal
Computers running a term nal erul ator.

The admi ni strator should consider the follow ng points:

0 System Us

- VWi ch users can be | ogged on
- How t he systemw || be used.

I nvol ves privileges and | ogin issues.
0 Systemstartu
- Checking file integrity (fsck)
- Tailoring the initialization sequence (inittab)
- Runni ng processes
- Choosing the nost efficient time to run processes

0  System shut dow

- Schedul i ng system down-tine (rmakenotd and wall)
- Est abl i shing the shut down procedure (shutdown)

0 User access to the system (accounts and adduser).

Specifying tel net destination

Speci fying which users get access to the system (create and renove
accounts and specify privil eges)

Speci fying the password file (passwd)

Specifying the group file (group)

- Handl i ng probl ens and nessages

O Adding new file system

- Determning the location of files (which disks and on which sites)
- Det erm ni ng whet her files have been replicated onto multiple sites
(and if so, where)
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Site configuratio

- Setting up or changi ng systemdefaults

- Addi ng term nal s

- Control issues

- AlX PS/2 (with TCF) as a front-end processor
- Handl i ng probl ens

Personal Computer use, configuration, and managenent

- Setting up file protections

- Defining the user environment

- Usi ng Al X Access for DOS Users or termnal enul ation
- Usi ng RS-232, Ethernet, or Token-Ring

Tail oring the environnen

- Adapting prototype files that control the environment to needs of
the installation

- Under st andi ng performance tuning

- TCP/ I P /etc/hosts and configuration files.

- Adding a new PS/2 (or PS/55) For information, see Installing and
Custom zing the Al X PS/2 Operating System

Updating the syste

- Pl aci ng prograns and other applications in a separate subdirectory
on the root, such as the /I bin subdirectory. Before the systemis
repl aced, nmaking a copy of this entire subdirectory. This allows
easy replacenent of the system

- Keeping a record of the changes nade to the system

- I nspecting the disk on which AIX/370 is to be installed and saving
what ever files need to be kept.
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1.5 MBCS Consi derations

The system adm ni strator on an Al X Systemthat supports MBCS shoul d be
famliar with the material in the Guide to Miultibyte Character Set (MBCS)
Support. This book is delivered as part of the Al X docunent set which
acconpani es Al X/ 370 Version 1.2.1. It contains information essential to
an understandi ng of the way the operating system handles nultibyte
character sets and the files created using them

In particular, the systemadnministrator will be involved with the details
of which interactions with the operating systemcan and cannot be
perforned by entering nultibyte characters. To sone extent, an

adm ni strator is unavoidably cast in the role of trainer; it will be his
or her job to clean up the errors made by ill-informed users, and the
easi est way to avoid costly and time-consuning cleanup efforts is to
antici pate problenms that may occur

In general, MBCS permits alnost any interaction which could be handled in
si ngl ebyte Roman characters to be performed in nmultibyte characters.
There are significant exceptions to this rule, as noted bel ow

Items which CAN be expressed in nultibyte characters are:

g file name

O the contents of text file

O path nane

O aliases for shell scripts and conmmand nanes (C Shell users only

0 comrents and literal strings in a C program

Items which CANNOT be entered in multibyte characters are:

0 sitenanes (the nanes of cluster hosts

0 nanes of renote nachine

0 user |login nane

0 user password

d group name

0 nanes of environment variable

O pathname delimter

0 the contents (stanzas) of systemattribute file

0 the coding in a C progra

0 tel ephone nunbers and dialer strings

Al'l of the above nmust be entered in ASCI| characters only.

Note the follow ng:

O Filenames and pat hnanes can be entered in Japanese characters, but th
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pat hnane delimter nust be entered as the traditional ASCII slash (/).

O Only C shell users can create Japanese aliases for their commuands
Bourne shell users nust enter conmand nanes and shell script names in
ASCl | .

0 The coments and literal strings in a C programcan be in Japanes
characters, but the coding itself must be in ASCII.

O A tel ephone number can be witten in Japanese characters if it is par
of a text file, but nust be in ASCII if it is to be passed to a nodem

O Al systemattribute files (like /etc/ports) nust be in ASCII, but a
user could wite a programin C, and that programcould process its
own attribute file with Japanese contents.

0 The nanmes of environment variables must be in ASCII characters but th
values to which they are set can be Japanese strings.

These interactions can beconme quite conplex on a system whi ch includes
bot h Japanese users and users operating in the singlebyte Roman characters
of a European | anguage. Oher information which may be hel pful includes
the sections entitled "Wrking in a Japanese Locale" in Using the Al X
Qperating Systemand "How to Wite Programs for an International

Envi ronnent” in Al X Progranming Tools and Interfaces.

Subt opi cs
1.5.1 Creating Conmands for Japanese Users
1.5.2 Stanzas in Attribute Files
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1.5.1 Creating Conmands for Japanese Users

There are a nunmber of ways in which Japanese users can interact with Al X
i n Japanese characters. One way is for a Japanese user operating under
the C shell to alias frequently-used comrand nanmes w th Japanese nanes;
however, option flags nmust be entered in ASCI| characters. A Japanese
user operating under the C shell or the Bourne shell can acconplish the
same thing by linking a conmand nanme to any string of Japanese characters;
however, this again requires option flags in ASCII. Another way for a
Japanese user to interact with Al X involves the C shell user. By
practicing commands in ASCI| to discover which flags are used npbst often,
the user can alias the entire ASCII string (commands and flags) to sone
Japanese nane. Many users may find these tasks beyond their technica
ability and, even if they succeed, the result is a different set of
Japanese nanes for each user. The sinplest approach is for system

adm nistrator to determne a set of links and aliases that best suit the
needs of the general user. Each user is then set up with an established
set of commands. The standard collection of Japanese nanes is gathered
into a single directory, and the path nane of that directory is placed at
t he begi nning of each user's path statenent. The standard aliases are
given to each user in the .cshrc file. Each user can nodify and expand
the set, but at least all users start with the sanme base set of commands.

Not e: Roman and Japanese characters are available in single and in double
wi dt hs, and the system does not treat themthe sanme way. For
exanple, if a user names a link with single-w dth Roman or Japanese
characters and then tries to invoke it with double-width
characters, the shell does not recognize the nanme. Double-w dth
Roman cannot be given to the shell in place of ASCII. For nore
information, refer to Using the Al X Qperating System
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1.5.2 Stanzas in Attribute Files

The stanzas in an attribute file usually contain only ASCI I characters.
Japanese characters can be used for the values in stanzas of an attribute
file, but this nust be done carefully. As long as all processes that use
t he val ues operate in Japanese | ocal es and use the sanme character code in
files, there is no problem however, any process that operates in a

non- Japanese | ocale or uses a different code in files is unable to use the
val ues. An exanple would be a cluster where all users are operating in
Japanese | ocales, their files and directories are naned wi th Japanese
characters, and the system adm ni strator operates in a Japanese |ocale.
Mount points within the cluster for renote file systens are naned with
ASCI | characters and the nanmes of the renote file systens to be nounted
are also in ASClII. The renote file system can be nounted because the
system admi ni strati on process doing the mounting is operating in a
Japanese | ocal e, which recogni zes both Japanese and ASCI| characters.
However, if the renote file system name contains extended ASCI| characters
used in sone European |ocales, the mount operation will be unsuccessfu
because a Japanese | ocal e cannot recogni ze the extended characters. The
system adm ni strator nust al so be careful about the nanes of file systens
within the cluster that are to be nounted outside the cluster. [If an

adm ni strator operating in a non-Japanese |locale on a renote cluster tries
to nount a file systemw th a Japanese nane, the attenpt fails because
non- Japanese | ocal es cannot recogni ze Japanese characters. File systens
that are to be nmounted outside the cluster should be named with ASCl
characters.

Sone clusters are devoted to users who operate in the sanme | anguage and

| ocal e; others support nore than one locale. Mny clusters may support a
singl e | ocal e but have extensive contact with systens supporting other

| ocal es. Sone organi zations use global clusters that span continents and
| anguages. The system adm ni strator nust determ ne how frequently
attribute files are accessed by users operating in non-Japanese |ocal es.
Japanese characters can usually be used freely for the values in attribute
files if the cluster is devoted exclusively to Japanese users. However,
if the cluster has users who operate in non-Japanese |locales or if it has
contact with renote systens that operate in non-Japanese | ocal es, ASC
characters should be used for val ues.
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1.6 After the Installation of Al X 370

Installing Al X/ 370 is not an adm nistration task; however, the installer
may need instructions and information fromthe adm nistrator to perform
the installation. AIX/ 370 installation is explained in Installing and
Custoni zi ng the Al X/ 370 Operating System Even though actual

adm ni stration tasks start after Al X/ 370 has been installed, the

adm ni strator should have a clear understanding of all cluster
configuration and pl anni ng.

Subt opi cs
1.6.1 Tine Synchronization in the Custer
1.6.2 Adm ni stration Tasks
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1.6.1 Tine Synchronization in the Custer
The cl ocks shoul d be synchronized so that all systens and all cluster

sites are consistent. For nore information, refer to the "Additional
Systenms Managenment Topi cs” chapter in Managi ng the Al X Operating System
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1.6.2 Adm nistrati on Tasks

The follow ng tasks should be perfornmed by the adm nistrator after Al X 370
has been install ed:

0 Define Al X/ 370 for the environnent by configuring the hardware an
software systemfil es.

O Initialize all direct access storage devices (DASD) that are to b
used by Al X/ 370.

O Configure Al X 37

- Define the system | ayout

- Def i ne new devi ces

- Make new fil e systens

- Defi ne the paging, mnidisk, swapping, and user areas to the
system

For nore information on these topics, refer to Managi ng the Al X Qperating
System
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1.7 Starting Al X/ 370

Under normal circunstances, a System 370 machi ne i s not powered down at
ni ght as one often does with smaller machines |like the PS/2 (or PS/55).
The systemruns all night. On many systens, the need for a nmulti-user,
interactive operating systemis mninmal during off hours, so Al X/ 370 may
be de-activated during this period. |In many installations, this is the
time devoted to running | arge batch jobs, and a sinpler operating system
like CV5 may be in use.

VM which supports both of these operating systenms, is typically up and
running 24 hours a day. Starting up Al X/ 370 again requires logging on to
one of the VMvirtual machines and bringing Al X up on that particul ar
virtual machine. Meanwhile, other virtual machines may al so be running on
t he sanme hardware supporting CMS, other copies of Al X/ 370, or any of a
nunber of other possibilities.

The actual procedure for bringing up Al X/ 370 varies according to the
arrangenent designed by the VM System Admi ni strator. The custonary
procedure is for that particular virtual machine to come up initializing
Al X/ 370 automatically. 1In this case, AIX normally conmes up in multi-user
node i nmedi at el y.

If the system conmes up automatically initializing CM5 you need to |IPL
(I'nitial Program Load) the system disk containing the Al X/ 370 system
files.

In either case, when the system successfully initializes fromthe system
di sk, it displays the copyright notice and the |ogin pronpt. At this
point, Al X/ 370 is ready for nornal use.
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1.8 Al X370 Interactions Wth VM

Al X/ 370 operates as a guest under several different versions of |BM VM
VM provides Al X/ 370 a | imted nunber of services beyond the basic support
of dividing a single physical machine into nultiple virtual machines.
This section addresses various topics to consider when establishing an

i nterface between VM and Al X/ 370.

VM provides great flexibility with respect to device configuration.

Instal ling and Custonmi zing the Al X/ 370 Qperating System provides
information on the correct configuration of a virtual machine to run the
di stribution version of Al X/ 370. AIX/ 370 contains a default systemthat
al lows for expansion by using the devices conmand. It is up to the

adm ni strator to determ ne whether or not to continue to use the
conventions set by the distribution for device configuration. For nore
information regarding interactions with VM contact your VM adm nistrator
or refer to your VMreference library.

ubt opi cs

8 Using the UCV Driver

8.2 VM Requi rements for Al X/ 370
8.3 Using the Al X/ 370 Consol e
8.4 Logging Al X/ 370 Device Errors
8.5 VM Performance Tuni ng

8.6 Attaching Disks to a Virtual Machine
8.7
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| Copyright IBM Corp. 1989, 1991
18-1



Administration Guide
Using the IUCV Driver

1.8.1 Using the 1UCV Driver

The Inter-User Comrunication Vehicle (1UCV) is a comrunication facility
that allows a programrunning in a virtual machine to conmmunicate with
other virtual nmachines, with a CP systemservice, and with itself. Wth
IUCV, it is possible to connect an Al X/ 370 guest nachine to VM

Transm ssion Control Protocol/Internet Protocol (TCP/IP) or to connect an
Al X/ 370 guest to another AIX 370 guest.

Note: You will need to add the following two lines to the VM USER DI RECT
file for each guest conmmunicating with | UCV:

| UCV ANY PRICRITY
[UCV *CSS PRRORITY MSGEIM T 255

For specifics on tuning, refer to "Tuning Main Storage at VM Level "
intopic 6.4.2.

370 to TCP/ I P Connecti on

| X/
| X/370 to Al X/ 370 with IUCV Driver
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1.8.1.1 AL X/ 370 to TCP/I P Connecti on

The connection between Al X/ 370 and TCP/ I P can be nade when both are on
di fferent nmachi nes, or when both reside on the sane machi ne.

VM SP TCP/IP Profile for Different Machines: The connection is made
between Al X/ 370 and TCP/IP on a different nachine, and PVM service

machi nes are used as a bridge. The profile of the VM SP TCP/IP service
machi ne has to be nodified to include a DEVICE and a LINK statenment for
the IUCV path. The follow ng exanple shows the definition where the |oca
TCP/ I P service machi ne on node YKTVMDPA will connect to PVYM which in turn
wi Il connect to the YKTVMXAL machi ne, userid Al XDP2 (which is running

Al X/ 370). At the end of the exanple, the start command begins the
operation of 1UCVY. This is an undocunented feature of VM SP TCP/I P
Version 1. 2.

* Reduce pool sizes to allow running in 4Mvirtual nmachine
envel opepool si ze 50
dat abuf f er pool si ze 50

DEVI CE |1 UCV1 | UCV YKTVMXAL Al XDP2 PVM A
LINK PVYM I UCV 1 | UCV1

port * values fromrfc 900, "assigned nunmbers”
23 tcp intclien * the tel net port
hone * the local host's internet addresses

192. 9. 214. 2 PWM

gat eway
*  network first hop driver packet size subn mask subn val ue
192.9.214 = PVM 2000 0

start iucvl

Al X/ 370 Definition of 1UCV Driver: To use the IUCV driver, you need to
conplete the followi ng tasks. Note that step 5 nust be conpleted for
connection through the PVYM service machine. The other steps need to be
conpl eted whether or not the connection is through PVM

1. The /etc/master and /etc/system files nust have appropriate entries to
define TUCV. In the /etc/master file, check the following entry (the
ni ucv stanza should already be there) and nake sure that it has the
uni que maj or devi ce numnber.

niuc: type = dev
routines = init,ioctl
char act er =TRUE
devhdrr eqd=TRUE
devt abl e=TRUE
subuni t s=TRUE
prefix = niuc
maj or = 31
maxm nor = 4

In the /etc/systemfile, add the following entry for one interface and
make sure it has a unique address. Oher interfaces, for exanple
ni ucl, niuc2, and niuc3 could be added the sane way).
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ni ucoO:
driver = niuc
address = 460

A new kernel nust be made usi
An appropriate pair of intern
/etc/hosts file correspondi ng
TCP/ I P servi ce machi ne.

Usi ng the exampl e given above
machi ne, the /etc/hosts file

192.9.214.1
192.9.214. 2

ai x370
vnt cpi p

Verify that each Al X/ 370 gues
DI RECT file. For
VM Level " in topic 6.4.2.

Execute the iuconfig comand
VM SP TCP/ I P servi ce nachi ne.
/local/rc.tcpip.local file.

nore i nformation,

ng newker nel

et nunbers nmust be created in the
to the Al X/ 370 machi ne and the VM SP

inthe profile of VM SP TCP/IP service
shoul d have entries |like the foll ow ng:

t has an entry for 1UCV in the VM USER
refer to "Tuning Main Storage at

to connect the Al X/ 370 machi ne to the
This is placed in the
The foll ow ng exanple matches the VM SP

TCP/ I P profil e above,

where the 1 UCV connection goes to the TCP/IP

machi ne on YKTVMDPA through PVM

i uconfig niucO PVM YKTVNDPA TCPI P

An appropriate point to issue

the /local/rc.tcpip.local fi

the /etc/hosts, the follow ng
i fconfig niucO ai x370 vntcp

VM SP TCP/IP Profile For Sane Mac

the ifconfig command nust be added to
e. By using the exanpl e given above for
command shoul d be used.

ip

hine: This configuration is intended for

connecti on made when VM TCP/I P an
The exanpl es bel ow show the profi

d Al X/ 370 reside on the sanme nachi ne.
e of the TCP/IP service nmachi ne which

defines how the TCP/IP service nmachi ne on YKTVMDPA nachi ne connects to

userid Al XSP4 (running Al X/370) o

n the sane nmachi ne.

DEVI CE 1 UCV1 | UCV | GNORED | GNORED Al XSP4 A

LI NK Al XSP4 | UCV 1 | UCV1

port * values fromrfc 900,
23 tcp intclien *
gat enay
*  network first hop dr
192.9. 214 = Al
start iucvl
Al X/ 370 Definition of 1UCV Driver

"assi gned nunbers”
the tel net port

subn nmask subn ve

0

iver
XSP4

packet size
DEFAULTSI ZE

: The only difference between nmaking a

connection through PVM and going directly through 1UCV is the iuconfig

command as shown bel ow.

iuconfig niucO TCPIP ignored ig

nor ed
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1.8.1.2 AIX/ 370 to AL X/ 370 with IUCV Driver

The 1UCV driver can al so be used to connect an Al X/ 370 guest machine to
anot her Al X/ 370 guest machi ne.

Al X/ 370 Definition of 1UCV Driver: Generating new Al X/ 370 kernels should

be done on both Al X/ 370 systens. This can be acconplished by foll ow ng
steps 1 and 2 beginning on page 1.8.1.1.

1

An appropriate pair of internet number should be added to the
/etc/hosts file:

192.9.214.1 ai xmachl
192.9. 214. 2 ai xmach?2

Verify that each Al X/ 370 guest has an entry for 1UCV in the VM USER
DIRECT file. For nore information, refer to "Tuning Main Storage at
VM Level " in topic 6.4.2.

An iuconfig command shoul d be presented in the /etc/rc.tcpip file.

For connecti on made through PVYM enter the foll ow ng conmands:

iuconfig niucO PVYM NODE2 MACH2 ----- for machine 1
iuconfig niucO PYM NODE1 MACHL ----- for machine 2

where MACH2 and MACHL are the VM userids of Al X/ 370.
Note: PID 1.4 Rel ease of PVM or above should be used.
For direct IUCV connection, enter the follow ng conmands:

iuconfig niucO MACH2 xxxxxxX yyyyyy --- for machine 1
iuconfig niucO MACHL XxxxxxX yyyyyy --- for machine 2

where MACH2 and MACHL reside on the same node and xxxxxx and yyyyyy
could be anything as long as they are specified the same way in both
systens. For nore information on the iuconfig conmand, refer to the
Al X Operating System TCP/I P User's Qui de.

An appropriate entry for ifconfig command should be added in both
systens' /local/rc.tcpip files. Using the exanple given above, the
entry in both system should be

MACHL : ifconfig niucO ai xmachl ai xmach?2
MACH2 : ifconfig niucl aixmach2 ai xmachl
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1.8.2 VM Requirenents for Al X/ 370

The Al X/ 370 Pl anni ng Gui de describes the m ninumrequirenents for Al X 370.
This includes the correct |evel and version of VMin addition to physical
and virtual resources. For information on mnimumrequirenents, refer to

the Al X/ 370 Pl anni ng Qui de.
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1.8.3 Using the Al X/ 370 Consol e

Installing and Custonmizing the Al X/ 370 Qperating System provides
i nformation on using the 3270 console. Refer to the appendi x section of
the manual for details on help screens and key mapping.
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1.8.4 Logging Al X/ 370 Device Errors

Wien a hardware error is detected by Al X/ 370 software, it logs this error
to the VM based error |ogging support. |In the case of disk support,
Al X/ 370 uses the CP |l evel disk-reading services to actually retry any
fault detected in accessing a disk. Oher devices have errors | ogged

usi ng the VM provided interface.
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1.8.5 VM Performance Tuni ng

There are many performance consi derations to be addressed when Al X/ 370
operates under VM One of the critical concerns in the execution of any
operating systemis the ambunt of physical nenory available to the system
In the case of VM this would translate to the amount of physical nenory
available to the Al X/ 370 virtual machine.

VM SP can execute a virtual machine in virtual equals real (V=R nenory
nmode and virtual equals virtual (Vv=V) nenory node. VM XA has an
additional nenory node of virtual equals fixed (V=F). For nore

i nformati on on menory nodes, refer to "Perfornmance Considerations” in
topic 6.4.

Not e: V=F machines are only available on 3090 Series E processors with
PR/'SMinstalled. In addition, VM XA SP Rel ease 1 enhancenent for
Mul tiple Preferred GQuests which is available on a program update
tape (PUT) nust be installed unless VM XA Rel ease 2 is used.

| Copyright IBM Corp. 1989, 1991
185-1



Administration Guide
Attaching Disks to a Virtual Machine

1.8.6 Attaching Disks to a Virtual Machine

There are three different ways that a DASD device (a disk) can be attached
to an Al X/ 370 virtual machine. They are:

0 Dedicating the devic
O Full disk VM mnidis
O Partial disk VM mnidis

Each of these options has slightly different characteristics. Before
addressing the differences between the three options, a short discussion
on the adm nistration strategy of the di sk space for Al X/ 370 foll ows.

In Al X/ 370, as in nmost UNI X V systens, there is a mechanismto partition a
physi cal device logically into several subpieces called ninidisks. A
mnidisk is a contiguous portion of disk space. VM also provides a
mechanismto partition physical disks into | ogical subpieces called VM

m ni di sks. Al X/ 370 does not require that all disks be partitioned with an
Al X/ 370 m nidisk structure (a bootable disk nust be, however). Al X/ 370
can create one or nore Al X/ 370 mi nidisks on a VMdisk. To create one

m ni di sk, Al X/ 370 sinply puts the mnidisk structure on the VM device

VWhen creating multiple mnidisks, Al X 370 queries VM about the space

avail able on the VM device and partitions that space into mnidisks.

An admi ni strator has the option of choosing how to allocate and naintain
free space for the overall systemand the Al X/370 systemin particular

If the VM adm nistrator wants to let the Al X/ 370 adm nistrator allocate

t he di sk space, then the DASD devi ces woul d be appropriately attached to
the virtual machines and the Al X/ 370 administrator will use the Al X

m ni di sks nechani smto nanage the disk space. Simlarly, if disk space
needs to be tightly allocated anong various virtual machi nes on a physica
machi ne, then using the VM m nidi sk nechani sm may be desirabl e (though the
addi tional Al X/370 m nidisk structures can still be used in addition).
The attachment of disk devices differs anong the three cases. If a disk
is dedicated, it can only be used by the virtual machine to which it is
dedi cated. This has an advantage in that it elimnates errors when two
virtual machines are trying to use the sane portion of the sanme disk.

Dedi cating a disk also has a performance advantage in that it is not
necessary to do as nuch translation of disk channel prograns (such as
addi ng offsets). Furthernore, the disk scheduling algorithnms function
optimal |y because they are really aware of all the device action on the
disk. A VMfull mnidisk has the performance advantages of the dedicated
disk (only if not shared). However, it is also possible to set up a
second virtual machine fromwhich backup personnel are able to do ful

i mage DDR backups of the volunme. A VMnminidisk (not a full one) can al so
be shared but has the additional overhead to access in that VM nust add a
base offset to all block nunbers. Mich nore significantly, the Al X disk
I/ O scheduler is not able to order activity based on real know edge of
where the disk heads are really | ocated.

Per f or mance can be tuned dependi ng upon nenory nodes and the way in which
a disk device is attached to an Al X/ 370 guest virtual nachine. These
performance factors are determ ned by the needs of the configuration and
the preference of the adm nistrator.
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1.8.7 Installation/ Mai ntenance System (1/M System

Al X/ 370 is distributed with a small single site systemwhich is used for
emer gency nai ntenance and installation. Administrators are encouraged to
make sure that the systemis backed up when new service materials are
applied toit. A virtual machine should be created which has all the
devices of the real Al X/ 370 system but also boots the I/Msystem This
will allow operators to easily boot the I/Msystemso it can be used if
problens arise in the base system

| Copyright IBM Corp. 1989, 1991
18.7-1



Administration Guide
Console Logging

1. 8.8 Consol e Loggi ng

The systemregularly prints, on a defined line printer, all output that
has been witten to the systemconsole. The line printer (at virtual
address 501 in 370 node or OOA in XA nobde) can be spooled not to print
under normal conditions, but in critical circunstances it can be used to
det ermi ne what occurred.
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1.8.9 Printing in a TCF Environment

The queui ng systemrunning on a TCF cluster prints files on the device
specified in the /etc/qconfig file. There is only one /etc/qgconfig in the
TCF cluster, so any user logged on to any site in the cluster may access
any printer in the cluster. The queue and device entries in the
letc/qconfig file determne the selection of printer.

A print job may be done on a VM spooled printer or on a printer attached
to a PS/2 (or PS/55) workstation by specifying the queue to that printer.
If the node in the printer queue stanza is the nanme of an Al X/ 370 site, it
prints using the CP spooling system \Wen the node is an Al X PS/2 site,
the print job is done on a workstation printer.

Note: Al X/ 370 supports only printers attached to the Al X/ 370 virtual
machine. Al printing is done by spooling the files to VM and then
printing under the control of the VM spooling system

The /etc/qgconfig file is part of the root replicated file system The
gqueue files and copies of the files to be printed are kept in the
lusr/lpd/gdir and /usr/lpd/stat files, which are the synbolic links into
the local filesystemof the TCF site serving the printer.

Subt opi cs
1.8.9.1 Printing Procedure
1.8.9.2 Printer Interfaces
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1.8.9.1 Printing Procedure

There are several steps in the Al X/ 370 printing procedure:

1

The user selects a printer by executing the print conmmand and

speci fying the argnane paraneter corresponding to the printer to be
used. The argnanme paranmeter is found in the etc/qconfig file.

Avai |l abl e options explained in the Al X Qperating System Conmands
Ref erence are specific to backend operation.

The queui ng daenon, /etc/qdaenon, handles the print request and starts
t he backend program specified in the /etc/qconfig file.

The backend communi cates with the |p device driver through standard
open, wite and ioctl systemcalls. Al X 370 provides several ioctl
options to change the spooling paraneters and printing attributes of
the printer.

The | p device driver comunicates with VM and provides the print file
with the correct VM spool file attributes.

VM processes the print file according to the spooling paraneters and
printing attributes provided. Refer to the VM SP System Product CMS

User's Quide or the VM XA System Product CP Conmand Reference for
information on the CP SPOOL and CP TAG comands.

Files spooled to a network comruni cati on virtual nmachine, normally running
RSCS, require TAGinformation with the spool file to specify the renote
destination where the file is to be printed.
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1.8.9.2 Printer Interfaces

The Al X print and |Ip colums in Table 1-1 describe the options used for
providing the VM spooling information. The |p driver colum describes the
correspondi ng CP commands issued fromthe device driver.

o m o o o o o o e e e e e e e e o e o e e o e e e e e e e e e e e e e e e e e e e e e eama—ao-- +
| Table 1-1. AIX/370 Printing Process |
o m m e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o |
. print i | p backend . I'p driver | CP COMVAND |
e S o e e e e oo e e e e e e oo |
| | -tag="tag" | PRTsetting | CP TAG DEV dev |
: | | | tag l
e S o e e e e oo e e e e e e oo |
| | -route=userid i PRTto | CP SPOCL dev TO ;
i i i | userid |
e S o e e e e oo e e e e e e oo |
| | -class=cl ass | PRTcl ass | CP SPOCOL dev |
| | | i CLASS cl ass |
e S o e e e e oo e e e e e e oo |
| -nc=copi es | | PRTcopy | CP SPOOL dev |
i i i i COPY copi es |
e S o e e e e oo e e e e e e oo |
: i -forneform | PRTform | CP SPOOL dev |
| | | I FORM form |
e S o e e e e oo e e e e e e oo |
| -to=user | | PRTdi st | CP SPOCOL dev |
i i i i DI ST user |
e S o e e e e oo e e e e e e oo |
| -tl=nane | | PRTf nane | CP SPOOL dev |
| | | I NAMVE nane |
e S o e e e e oo e e e e e e oo |
| | | PRTpurge | CP CLCSE dev |
| | | | PURGE |
e S o e e e e oo e e e e e e oo |
| | -translate=table | PRTxl ate | |
e S o e e e e oo e e e e e e oo |
| | -trtable=table | PRTxl ate | |
e S o e e e e oo e e e e e e oo |
| | -fcb=fcb | PRTfcb | CP SPOOL dev |
| | | | FOB fcb |
e S o e e e e oo e e e e e e oo |
| | -char=char i PRTchar | CP SPOOL dev |
| | | | CHARS chars |
e S o e e e e oo e e e e e e oo |
| | -ascii 1 TASCI | | |
e S o e e e e oo e e e e e e oo |
| | -dest =dest | PRTdest | CP SPOOL dev |
| | | | DEST dest |
e S o e e e e oo e e e e e e oo |
| | -spool ="..... " i PRTspool | CP SPOOL dev |
| | | A |
o m o o o o o o e e e e e e e e o e o e e o e e e e e e e e e e e e e e e e e e e e e eama—ao-- +

Note the followi ng information regarding the options seen in Table 1-1:

O The lp -route option is different fromthe print -t option. The
-route option causes the file to be spooled to the userid follow ng
the option. The print -to option changes the distribution code for
this print file.
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The print options are passed to the backend through the queue entry
for the -nc=copies and -tl|=nane options.

The -tl =name option changes the filenanme of the spool file to be
print ed.

The -translate=table option allows you to use a different translate
tabl e.

The -ascii option allows you to print in ASCII on an | BM 3800 printer
using the VM Print Services Facility.

The -dest=dest option is not supported under VM XA SP, and the backend
prints an error nessage when used with this system

The -spool option allows use of a nore general spool comand. After a
file is transferred to CP, the |p device driver resets the CP SPOCL
information to the foll ow ng:

SPOOL OFF CLASS A COPY 1 FORM OFF DI ST OFF

This command al so resets the to=user information. |[If any TAG has been
set, the TAGinformation is deleted.
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1.8.10 Using the VM Spooling System

In a local VMprinting environment printers are organized in print
cl asses. Each print class defines printer options |ike the follow ng:

| ocatio

paper siz
security | eve
prioritie

[

Starting a printer in a specific class is done at VMIPL tinme or by the VM
operator later. Only print files of the designated class are printed.

The printer for the AIX/ 370 virtual machine is spooled to a default class

(CLASS A) during installation unless the class is changed by the directory
or in the PROFILE EXEC for this virtual nachine.

To print afile on a renote printer, the print file is spooled to a

net wor k communi cati on service machine (normally running RSCS) and the
information on the printer destination for the file is provided in the TAG
information. The commands for renote printing are:

CP SPOOL PRT dev TO userid CLASS class FORM form
TAG DEV PRT nodei d system

The renote printer nust be defined in the VM RSCS network. [t can be
attached to another VM systemor even to a renote MVS or DOS/ VSE system
The print request is started on a systemprinter for the renote machine.

For nmore information on printing, see your VM adm nistrator or refer to
one of the follow ng nmanual s: VM XA System Product: Virtual Machine
Operation, VM XA System Product: Planning, VM XA System Product:

Adm ni stration.

Subt opi cs

1.8.10.1 Custom zing Printing from Al X/ 370
1.8.10.2 ASCI1 to EBCDI C Transl ati on
1.8.10.3 Banner Pages

1.8.10.4 Al X Print Queues

1.8.10.5 VM Print Queues

1.8.10.6 Modifying CP SPOOL Files

1.8.10.7 Queue Requests in TCF Custers
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1.8.10.1 Custom zing Printing from Al X/ 370
Printing fromAI X/ 370 may be custom zed in the follow ng ways:

O The /etc/qconfig file may be custom zed on the systemlevel. The
system adm ni strator defines the print queues in the /etc/config
file. Several print queues which serve different printers or the sane
printer with different options may be confi gured.

The | pl stanza defines a printer which the user accesses by entering
print -1pl filenane

Requests to each printer are handl ed by the backend defined in the

| pdevl stanza. By adding additional print queues and providing the

backend with different options for each queue, the backends can

provide printers with a variety of options.

The following is an exanple of a stanza in the /etc/qconfig file used
to set up a class C printer.

Note: The options specified in /etc/qconfig file have preference over
the user options.

| p4:
argnane = -|pC
node = carmen
devi ce = | pdev4
| pdev4:

file = /dev/lpl

align = TRUE

header = al ways

trailer = never

feed = never

backend = /fusr/Ipd/Ip -fw=80-fl =64 -class=c

To send a file to this printer, enter
print -1pC filenane
The following is an exanple of a stanza in the /etc/qconfig file used

to set up a renote VMprinter. This set up routes the request through
RSCS to NODE and prints on the printer prtnane W th PRI ORI TY=50.

| p5:
argname = -prtnanme
node = carnmen
devi ce = | pdevb

| pdev5:

file = /dev/lpl

align = TRUE

header = al ways

trailer = never

backend = fusr/Ipd/lp -fw=80 -fl=64 -route=rscs -tag=" NODE
PRTNAME 50

To send a file to this printer, enter
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print -prtnanme fil ename

The spool option for a printer nmay be custom zed on the system | eve
usi ng the devices command. The system adm nistrator can add or change
the virtual printers defined for each Al X/ 370 site by defining new
virtual printers or changing spool information for a virtual printer.
For nore information on the devices command, refer to Installing and
Custom zing the Al X/ 370 Operating System

The spool options for a printer may be changed in the PROFI LE EXE
when the Al X/ 370 virtual machine is installed. For exanple, to change
options for a renote printer, enter

CP spool prt dev TO userid CLASS class FORM form
TAG DEV PRT nodei d [printerid]

To change options for a local printer, enter

CP SPOOL PRT [dev] CLASS .
The VM adm ni strator can change the directory entry for the Al X/ 370
virtual machine. For exanple, to change the spool printing to a 1403
and set class=C, enter

SPOOL 0OOE 1403 C

The user can route print requests to a specific printer.
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1.8.10.2 ASCI| to EBCDI C Transl ation

Some printers need a special print chain and a special translation table
to print AIXfiles. The translation is done in the |p device driver.

Al X/ 370 provides a set of pre-defined ASCII/EBCD C translation tables for
printing ASCI1 files with National Language Support (NLS) characters. The
system admini strator defines the table to be used for his system by
setting the environnent variable NLPRI NT when /etc/gdaenpn is invoked in
letc/rc.

The NLPRI NT variable contains the name of a country-specific translation
table. |If NLPRINT is not set, the built-in translation table in the Ip
device driver is used. |If users want to specify a translation table, they
can use the translate option to the |p backend.

The new option ascii permts printing on a 3800 printer in |ine node and
directly in ASCII. No translation to EBCDIC is necessary.
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1.8.10.3 Banner Pages

The queui ng system provi des options to define burst pages, Al X headers and
trailers in addition to the standard VM banner and trail er pages. For
nmore information refer to the header, trailer, and feed parameters in the

/etc/qconfig file.

Wien header and trailer paranmeters are defined, it is possible to print an
Al X banner and trailer page beside the standard VM banner page, with

i nformati on about the tinme printed, the tine queued, the last tine the
file was nodified, and who printed the file and to whomit was delivered.
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1.8.10.4 A X Print Queues

The status of an AIX file can be checked by entering

print -q
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1.8.10.5 VM Print Queues

The |l ocal VM print queue can be checked as soon as the file is spooled to
CP by entering the follow ng conmand on the Al X console for the site where
the VMprinter is attached:

cpend g prt all

If the file is sent to a renote printer, there are CP conmands for
checking the status of the file. The RSCS network sends nessages back to
the virtual machine indicating where the spool file is sent. The CP SM5G
facility allows you to query renpte printers, and responses are sent as CP
nessages to the virtual machine running Al X/ 370.
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1.8.10.6 Mdifying CP SPOCL Fil es

As long as the spool file is on the local VM the Al X superuser can use
the cpcnd command and issue CP commands.

If the file is spooled to a renpote printer, there are linmted
possibilities for changing or purging the spool file. Refer to the SM5G
command in the VM SP System Product: CMS User's Quide, VM XA System
Product: CP Command Reference, or in related RSCS manual s.

The normal Al X user can only query the CP SPOOL for information by
entering

cpcnd query prt
or
cpcnd query virtual prt

Refer to the CP QUERY command for valid options.
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1.8.10. 7 Queue Requests in TCF Custers

Because a queue is related to a node in the TCF cluster, requests for
gueues currently not in the cluster are rejected and the foll ow ng nessage
appears:

Site sitenane is down. Cannot access queue queuenane

When printing, the spool file is always copied into the

/'l ocal / spool / gdaenon file so that the server site always has access to the
print file, even if the storage site for the original file is no | onger
avai |l abl e.
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2.0 Chapter 2. Distributed File Systens
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2.2 About This Chapter

Distributed file systenms are an integral part of the TCF cluster
architecture. This chapter shows the system adm nistrator how to create,
monitor, and maintain file systens in the Al X/ 370 distributed processing
envi ronnent .
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2.3 File Systens and Admi nistration Responsibilities

This section lists sone of the tasks and commands inportant to the system
adm ni strator regarding file systens.

Among the admnistrator's primary responsibilities are:

O Alocating disk space for file system

0 Creating file systens on |ogical disk

O Making file space available to user

O Mnitoring file space usag

0 Backing up files to guard against their loss in the event of use
error, or systemor disk failures

O Ensuring that file systens remain in a consistent stat

0 Managing data replication

Somre of the Al X/ 370 system nanagenent conmmands for dealing with file
systens are:

nkf s Makes a file systemof a specified size on a specified |ogica
di sk.

df Reports the ambunt of used and free space on a copy of a file
system

nmount Attaches a file systemor a copy of a file systemto the

cluster-wi de namng structure so that files and directories
residing on the file systemcan be referenced.

urmount Renpoves a file systemor a copy of a file systemfromthe
cluster-wi de namng structure, naking the files and directories
on it inaccessible.

fsck Checks file systens and repairs inconsistencies.

backup Backs up files in backup format to a backup medi um such as
magnetic tape or diskette.

restore Copies back files created by the backup conmmand.
m ni di sks Adds, del etes, shows or changes the characteristics of a
m ni di sk.

fsdb Permts interactive exploration and patching of a file system
A tool for the expert or student of file system structure,
rather than a maintenance utility.

ndr ¢ Provi des access to user created m nidi sks by configuring these
m ni di sks at system startup.

Most of the utilities for dealing with a file systemactually operate on
the special file which serves as an interface to the file system (for
exanpl e, /dev/di skux22).
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2.4 Understanding the Al X/370 Directory Structure

A TCF cluster presents a single, tree-structured namng facility to users
and applications on every cluster site. There is a single root directory
(/) to the entire cluster

The user and the application programis view of object nanes in an Al X/ 370
Operating Systemis anal ogous to a single, centralized, UN X operating
system environment; all objects appear with globally unique nanes in a
single, uniform hierarchical name space. Each object is known by its
path nanme in a tree. Wen given a proper path nane to a file or
directory, the TCF cluster nakes the file or directory avail able as
needed, regardless of its storage |ocation.

A path nane is a sequential list of directory nanmes separated by sl ashes
and may end with a file name. |If the path nane begins with slash (/), it
is called a full path name or absolute path name. Full path nanes specify
the desired directory or file regardless of the current working directory.
Rel ati ve path nanes specify the path fromthe current working directory.
In Figure 2-2 in topic 2.4.1, if the current working directory is /u2 and
the subdirectory jane is to be referred to, then /u2/jane is the full path
name and jane is the relative path name.

Note: A path nanme can also have inplicit hidden directory references and
references through synmbolic links to the <LOCAL> system A path
name that does not have these references is a context-free path
nane. It is a name that evaluates to the sane object under all
cases. These topics are discussed in greater detail in "Synbolic
Li nks and <LOCAL> Aliases" in topic 2.4.2.1.
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2.4.1 File Systens

Afile systemis a conplete directory structure, including a root
directory and any subdirectories and files underneath the root directory.
It is a hierarchically-structured organi zation of files and directories
residing locally or renotely on a contiguous section of secondary storage
(disk or diskette). For exanple, Figure 2-1 illustrates a hierarchica
directory.

/ \ \ represents other files and directories

Figure 2-1. Sanple Nam ng Hierarchy
Each file systemconsists of three main parts:

0 The superblock is a file system header which uniquely identifies the
file systemand contains its size, type, and current space utilization
statistics.

O The inodes are file and directory descriptors. They store such
information as the file's owner, group, and perm ssions, and the
pointers to the bl ocks which hold the file's data.

0 The data blocks are used to hold file and directory data. A data
bl ock can be either allocated, which neans it is in use and is pointed
to by sonme inode in the file system or free, which neans it is
avail abl e for use when soneone creates a newfile or alters an
existing file.

Note that each file systemhas its own collection of data bl ocks. For
this reason, one file systemcan be out of free space, while another file
system can have an abundance of space. There is no way to give one file
systemis free space to another file systemw thout restructuring the disk
partitions and rebuilding the file systens from scratch.
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File systens are created with the ninidi sks command. This comand takes a
section of disk storage which is referred to by a device node in the /dev
directory and initializes a file systemonto that disk. That is, it
wites out a superblock and a set of inodes, and places all of the data

bl ocks into the file systemfree list. To nake the files in a file system
avail able for use, the file systemnust be nounted onto the gl obal system
nam ng hierarchy. This is done with the nount command. The nopunt command
takes as argunents a di sk device node (like the m nidisks command) and a
directory. The nount conmand tells Al X/370 to take the file system which
is on the specified disk device, and splice it onto the nam ng hierarchy
at the specified directory. Any directory which has a file system nounted
toit is called a nmount point.

Assum ng that /dev/diskuser refers to a device which has a file system
containing user files, Figure 2-2 reflects what the nam ng hierarchy | ooks
like after the command nount /dev/diskuser /u2 is issued.

File System stored on /dev/diskuser

Figure 2-2. Sanple Nam ng Hierarchy After Munt Comrand

| Copyright IBM Corp. 1989, 1991
241-2



Administration Guide
Classes of File Systems

2.4.2 Classes of File Systens

An understandi ng of the classes of file systens that can exist in the

Al X/ 370 distributed processing systemis inportant. Al X/ 370 defines file
systens as being either replicated or non-replicated. A file systemthat
is replicated can have full or partial copies of itself on other sites in
the cluster. This replication allows cluster sites to run independently
while presenting a uniformviewto all users. Al X 370 uses replication to
all ow each site to operate on its own, if necessary. It also allows users
to continue to access files if the site that normally stores them becones
unavai l able, or if the nedia |inks that connect the cluster sites together
shoul d fail.

Afile systemthat is non-replicated only has one copy of itself on one
site. A non-replicated file systemis different froma replicated file
systemthat only has its primary copy. A primary copy of a replicated
file systemis allowed to have other copies of itself created with

m ni di sks. On the other hand, I/Oto non-replicated file systens can be
nmore efficient than to replicated file systens. This is discussed in
greater detail in the section "Replicated File System Copies"” in

topic 2.4.5.

Subt opi cs
2.4.2.1 Synbolic Links and <LOCAL> Al i ases
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2.4.2.1 Synbolic Links and <LOCAL> Al i ases

A synbolic link is a special mechanismused to create a second | ogi cal
pathname to a file or directory. As seen in Figure 2-5 in topic 2.4.3,
certain directories in the replicated root file systemare synbolic |inks
to other directories in the <LOCAL> file system For exanple,

O Jdev is a synbolic link to <LOCAL>/ dev
O Jtnp is a synbolic link to <LOCAL>/tnp
O Junix is a synbolic link to <LOCAL>/ uni Xx.

Hard Links and Synbolic Links: There are differences between a
conventional hard link and a synbolic link. A hard link permts nultiple
nanes to be created for a single file (not a directory). For example, if
the command Is -1i /bin is entered, it can be seen that the files nv, cp,
and | n all have the sane inode nunber. These files are different nanes
for the same program and they are linked together with a hard link. A
hard link is only possible between files on the sane file system A
synmbolic link permts nultiple nanes to be created for a file or a
directory and can be used to |link files and directories on different file
systens. In other words, a synbolic link can cross file system
boundari es.

In Figure 2-3 and Figure 2-4, the slash (/) after a nane indicates a
directory. As seen in Figure 2-3, the <LOCAL> file systemis the one
naned for a particular cluster site. In this exanple, the site name is
/tigger. Wen logged into tigger, a user nmay access the /dev directory on
the replicated root file system \When the user changes to this directory,
only the devices for tigger are seen because /dev points synbolically to
the <LOCAL>/dev directory (in the root of the local file systen) which is
/tigger/dev.

In the following figures, directories and synbolic links to directories
are indicated by a trailing slash (/).

I I I
etc/ dev/ tigger/

dev/ > <LOCAL>/dev

-
-
.

.
-
-

I I
dev/ adm/
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Figure 2-3. One Exanple of Synmbolic Links and Local Aliases

I I I
etc/ dev/ tigger/

motd

etc/motd— <LOCAL>/motd I I

““motd adm

Figure 2-4. Another Exanple of Synbolic Links and Local Aliases

The <LOCAL> Alias: A separate <LOCAL> file systemis nounted onto the
replicated root file systemfor each site in the cluster. The <LOCAL>
alias is used with synbolic links to create an exception to name
transparency. This exception to nanme transparency can allow a given
cluster site to operate differently fromthe rest of the cluster. The
<LOCAL> alias is translated into different strings on different cluster
sites (for different processes). Wen <LOCAL> is the first comnmponent of
the destination nane for a synbolic link, it is replaced with its alias
string, normally /<sitename>. Each process has a <LOCAL> alias

mani pul ated with the getlocal and setlocal systemcalls. The <LOCAL>
alias is preserved by the fork and exec systemcalls. For information
about these systemcalls, refer to the Al X Operating System Techni cal
Ref er ence.

Al X/ 370 uses the <LOCAL> alias and synbolic links to link site-specific
files and directories into their standard names. For exanple, in

Figure 2-4, /etc/notd is the standard path nane for the file that m ght
contain the nessage-of-the-day file, but since this file is site-specific,
it isreally stored in the <LOCAL> file system
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2.4.3 File Systens on Cluster Site

Each cluster site is pre-configured to have at least the root file system
and the local file systemin a root file systemhierarchy. Once the
system adm ni strator sets up these file systens on the cluster site, the
user file systenms can be created and added to the cluster site. The file
systens seen froma particular cluster site before joining the cluster are
the replicated root file system the <LOCAL> file system and the user
file system (or systens).

Root File System The root file systemcontains files that are critical
to the normal operation of all sites in the cluster and are not specific
to any individual cluster site. The root file systemis replicated and
mai ntai ned on all sites in the cluster.

The major directories and files found in the root file system are:

etc/ System admi ni stration prograns and data files (includes profile
and login files)

bi n/ Al X prograns (includes sh and csh)
usr/ System adm ni stration, bin, lib files (no user files)
lib/ Portions of the C conpiler and major C libraries

uni x Symbolic link to <LOCAL>/ uni x, the system kerne
dev/ Synbolic link to <LOCAL>/dev/ devices
t mp/ Synmbolic link to <LOCAL>/tnp/ tenporary files

| bin/ Place to put |ocal progranms, files and directories that need to be
globally available within the cluster

Local or <LOCAL> File Systenms: The /<sitenane> directory is the nount
poi nt where the cluster's <LOCAL> file systemis nounted. The <LOCAL>
file systemcontains directories and files that are an extension of the
root file system but are site dependent or have a high update rate. The
followng list shows sone of the major files and directories in the |oca
file system

inittab Systeminitialization table

dev/ Devices for the cluster site

adm Adm nistration files for the cluster site

t mp/ Tenporary files for the cluster site

spool / Spool files for the cluster site

uni x Kernel for the cluster site

uts/ Kernel configuration directory for cluster site
ddi / Files that describe system devices
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ports File containing term nal characteristics

| pd/ Files of conmmands used to send data to systemprinters and
col l ect accounting statistics on printer usage

filesystens File systemcharacteristics for the site

The <LOCAL> file systemis nounted on to the root file systemat the nount
point cal l ed /<sitenane>.

User File Systens: User file systens are files containing users' hone
directories and associated directories and files. These files can be
stored on one cluster site or on several cluster sites. The user file
systens are usually nounted onto the root file system The system

adm ni strator sets up the user file systens and can give them any nanes.

Not es:

1. User accounts do not belong under /usr since it is part of the root
file system

2. There may not be any user file systens on the |ocal cluster site.
Figure 2-5 shows the root file system the <LOCAL> file system

(/<sitename>), and the user file system as viewed froma particul ar
cluster site (called <sitenanme>).
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/

[ [ [ [ [ [ [ [ [ |
etc/ bin/  usr/ lib/ dew tmp/ unix Ibin/ u2/  /<sitename>

JIN/IN/INZINS ™ S SN N

Root “"”"~~:«‘User
File System .. ~File System

/ \ \ represents other files and directories

dev tmp unix

N

Local
File System

Figure 2-5. Al File Systens Viewed from One Cluster Site
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2.4.4 Replication Principles

Replication, in sinplest terns, provides systemsupport for a file or
directory to be duplicated in several |ocations, or on several sites. On
al nrost any operating system a file can be replicated by sinply creating a
second copy. However, TCF replication goes far beyond this sinple concept
of replication.

In TCF replication, the system nmakes sure that all copies are up to date
with respect to each other. The user need only change one copy. In fact,
nost of the tine the user need not be aware that the files are replicated.
The primtives operate simlarly on replicated and non-replicated files.

TCF replication also allows the systemadm nistrator to specify a mnimum
and maxi mum nunber of copies that users keep. Between these |imts, users
can control the nunber of copies kept by the systemon their behalf. The
i npl emrentation of file replication permts applications which are not
replication know edgeable to function properly with the users controlling
replication factors external to the application

Note: Wth TCF replication, all copies of a file or directory have the
same nane fromthe systemis point of view Al copies are
logically mani pulated as a unit. |If a replicated file is deleted,
all copies of the file are effectively deleted at that time. |If
one of the copies is to be deleted, use the store or the chfstore
command to reduce the nunber of copies rather than the del conmand.

To control concurrent updates to the replicated files, TCF replication
uses a primary copy-based synchroni zati on schene. 1In this context, the
term synchroni zation is defined slightly differently fromthe comon
definition. Normally, an operating system synchroni zes access to a file
when two users on the sanme systemare trying to wite the file. 1In this
case, the systemneeds to serialize these operations to make sure each
operation sees a consistent file fromthe systenis point of view

There is another |evel of synchronization involved in TCF replication
Consi der the foll ow ng exanpl e:

User A on Site S1 is accessing File F

User B on Site S2 is accessing File F
Assuming S1 and S2 are different, the foll owi ng cases can occur:
Case 1: File Fis not replicated and is stored only on Site Sl

If Sites S1 and S2 are comuni cati ng through TCF, both Users A
and B can operate on the file using normal UN X and Al X
primtives. Once each has saved a version of the file, both
users will see each other's changes. If Sites S1 and S2 are not
comuni cati ng through TCF because, for exanple, the LAN is down,
only User A has access to the file. User B nust make changes at
a later tine.

Case 2: File Fis replicated and is stored on both Sites S1 and S2.

If Sites S1 and S2 are comuni cating through TCF, the replicated
file appears to both users as if it were a single file. As |long
as the primary site is on the net, all normal UN X and Al X
primtives behave in the expected manner. Both Users A and B
see each other's changes.
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If Sites S1 and S2 are not comuni cating through TCF at this

ti me because, for exanple, the LAN is down, the system needs
sonme strategy to either prevent the creation of inconsistencies
or resolve inconsistencies at a later tine.

To resol ve inconsistencies, TCF replication uses a primary copy nmechani sm
to synchroni ze the changes nmade by two users. The prinmary copy nechani sm
desi gnates one copy of the file systemas the primary copy. The user only
makes changes to the primary copy. The system guarantees that all changes
are first done to the primary copy and then the changes are propagated to
the other copies of the file system

The copies of a file systemfall into three classifications:

Primry The copy where all changes are originally done. This copy
stores every file in the file system Updates to any file in
a file systemcan only occur when the primary copy is
avail able for nodification. This guarantees that no
i nconsi stent updates are perforned to the data in the file.
Note that a file systems primary site is the cluster site
which maintains the primary copy of that replicated file
system

Backbone A read-only copy. A backbone stores all files in the file
system i ndependent of the replication control factor on the
files. However, since this copy is not the primary, al
changes to data in the file systemare propagated to the
backbone copy fromthe primary copy.

Secondary This copy contains only a subset of the files and directories
contained in the primary copy. It, too, is read-only. It is
useful in cases where specific files are not needed on every
cluster site. For exanple, text processing files are |arge
and use a |l arge anmount of space. Only certain sites may el ect
to have copies of text-formatting files (such as troff), so
certain sites may exclude these files fromits secondary copy.
Al'l changes to files in a secondary copy are propagated from
the primary copy of the file system

To determ ne when a copy of a file is out of date, TCF replication uses
comrt counts and high and | ow water marks. Each file in a replicated
file systemhas a commt count which is basically a version nunber and is
stored in the inode of the changed file. Every tinme a file is nodified at
the primary site, the commt count is increased for the entire file
system High and | ow water marks track the state of a copy of the file
systemregardi ng changes to its files, as foll ows:

hi gh water mark Indicates that this copy is aware of changes up to the
i ndi cated conmt count.
| ow wat er mark I ndicates that this copy incorporates all changes up

to and including the indicated conmmt count.

These two numbers are always the sane on a primary copy of a file system
When a secondary or backbone copy of a file system has been out of

comuni cation with the primary copy for sone period, the system determ nes
if it is up to date by checking if its lowwater mark is equal to the | ow
water mark of the primary copy. |If two copies of a file have different
commt counts, the copy with the larger commt count is considered nore
recent.
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2.4.5 Replicated File System Copi es

Replicated file systens are file systens that have copies on multiple
cluster sites. Each copy is nounted on the sane nount point. Files and
directories within different copies of the nounted replicated file system
are referenced with the sanme pat hnanes. During normal operation, the user
is not aware of the existence of multiple copies.

The significance of types of replicated file system copies should be
understood in light of file systemclassifications. Replicated file
systens can be systemor user file systens. A systemreplicated file
systemcontains files and directories that are used by all sites in the
cluster and are not specific to any one cluster site. The root file
systemis a good exanple of a systemreplicated file system The root
file systemcontains files critical to the normal operation of all sites
inthe cluster. A user-replicated file system contains files and
directories that are inportant only to specific users or applications.

For exanpl e, consider /user/projectdoc to be a file systemthat contains
project documentation files. The main copy of this file system (the
primary copy) is stored on cluster site tigger, and other copies reside on
eyore and pooh. This file systemis replicated on nore than one cluster
site to allow the projectdoc files to be referenced (for exanple, read or
printed) even when the primary copy is not available. Al replicated file
systens, whether systemreplicated or user-replicated, nust have a prinmary
copy. They nmay optionally have one or nore backbone or secondary copies
as wel | .

Afilein areplicated file systemis only stored on a secondary copy of
the file systemif it has been specially marked for storage on the
secondary copy. For systemreplicated file systens, this is acconplished
wWith the chfstore command. For user-replicated file systenms, the store
conmand is used instead. Once a file or directory has been narked for
storage on a secondary site copy, it is automatically updated as needed by
the kernel to mmintain consistency with the prinmary copy.

For exanple, suppose a file system/u2 has a primary copy on site tigger,
a backbone copy on site roo, and a secondary copy on site pooh. Al so
suppose that a file called newdoc is to be added to this file system The
primary copy and backbone copies are automatically updated by the kernel
but the secondary copy is not. 1In order to instruct the systemto store
newdoc on the secondary copy, enter the command store +pooh

/u2/ ruth/ newdoc. Then, whenever newdoc is updated, the secondary copy on
pooh i s changed al so.

Subt opi cs
2.4.5.1 The Significance of Replicated File Systens and Copi es
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2.4.5.1 The Significance of Replicated File Systens and Copies

To continue with the exanple fromthe previous section, assune that
fu2/ruth is in a user-replicated file system The primary copy is on site
tigger, a backbone copy on site roo, and a secondary copy on site pooh
Ruth creates a file in /u2/ruth called newdoc and stores it on pooh. The
file newdoc is now stored on all three copies of the file system The
cluster consists of the sites tigger, roo, pooh, and eyore.

If Ruth wants to change the file newdoc, the system accesses the file from
ti gger, because tigger contains the prinmary copy of /u2/ruth/newdoc and
only the primary copy can be nodified. |If, however, Ruth only wants to
print (read) the file, then when she logs into roo, the system accesses
the copy on roo. Wen she logs into tigger, the system accesses the copy
on tigger. |f, however, Ruth logs into eyore, the system accesses a copy
of the file remtely fromeither tigger, pooh or roo because eyore does
not have a copy al ready avail abl e.

If tigger is not available, the primary copy of Ruth's file systemis not
avail able. Even though the primary copy is not available, Ruth can stil
log into roo or pooh or any other site in the cluster, and read (or print)
her files. Ruth can not change her files, however, because the prinmary
copy of her file systemis not available. Ruth can create a tenporary
copy by copying newdoc into another file, for exanple, newdoc2 in the /tnp
directory. Wen tigger is available again, Ruth can copy /tnp/newdoc2 to
{u2/ruth/ newdoc.

Replication can be viewed as a way to reduce cluster comunication | oad
and i ncrease performance by making files locally accessible for those
files that are read nore than they are witten. Replication can also be
viewed as a neans of increasing the availability of a file. Notice how
Ruth's file is still available when tigger is not available. Furthernore,
replication provides increased reliability for critical data. Should
there be a storage nedia failure which inpacts one of the file's copies,
the other copies can be used to recover the file. Replication, however,
shoul d not be used as an alternative to file system backup. A file

i nadvertently del eted or changed is deleted or changed in all copies of
the file systens.
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2.4.6 File System Structure

The structure of a file systemis conpletely storage-device i ndependent.
Afile systemis represented by exactly the sanme conbination of bits on
any direct access device. The only restriction on noving a file system
fromone device to another is that the destination device nust have enough
space to acconmpdate it. The Al X/ 370 and Al X PS/2 file system structures
are not identical because of the different ways the hardware architectures
represent binary data. File systemutilities such as fsdb and fsck nust
be run on an Al X/ 370 site when accessing an Al X/ 370 file system and on an
Al X PS/2 site when accessing an AIX PS/2 file system Cenerally, these
utilities should be run directly on the cluster site which stores the file
system This file systemdifference also neans that a file systemcan be
nmoved only between cluster sites of the sane type.

Al X/ 370 and Al X PS/2 allocate disk space in units of 4096 bytes each
however, Al X/ 370 conmands (for exanple, nkfs and fsck) expect bl ock
nunbers or bl ock counts as argunents to be specified in terns of 1024-byte
bl ocks. This is done to provide a uniformway for users to view file

si zes when novi ng between systens in the AIX famly

Afile systemis inplenmented as a section of mass storage. It is conposed
of a header or superblock, a small set of file descriptors called inodes,
and a | arge nunber of data blocks. These three terns are described in
detail in the follow ng section

Super bl ock: The second bl ock of every file systemis called a superbl ock.
It is the nost critical part of the file systemcontaining infornmation
about every allocation (or de-allocation) of a block in the file system
The superbl ock resides in block one (counting fromzero) of the |ogica
disk. Following are sonme of the inmportant fields in the superbl ock

s_magic A nunber indicating that the file systemhas been initialized
wth the nkfs command.

s_fpack The volune-1D of the disk pack. This IDis optionally created by
nkfs. For nore information, refer to the nkfs entry in the Al X
Operating System Commands Ref erence.

s_gfs The global file system (gfs) nunber. This is a nunber set up by
the system administrator that is between 0 and the NMOUNT system
paraneter. It is the unique nunber for the file systemon the
cluster. A gfs nunber of O is typically used in renovabl e nedi a
such as di skettes, and causes the systemto choose an unused gfs
nunber in a reserved range. A gfs of 0 cannot be used on a
replicated file system

Note: Different file systenms nmust have different gfs nunbers.
Replicated copies of the sane file system have the sane
gf s nunber, but a different gfs pack nunber.

s_gf spack The gfs pack nunber. Each copy of a replicated file system has
a uni que gfs pack nunmber. It is a nunber between 1 and 31 and
can be set up by the systemadministrator to correspond to the
cluster site nunber, if so desired. The primary copy need not be
pack number 1.

s flags File systemflags. This field is used to identify the type of
file systemcreated. Each type of file systemcan be replicated
or non-replicated. |If the file systemis replicated, then
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s_flags indicates whether it is primary, and whether it is a
systemor user-replicated file system

s fsize The total size (in blocks) of the file system

s_isize The nunber of blocks reserved for inodes (refer to "Inode File
Descriptors”). Included in s isize are also the two bl ocks used
for the boot block (bl ock0) and the superblock (blockl). There
are eight inodes in each inode block for Al X/ 370 and Al X PS/ 2.

s tfree Total free blocks. This is useful for reporting the nunber of
avai l abl e di sk bl ocks. For nore information, refer to the df
command in the Al X Operating System Commands Reference.

s _free[0] This is the block nunber of the head of the freelist.
s free[1l] - s_free[s_nfree -1] These are bl ock nunbers for free bl ocks.

s _tinodes Total free inodes. This is useful for reporting the nunber of
avail abl e i nodes. For nore information, refer to the df conmand
in the Al X Qperating System Commands Reference.

s _inode A list of free inodes.
s time The tine and date of the l[ast di sk update of the superbl ock.

s fstore The fstore value is only neaningful in secondary copies of a
replicated file system It identifies which subset of the files
shoul d be stored in this copy of the file system

s_hwm Conmit counters. These are special counters used for replicated
file

s_|wm systens. The conmit operation incorporates all data changes nade
to a

s |Ist file into a new version of the file. Wen a file is nodified, a
commt operation is automatically perfornmed when the file is
cl osed.

The s hwmfield (high-water mark) contains the commt sequence of
the last conmt that has occurred on the primary copy and is
known to this copy.

The s Iwnfield (lowwater mark) on a primary copy is always
equal to the high-water mark. On a backbone copy or secondary
site, all commits with sequence nunbers |less than or equal to the
| ow-wat er mark have been incorporated into this copy.

The di fference between the high-water mark and the | ow water mark
i ndi cates how cl osely the backbone and secondary copies resenbl e
the primary copy and whet her updated versions of files need to be
propagat ed over to the backbone and secondary copies. System and
user-level replicated file systenms in Al X automatically propagate
primary copies of files over to the backbone and secondary copies
based on these conmt counts.

Note: The primary, backbone and secondary copi es nust be nounted
and part of the same network partition in order for file
propagation to occur.

The s Ilst field (coomit list mark) indicates the conmit count
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for the oldest entry in the conmt list. For nore infornmation
about the commt nechanism refer to "The Commt Operation and
File Update Propagation” in topic 2.5.1 and the Al X Operating
System Techni cal Reference.

s cntlst The recent commt |ist which contains the commt counts for the
| ast 200 file changes known to the cluster site.

Note: Superbl ock information is slightly different, depending on
whether the file systemis replicated or non-replicat ed.
In non-replicated file systens, the conmt count
information is not needed, so AIX/ 370 is able to store a
| arger free block array. For this reason, a file system
cannot be easily converted fromreplicated to
non-replicated and fromnon-replicated to replicated.

For nmore information about the superblock, refer to the fs entry in the
Al X Operating System Techni cal Reference.

Inode File Descriptors: An inode file descriptor serves as a |low | evel
internal directory and the internal structure for managing files in the
system After the superblock, there are a nunber of bl ocks containing

i nodes. The specific nunber of inode blocks is a paraneter that varies
wth the file systemsize and is specified in the superblock. There is
one i node for each possible file on the file system Up to 2,147,483, 647
i nodes can be all ocat ed.

For replicated file systens, it is required that all copies have the same
nunber of inodes. Each inode, if allocated, describes a file and contains
the followi ng type of information:

di_node The file type and permi ssions. Possible file types are ordinary
file, directory, block device, character device, FIFO (naned
pi pe), and socket. For information on changing perm ssion codes,
refer to the chnod command in the Al X Operating System Commands
Ref er ence

di_nlink The link count. A directory entry (link) consists of a nane and
t he nunber of the inode that represents the file (its i-nunber).
The |link count specifies the nunber of directory entries that
reference the inode. Wen this count goes to zero and al
processes having the file open close it, the file is del eted.
That is, its inode is de-allocated and its associ ated bl ocks are
freed.

di _uid, di _gid The user-ID and group-1D associated with the file. The
user associated with the file is considered its owner.

di _inogen The inode generation nunber is a count of the nunber of tines
this inode has been used for different files.

di _dflag The disk flags. The di _dflag data structure contains information
whi ch augnments the di_node field to yield certain file types.
For instance, the DI H DDEN flag distingui shes a hidden directory
froma regular directory, the DI SOCKET flag distinguishes a
socket froma FIFO and the DI LINK flag distinguishes a synbolic
link froma regular file.

di _size The size of the file (in bytes).

di_minme The date the file was [ast nodified.
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di_atinme The date the file was |ast accessed. The access tinme on each
copy of areplicated file systemis naintained i ndependently,
except when the file is nodified. Under some circunstances,
non-primary copies of files may have their access tine set
backwards. Wen a file is nodified, its access tines are set up
to be the sane as its nodification tine.

di_ctime The tinme the inode was created or |ast nodified. This records
the time of last nodification to the inode or to the data
associated with the inode and is used to determ ne whether it
shoul d be backed up. Changes to the inode header information
(nmode, owner, and group changes) cause di _ctime to change, but do
not affect di _ntine.

di _bl ocks Nunber of blocks allocated to an inode.

di_cntcnt The gfs commt sequence nunber for the [ast commt done on this
i node.

di fstore The fstore bits. This shows where a file is stored for
replicated file systens. It is ignored for non-replicated file
systens. For nore information on the use of this field, refer to
"fstore Val ues and Propagation” in topic 2.5.2.

di _version The inode version nunber. This shows the nunber of commits
done to this file.

di _sbflag Small block flag. If the di _sbflag is non-zero, the data for
the file is conpletely contained within the inode in the di sbbuf
buffer. The inode has space for 384 bytes of file data.

di _addr Block nunbers of the blocks that contain the actual data in the
file (or in the case of a device special file, the major, mnor
and clustersite device designations.

di _sbbuf The small block buffer. If di _sbflag is non-zero, di_sbbuf
contains the entire contents of the file.

For nore information about inodes, refer to the "Introduction to System
Management" chapter in Managing the Al X Operating System and also the Al X
Operating System Techni cal Reference.

Data bl ocks: The remai ning blocks of the file systemare used as data
bl ocks. These bl ocks contain the data stored in the files and
directories, and indirect blocks that point to other data or indirect
bl ocks for large files.

The first inode (inode 1) on every file systemis an unnaned and unusabl e
file that historically contains the addresses of bad (physically flawed)
bl ocks. The second inode (inode 2) corresponds to a directory. That
directory is the root directory for the file system Al other files in
the file systemare sonmewhere in the hierarchy below the root directory.
Beyond i node 2, any inode can be assigned to any file. Simlarly, any
data bl ock can be assigned to any file. There is no requirenent that

i nodes or bl ocks be allocated contiguously or be assigned in any
particul ar order.
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2.4.7 Mounting and Unnounting Files

Distinct file systens are totally separate in that a file in a given file
system contains only data blocks fromthat file system A directory in a
given file systemcan nake references to files in the sanme file system
(using a hard or synbolic link) or make references to files in another
file system (using a synbolic link). |In general, because file systens are
separate, damage to one file system cannot affect any other file system
File systenms can be backed up, restored, and repaired separately.

However, nodifications (additions, deletions, or changes) to files on a
copy of areplicated file systemare automatically reflected in backbone
and secondary copi es by Al X/ 370.

Al X/ 370 has a mount command which tenporarily links disjointed file
systens into a | ogical whole. Essentially, nount creates a nmapping from
one file systemto another. The npunt conmand sets up a nmappi ng between
the nanmed directory and the root directory of the file systemon the

| ogi cal disk device. For exanple, the command nount /dev/diskuser /u2
sets up a mappi ng between the nanmed directory called /u2 and the root
directory of the file systemon the |ogical disk device called diskuser
After a nount command is used, references to the naned directory are
translated into references to the root directory of the nounted file
system bridging the gap between the two file systenms. In effect, the
root directory on the nmounted file systemis spliced into the systemw de
nane space on top of the naned directory. The directory on which a file
systemis mounted is called the nmount point for the nounted file system

Thi s mappi ng has no effect on the nount point directory. It nerely
becones inaccessible while the nount is in effect. The nount operation
does not change the data on either file system It only affects the
systemi's nane-to-file nmapping nmechanism |If the file systemis
subsequently unmounted (with the unmount command), or if AIX/ 370 is taken
down and rebooted, the systemreturns to a state prior to the nount and
the mapping is |ost.

The nount operation allows the integration of several disconnected file
systens into a seenmingly continuous directory structure. Mst users never
know that all the files in the systemare not really part of a single

hi erarchy. The nmount operation gives the adm nistrator a very powerf ul
tool for managing disks. A particular file systemcan be physically noved
fromone place to another on a drive, on a directory with the sanme nane,

or on a different cluster site, and users never know the difference.

If afile systemis replicated, it is possible to unmunt one of the

avail abl e copies without affecting the other copies. The data becones
unavai | abl e when the | ast copy available is unnounted. (O course, this
may not be true for secondary copies, as all files on the primary copy are
not necessarily represented there.) For nore information on the nount
command, refer to the Al X Operating System Commands Ref erence.

Not e: The mpunt operation is usually perfornmed during system startup and
unnount during system shutdown based on the /etc/filesystens file.
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2.5 How Al X/ 370 Updates Replicated File Systens

This section deals with the commt nechani smand fstore val ue conpari son
used to naintain data integrity.

Subt opi cs

2.5.1 The Conmit Operation and File Update Propagation
.5.2 fstore Values and Propagati on

.5.3 Checking for File SystemlIntegrity

. 5.4 Possi ble Causes for Corruption

2
2
2
2.5.5 Correcting Inconsistencies
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2.5.1 The Conmt Operation and File Update Propagation

The non-primary, replicated files are kept up-to-date in an asynchronous
fashion by using the commt operation and file update propagation. The
commt operation incorporates all data changes nmade to the specified file
into a new version of the file. This operation noves changed data pages
and the in-core file descriptor (inode) to the disk. Changes nmade to a
file are ordinarily nmade permanent when the file is closed (close includes
an inmplied commt) and thus, an explicit commt is not usually necessary.

To sinplify the protocols necessary to maintain file system consistency in
a dynam c cluster environnment, the systemallows file nodification of only
one copy of the file system (the primary copy). Wien a replicated file is
updated, the primary copy is updated first, then the backbone and
secondary copies. Wien the primary copy is closed, a conmt operation is
perforned. The comrit operation assigns the next avail able commt
sequence nunber to this change, places that sequence number in the inode,
and wites out the data pages and i node. Also, the inode nunber is
recorded in the commt list in the superblock. The primary copy site then
sends out mnessages to the backbone sites and the secondary sites to tel
themthat a new version of the file has been created. Asynchronous to the
witer, sites storing backbone and secondary file copies of the file
systemthen copy the newy updated file onto their copy.

The current commt level is determ ned by two separate counters in the
super bl ock. One counter is the lowwater mark counter; the other is the
hi gh-water mark counter. On the primary site for the replicated file
system the lowwater nmark is always equal to the high-water mark. On a
backbone or secondary site, all commits with sequence nunbers | ess than or
equal to the | owwater mark have been incorporated into this copy.

The hi gh-water mark contains the commt sequence nunber of the |ast commt
that has occurred on the primary copy or is known to this copy. Thus, the
di fference between the high-water mark and | owwater mark indicates how

cl osely the backbone or secondary copy resenbles the primry copy and

whet her updated versions of files need to be propagated over to the
backbone or secondary copy.

For exanpl e, suppose the primary copy of a file systemhas a | ow wat er
mark of 100 and a high-water mark of 100. A change is nade to the prinmary
copy of a file. Wen the file is closed, the commt count is increased by
1 so the high-water mark and | ow-water marks on the prinmary copy becone
101. The primary copy site tells the backbone copy site that the new file
has been updated and its commit count is 101. The backbone copy site has
a lowwater mark of 100 and a new hi gh-water mark of 101. Since they do
not match, the backbone site propagates a new version of the file fromthe
primary copy site and increments its own lowwater mark to 101.

Sometinmes the primary copy site is separated fromthe backbone and
secondary sites. Perhaps the LAN connection is broken somehow, so that
each site can no longer respond to the other. For exanple, suppose that
there are eight cluster sites connected on an Ethernet. The connection
breaks down (a repeater fails) so two partitions are formed; for instance,
one partition may have 3 sites and the other may have 5 sites. Each
partition has full conmunication between each site, but there is no
comuni cati on between the two partitions. Now if each site has a backbone
copy of /u2, but only one site (in the five-cluster-site partition) has
the primary copy, then only the five-cluster-site partition has the
updated primary copy and the other copies will have changes propagated to
them Since it does not have the primary copy, the three-cluster-site
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partition can not have any file updates and correspondi ng propagation

VWhen the cluster sites are all united again on the same Ethernet |line, the
guestion may arise regardi ng how the backbone and secondary file system
copi es can be brought up-to-date with respect to their primary copy. The
two operations for handling this situation are kernel-level reconciliation
and user-level reconciliation. The primary copy keeps a history of the

| ast 200 consecutive conmts (including the inode nunbers). [If the

di fference between the high-water mark and |owwater mark is | ess than
200, the backbone and secondary copies automatically get the [ast 200
updates. |If the difference between the high-water nmark and | ow water mark
is greater than 200, the backbone and secondary copies automatically

i nvoke a user-level reconciliation process for the copies to be brought
up-to-date. There is a recovery daenon called recnstr that runs on each
site and works with the prinrec and comist utilities to performthis
user-level reconciliation. User-level reconciliation utilities run as a
user process (not a kernel process). They check the conmt counts in the
i node information on the primary copy and conpare themto the comm t
counts in the local inodes. |If the commt counts are not the same, then
they instruct the kernel to propagate the primary copy files over to the
backbone and secondary copi es and change the conmmt counts to be the sane.
For nore information about these utilities, refer to the Al X Operating
Syst em Commands Ref er ence.
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2.5.2 fstore Values and Propagati on

The fstore values consist of the values found in the s fstore field in the
superbl ock and the di fstore field in the inode. These values are used to
determ ne whether a secondary file systemcopy gets a nodified file from
the primary copy.

Not e: The backbone copi es get copies of any new or nodified files no
matter what the fstore value is.

When the superbl ock and i node fstore values are conpared, a speci al
operation is done to determne if a particular copy of a file is stored on
a particular secondary file system copy. The special operation only
occurs when a primary copy of the file is nodified or the secondary copy
of the file is being synchronized with the primary copy (for example, the
secondary copy is not synchroni zed because it has not been nmounted or it
has been di sconnected fromthe primary copy).

This special operation is a logical, bit-by-bit AND operati on done between
the fstore value in the superblock for the file systemand in the inode
for the file. |If the result of the AND operation is non-zero, the system
stores the file.

For exanpl e, suppose there is a replicated user file systemcalled /u2 and
there are three copies of this file system a prinmary copy on site

tigger, a backbone copy on site roo, and a secondary copy on site pooh. A
new file is created in /u2 called glossary and the store command is used
to indicate which sites should store this file. Wen the file is created,
it is given a unique inode nunber, and the store command sets a fstore

val ue in this inode.

The superbl ock fstore value for the secondary copy of /u2 on poo has a

val ue of 0000010000 (in binary). The fstore value for glossary (stored in
its inode) is 0100011101. A logical bit-by-bit AND of the two nunbers is
done as foll ows:

0000010000 Superbl ock value for [u2
0100011101 I node value for glossary

0000010000 Result of AND operation

Since the result of the AND operation is non-zero, glossary is stored on
the secondary copy on pooh. |If the result had been zero, the file would
not be stored on the associated cluster site. This AND operation is done
for each file on each secondary file systemcopy to determne if this file
shoul d be stored on this site.

There are two sub-classes of replicated file systens: system and user

The primary difference is in the definition of how files are chosen to be
replicated. Each file systemhas an fstore value for the file system
which is stored in the superblock. In addition, each file has an fstore
value which is stored in its inode. The logical AND operation of the file
system s fstore and the inode's fstore determ nes whether a file is stored
on a particular file system

There are 32 bits in an fstore. Each bit can be used to represent either
of the follow ng:

O A disk pack nunber, which is usually the site nunber of the fi
systemfor a user-replicated file system
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O Aclass of files whose value is agreed upon, as in the case of
systemreplicated file system

The fstore values of particular files are nodified as follows:

0 For a user-replicated file system the store conmand takes as
arguments a site nane or nunber and a list of files. The operations
perfornmed include adding and deleting sites to the inode fstore val ue.

O For a systemreplicated file system the chfstore command takes as
argunments an octal value or a systemclass type and a list of files.
The chfstore command sets the fstore value of the indicated files to
the specified value. The association of systemclass nanes to octa
fstore values is kept in the file /etc/fstore. This file initially
defines the follow ng classes nanes:

i 386 Causes the file to be stored on all Al X PS/2 system cl uster
sites

i 370 Causes the file to be stored on all Al X/ 370 system cl uster
sites

none Causes the file to be stored on only the prinmary and backbone
cluster sites

al | Causes the file to be stored on all cluster sites.
The system adm ni strator can add additional classes.

The choice of creating user-replicated or systemreplicated file systens
shoul d be based on the following criteria:

O Afile systemin which files are site-specific or specific to a subse
of sites is a candidate for a user-replicated file system An exanple
could be a project directory primary on one or nore sites.

O Afile systemin which files have cluster-w de significance would b
best handled by a systemreplicated file system Exanples are
defining systemclasses of 1386 and i370 for 386 and 370 binaries or
386 devel opnent tools, 386 utilities and 386 typesetting tools.

The creation of a user-replicated file system does not require any effort
beyond nmaking a replicated file systemon several sites, and setting the
fstore value of a file to the desired site nunbers. The nkfs comuand is
used to set the pack nunber to the site nunber when the file systemis
created. The nkfs command automatically sets the superblock fstore val ue
based on the gfs pack nunber in each secondary copy of the file system

The creation of a systemreplicated file system should be started by
deci di ng whether to use the default set of file systemclasses in the
/etc/fstore file, or to define new classes or subclasses in this file.
Then nkfs can be used to create a replicated file systemspecifying the
initial fstore value of the appropriate class.

For example, assune the contents of /etc/fstore is as foll ows:
020000000000: 0: none

07000: 0: i 386
04000: 0: t ool i 386
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02000: 0: basei 386
01000: 0: dvl pi 386
00007: 0:1i 370
037777777777: 0: al
Site 1 has the follow ng di sks (cpu=370):

di sk1l, pack=1l, systemreplicated fstore=00077
di sk2, pack=1l, user replicated fstore=al

Note: The 370 stores all i370 and 386 files.
Site 2 has the follow ng di sks (cpu=386):

di sk1l, pack=2, systemreplicated fstore=00070
Site 3 has the follow ng di sks (cpu=386):

di sk1, systemreplicated fstore=00030
di sk2, pack=3, user replicated f st or e=00040

Note: The 386 stores 386 base and 386 devel opnent files.

The following table lists files, their fstore values and the sites where
the files are stored:

o o o o o e o e e e e e e e e e e e e e e e e e e e mmmemaoao- - +
i File | Fstore val ue | Sites |
Fo e e e e e e o S i i
| /bin/date@i 386 i 00020 i1, 2, and 3 i
Fo e e e e e e o S i i
I /bin/date@i 370 I 00007 - :
Fo e e e e e e o S i i
| /bin/troff @i 386 | 00010 i 1 and 2 |
Fo e e e e e e o S i i
i lusr/project/ i 003000 ! i
Fo e e e e e e o S i i
i fusr/proj/exp i 020040 i 1 and 3 i
o o o o o e o e e e e e e e e e e e e e e e e e e e mmmemaoao- - +
Subt opi cs

2.5.2.1 File System Updat es
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2.5.2.1 File System Updat es

Wienever a file is created, nodified, or renmoved, the Al X/ 370 operating
system perforns a series of file system updates. These updates, when
witten on disk, yield a consistent file system It is helpful to
understand the order in which updates are done. There are five types of
file system updates invol ving:

Super bl oc

| node

| ndi rect Bl ock

Dat a Bl ock

First Free-List Bloc

I Iy |

Super bl ock:  The superbl ock contains information about the size of the
file system the conmit counters, the size of the inode list, part of the
free-block list, the count of free blocks, the count of free inodes, and
part of the free-inode |ist.

The superbl ock of a nounted file system (the replicated root file system
and local file systens are always mounted) is witten to the di sk whenever
the file systemis unnounted or a sync systemcall is issued. For nore
information on the sync systemcall, refer to the Al X Operating System
Commands Reference and the Al X Operating System Techni cal Reference.

I nodes: An inode contains information about the type of file (directory,
data, regular file or special file), the nunber of directory entries
linked to the inode, the |ist of blocks clained by the inode, and the size
of the file.

An inode is witten to the file systemon closure of the file associated
wi th the inode when:

O an fcomit call is executed
O if the process using the file is marked for periodic commit, o
0 whenever a sync systemcall is issued.

Afile open for witing will be marked for periodic comment if it is
opened without the O DEFERC flag. For nore information, see the fcommt
systemcall in the Al X Qperating System Technical Reference.

Indirect Blocks: There are three types of indirect blocks - single
indirect, double indirect, and triple indirect. A single-indirect block
contains a list of some of the data bl ock nunbers cl ained by an inode.
Each one of the 1024 entries in an indirect block is a data-bl ock nunber.
A doubl e-indirect block contains a list of single-indirect block numbers.
Triple-indirection blocks are not used in Al X/370 or Al X PS/ 2.

Indirect blocks are witten to the file system whenever they have been
nodi fied. More precisely, they are queued for eventual witing. Physica
I/Ois deferred until the buffer is needed by the system until a sync
systemcall is issued, or until a commt operation is perforned on the
file to which the indirect blocks bel ong.

Data Bl ocks: A data block may contain file information or directory
entries. Each directory entry effectively consists of a conmponent nane
and an i node number.

Data bl ocks are al so queued to be witten to the file system whenever they
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have been nodifi ed.

First Free-List Block: The superblock contains the first free-list block
The free-list blocks contain a list of all blocks that are not all ocated
to inodes, indirect blocks, or data blocks. Each free-list block contains
a count of the nunmber of entries in this free-list block, a pointer to the
next free-list block, and a partial list of free blocks in the file

system Free-list blocks are also queued to be witten to the file system
whenever they have been nodified and rel eased by the operating system
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2.5.3 Checking for File Systemlintegrity

Al X includes the fsck command whi ch checks for (and usually repairs)
corrupted file systenms. This command uses the redundant structura
information in the AIX file systemto performconsistency checks. If an
i nconsi stency is detected, the fsck comuand reports the condition. Then,
fsck corrects the condition or asks the operator to fix it. The operator
uses the fsdb comand to fix a problemthat the fsck comand is not able
to resol ve.

A qui escent (inactive or unnmounted) file systemmay be checked for
structural integrity by perform ng consistency checks on the redundant
data intrinsic to a file system The redundant data is either read from
the file system or conputed from other known values. A quiescent state is
i mportant during the checking of a file system because of the nultipass
nature of the fsck program Also note that the fsck comand executed on a
secondary file system copy can not check all aspects of the consistency on
t hat copy because sone of the directories may not be present on the
secondary copy. Running the fsck command on a secondary file system copy,
as with all file systens, is still required after a system crash.

When Al X is | oaded, a file system check using the fsck conmand is
perforned automatically. This nmeasure ensures a reliable environnment for
file storage on di sk.

The root and <LOCAL> file systens are checked when the system cones up in
singl e-user nmode. All other file systens are checked when the system
changes from single-user to nulti-user node, depending on

[etc/fil esystens.

Automatic running of the fsck command is often performed with the -p and
-f argunents. The -p argunent instructs fsck to repair those

i nconsi stenci es whi ch have an obvi ous nethod of repair (for exanple, to
reconstruct the free block list) w thout asking for user confirmation

The -f argunment instructs fsck to observe the file systemclean bit, and
if set, to skip the check. The clean bit is set when a file systemis
successful ly unmounted. The clean bit is not set if the systemterm nated
abnormal ly, as in a systempanic or power failure.

For nore information on the fsck and fsdb commuands, refer to the Al X
Qper ati ng System Conmands Reference and the fsck nessage description in
the Al X Operating System Messages Reference.
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2.5.4 Possible Causes for Corruption

A file system can beconme corrupted for several reasons. The npbst conmon
reasons are:

O I nproper system shutdown or startu

File systens may becone corrupted when proper shutdown procedures are
not observed. Exanples would be forgetting to shutdown the system
before | ogging off the virtual machine, physically wite-protecting a
mounted file system or taking a mounted file systemoff-I|ine.

File systens may al so be corrupted if proper startup procedures are
not observed. Exanples would be not checking a file systemfor
i nconsi stenci es and not repairing inconsistencies.

O Hardware failur
Any piece of hardware can fail at any tinme. Failures can be as subtle

as a bad block on a disk pack or as blatant as a nonfuncti onal
di sk-control | er.
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2.5.5 Correcting Inconsistencies

The foll owi ng section explains howto discover inconsistencies and how to
correct inconsistencies for the:

Super bl oc

| node

I ndi rect bl ock

Data bl ocks containing directory entrie
Free-list bl ocks

I Iy |

The corrective actions can be performed interactively by using the fsck
command.

Subt opi cs

.5.5.1 Super bl ock

2 I nodes

3 Indirect Blocks
4 Data Bl ocks

5 Free-List Blocks

NNNDNDN

. 5. 5.
. 5. 5.
. 5. 5.
. 5. 5.
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2.5.5.1 Superbl ock

One of the data structures nost conmonly inconsistent is the superblock
The superbl ock is prone to inconsistency because any changes to the file
systemis structure nodify the superbl ock, but the disk version is updated
with this new information only periodically.

The superbl ock and its associated parts are nmost often corrupted when the
computer is halted and the [ast command involving output to the file
system was not a sync systemcall. You nust disable cluster traffic for
the cluster site before you halt the system For information on the
clusterstop command, refer to the Al X Operating System Commands Ref erence.

The superbl ock can be checked for inconsistencies involving file system
size, inode list size, free-block list, free-block count, and the
free-inode count. Replicated file systens can have inconsi stencies

i nvolving commt counts and superblock |ists.

File System Size and Inode List Size: The file system size nust be |arger
than the nunber of blocks used by the superbl ock and the nunber of bl ocks
used by the list of inodes. The file systemsize and inode |list size are
critical pieces of information to the fsck program \Vhile there is no way
to actually check these sizes, fsck can check that the sizes are within
reasonabl e bounds. All other checks of the file system depend on the
correctness of these sizes.

Free-Block List: The free-block list starts in the superbl ock and
continues through the free-list blocks of the file system Each free-list
bl ock can be checked for a list count that is out of range, for block
nunbers that are out of range, and for blocks that are already allocated
within the file system A check is nmade to see that all the blocks in the
file systemwere found.

The first free-block list is in the superblock. The fsck comand checks
the list count for a value of less than O or greater than 700. It also
checks each bl ock nunmber for a value of less than the first data block in
the file systemor greater than the last block in the file system Then
it conpares each block nunber to a list of already allocated bl ocks. |If
the free-list block pointer is nonzero, the next free-list block is read
in and the process is repeated.

VWhen all the bl ocks have been accounted for, a check is nade to see if the
nunber of bl ocks used by the free-block |ist plus the nunber of bl ocks
claimed by the inodes equals the total nunber of blocks in the file
system If anything is wong with the free-block list, then fsck may
rebuild the list, excluding all blocks in the list of allocated bl ocks.

Free- Bl ock Count: The superblock contains a count of the total nunber of
free blocks within the file system The fsck conmand conpares this count
to the number of blocks it found free within the file system If the
counts do not agree, then fsck may replace the count in the superblock
with the actual free-bl ock count.

Free-1node Count: The superblock contains a count of the total nunber of
free inodes within the file system The fsck conmand conpares this count
to the number of inodes it finds free within the file system If the
counts do not agree, then fsck may replace the count in the superblock
with the actual free-inode count.
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2.5.5.2 I nodes

An individual inode is not as |likely to be corrupted as the superbl ock
However, because of the great nunber of active inodes, there is al nbst as
likely a chance for corruption in the inode Iist as in the superblock

The list of inodes is checked sequentially starting with inode 1 (there is
no inode 0) and going to the last inode in the file system Each inode
can be checked for inconsistencies involving format and type, |ink count,
dupl i cate bl ocks, bad bl ocks, and size.

Format and Type: Each inode contains a node word. This node word
describes the type and state of the inode. Inodes nmay be one of six

types:

Regul ar (i ncluding synbolic |inks
Directory (including hidden directories
Speci al bl oc

Speci al characte

FI FO (or named pipe

Socket

I I o

If an inode is not one of these types, then the inode has an illegal type.
I nodes may be found in one of three states: unallocated, allocated, and
neit her unall ocated nor allocated. This |ast state indicates an
incorrectly formatted inode. An inode can get in this state if bad data
is witten into the inode list through, for exanple, a hardware failure.
The only possible corrective action is for the fsck command to clear the
inode. For nore information on inodes, refer to the Al X Operating System
Techni cal Reference.

Link Count: Contained in each inode is a count of the total nunber of
directory entries linked to the inode. The fsck conmand verifies the |ink
count of each inode by traversing down the total directory structure,
starting fromthe nmount point, and cal culating an actual |ink count for
each i node.

If the stored link count is nonzero and the actual |link count is zero, it
means that no directory entry appears for the inode. |If the stored and
actual link counts are nonzero and unequal, a directory entry may have

been added or renoved without the inode bei ng updated.

If the stored link count is nonzero and the actual |ink count is zero, the
fsck conmand |inks the disconnected file to the | ost+found directory. |If
the stored and actual |ink counts are nonzero and unequal, the fsck
command may replace the stored |ink count by the actual |ink count.

Duplicate Blocks: Contained in each inode is a list or pointers to lists
(indirect blocks) of all the blocks clained by the inode. The fsck
command conpares each bl ock nunmber clained by an inode to a list of

al ready allocated blocks. If a block nunber is already clainmed by anot her
i node, the block nunber is added to a |ist of duplicate bl ocks.

O herwise, the list of allocated blocks is updated to include the bl ock
nunber. If there are any duplicate bl ocks, fsck nmakes a partial second
pass of the inode list to find the inode of the duplicated block. This is
necessary because w thout exam ning the files associated with these inodes
for correct content, there is not enough informati on avail able to decide
whi ch inode is corrupted and should be cleared. |In nost cases, the inode
wWth the earliest nodify tinme is incorrect and should be cleared. This
condition can occur by using a file systemw th blocks clainmed by both the
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free-block list and by other parts of the file system This can occur if
a crash occurs and the inode for the file has been witten to disk, but

t he superbl ock has not been witten (with the indication that sonme bl ocks
left the free list for the file). Also, note that duplicates between the
free list and a file are not unconmon with the commt operation. (Note
that using the fsck command with the -p option automatically fixes this
condi tion.)

If there is a |large nunber of duplicate blocks in an inode, it may be due
to an indirect block has not being witten to the file system The fsck
command wi Il pronpt the operator to clear both inodes.

Bad Bl ocks: Contained in each inode is a list or pointer to lists of al
the bl ocks clainmed by the inode. The fsck command checks each bl ock
nunber cl ainmed by an inode for a value |lower than the first data bl ock or
greater than the last block in the file system |If the block nunber is
outside of this range, the block nunber is incorrect.

If there is a large nunber of incorrect blocks in an inode, it may be due
to an indirect block not being witten to the file system The fsck
command pronpts the operator to clear both inodes.

Si ze Checks: Each inode contains a 32-bit (4-byte) size field. This size
i ndi cates the nunber of characters in the file associated with the inode
and can be checked for consistency with the allocated bl ocks. Bl ocks
cannot be allocated beyond the length indicated by the file size. Al so,
data in the |last block which exceeds the file size nust be all zero bytes.

The fsck conmand conpares the nunber of blocks pointed to by the inode
with the di _blocks field in the inode. |If the actual nunber of bl ocks
does not match the di _blocks field, fsck corrects the di_blocks field.
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2.5.5.3 Indirect Bl ocks

I ndirect blocks are owned by an inode. Therefore, inconsistencies in

i ndirect blocks directly affect the inode that owns it. |nconsistencies
that can be checked are bl ocks al ready clai ned by another inode and bl ock
nunbers outside the range of the file system For a discussion of
detection and correction of the inconsistencies associated with indirect
bl ocks, refer to "Duplicate Blocks" in topic 2.5.5.2 and "Bad Bl ocks" in
topic 2.5.5.2.
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2.5.5.4 Data Bl ocks

The two types of data blocks are plain data bl ocks and directory data
bl ocks. Plain data blocks contain the information stored in a file.
Directory data blocks contain directory entries. The fsck comand does
not attenpt to check the validity of the contents of a plain data bl ock

Each directory data bl ock can be checked for inconsistencies involving the
fol | ow ng:

0 Directory entry inode nunbers pointing to unallocated inode

O Directory entry inode nunbers greater than the nunber of inodes in th
file system

O Incorrect directory entry inode nunbers for . (dot) and .. (dot dot

0 Directories which are disconnected fromthe file system

In addition, the validity of the contents of a directory's data block is
checked.

If a directory entry inode nunber points to an unall ocated inode, then
fsck may renove that directory entry. This condition nay occur because
the data bl ocks containing the directory entries were nodified and witten
out while the inode was not yet witten out.

If a directory entry inode nunber is pointing beyond the end of the inode
list, the fsck command nay renove that directory entry, but this occurs in
non-replicated or primary file systens only.

Directory information is checked. The directory inode nunber entry for
(dot) should be the first entry in the directory data block. Its value
shoul d be equal to the inode nunmber for the directory itself.

The directory inode nunber entry for .. (dot dot) should be the second
entry in the directory data block. Its value should be equal to the inode
nunber for the parent directory (or the inode nunber of the directory
itself if the directory is the root directory).

The fsck command checks the general connectivity of the file system |If
directories are found not to be linked into the file system the fsck
command links the directory back into the file systemin the | ost+found
directory.

Note: This does not occur for secondary copies of replicated file
systens.

| Copyright IBM Corp. 1989, 1991
2554-1



Administration Guide
Free-List Blocks

2.5.5.5 Free-Li st Blocks

Free-list blocks are owned by the superblock. Therefore, inconsistencies
in free-list blocks directly affect the superbl ock.

I nconsi stencies that can be checked are a freelist count that is outside
of range, block nunbers that are outside of range, and bl ocks that are
al ready associated with the file system
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2.6 System Managenent Files

Several files are available to help manage the system They are:

/etc/notd (in the local file system
letc/inittab (in the local file system
[etc/profile

letc/filesystens (in the local file system
letc/fstore

The files that are in the local file systemare tailored to the needs of a
specific cluster site, not all cluster sites.

Subt opi cs

.6.1 The /etc/notd File

.6.2 The /etc/inittab File
.6.3 The /etc/profile File
.6.4 The /etc/filesystens File
.6.5 The /etc/fstore File

NNNDNDN
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2.6.1 The /etc/notd File

This file contains the nessage-of-the-day and is different on each
specific cluster site. The /etc/notd file gets printed on the term nal
when the user logs in.

The /etc/nmotd file is a synbolic link to <LOCAL>/notd. It is usually
created by executing the makenotd conmand with the -L option at cluster
site startup. |Its contents are created by concatenating the information
in <LOCAL>/ident with /etc/MOTD, and <LOCAL>/ MOTD.

For information on the nmakenotd command, refer to the Al X Operating System
Commands Ref er ence.
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2.6.2 The /etc/inittab File

This file indicates to the /etc/init commuand which processes shoul d be
created or termnated in each init state. By convention, state 3 is
singl e-user and state 2 is nulti-user. For exanple, the follow ng stanza
creates a sanpl e single-user environment:

sinl:
id = sinl
|l evel = 03
action = wait
conmand = "/etc/init.dir/shx Milti2singl"
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2.6.3 The /etc/profile File

The Bourne shell (sh) can be invoked at |login. Wen the sh comand is
executed at login tine, it reads and executes the commands in the
letc/profile file before it executes conmands in the user's .profile file.
This allows the system adm nistrator to set up a standard environment for
all users (for exanple, executing the umask command, setting shel

vari abl es) and take care of other housekeeping details by executing the
news command with the -n option. Note that in /etc/profile the shel
variable $0 indicates the invocation: normal shell (-sh), restricted shel
(-rsh), or su command (-su). There is no correspondi ng systemw de
initialization script for Cshell users.

For nore information on the sh command, refer to the Al X Operating System
Conmands Ref erence.
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2.6.4 The /etc/filesystens File

This file contains a list of default devices to be checked for consistency
by the fsck conmmand and nounted when the systemtransitions to nulti-user
node. The devices normally correspond to those nounted when the systemis
in multi-user node. This file, normally maintai ned by the m nidisks
command, contains extensive information on file systens and is sorted by

t he gfs numnber.

To check all standard nounted file systens, use the fsck command with no
file nane argunents.

For nore detailed information on /etc/filesystens, refer to the Al X
Operating System Techni cal Reference.
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2.6.5 The /etc/fstore File
This file contains inportant fstore information on systemreplicated file
systens and i s conposed of entries that are position-dependent. The
entries have the follow ng format:

pattern: 0: CPU-t ype

For example, the entry 0007:0:i 370 indicates the follow ng information:

0007 Cctal integer representing the fstore bit pattern
0 Reserved field
i 370 CPU-t ype.
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2.7 Maintaining File Systens

The system adm ni strator has a nunber of responsibilities. Among these
are user perm ssions, systemsecurity, sufficient free space, file system
expansi on, backbone or secondary file systens, and non-replicated file
syst em conver si on.

Subt opi cs

Per m ssi ons

System Security

Mai nt ai ni ng Free Space

Expanding a File System

Addi ng a Backbone or Secondary Copy to a Replicated File system
Converting a Non-replicated File Systemto a Replicated One

NENESENUNEN
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2.7.1 Perm ssions

The administrator (the superuser or root) has all perm ssions that apply
to file systens and user files. The adm nistrator can:

0 Set and change the access nodes of files (the chnod conmand)

O Manage user and group ownership of files (the chown and chgrp
conmmands)

0 Munt and unmount file systens
Mount and unnount can be perfornmed in read-only node and in read-wite
node (the nmount and unnount conmmands)

0 Renopbve unused files such as login files and core files with the rm
comand.

For information on these tasks and commands, refer to the Al X Operating
Syst em Commands Ref erence.
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2.7.2 System Security

The system adm nistrator is responsible for systemsecurity, which
i ncl udes defi ni ng:

0 Backup procedure
0 File check procedures (the fsck comuand).

Subt opi cs
2.7.2.1 Physical Security
2.7.2.2 Access Security
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2.7.2.1 Physical Security
Physi cal security can be achi eved by:

0 Keeping data on spare disk
0 Using backup procedures
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2.7.2.2 Access Security
Access security can be achi eved by:

Usi ng perm ssion

Read only nountin

Usi ng non-trivial password

Restricting permissions for groups and user
Forcing users to reset passwords

I Iy |
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2.7.3 Maintaining Free Space

The system adm nistrator should ensure that the file systens have
sufficient free space. On each file system there should be at |east 15%
free space. A printout of the current free-space values can be obtai ned
by using the df command. To check the local file systens, use the df
conmand with the -L option.

To provide free space, do the follow ng:

O Find core and tenporary files and renove t hem

For exanple, to find an unwanted core file in a user file system /u2,
ent er

find /u2 -name core -print

Note: Using the find command on the cluster site where the file
systemis nmounted inproves perfornance.

To find tenporary files, look in the directories /tnp and /usr/tnp.
O Find log files and truncate them
The followi ng are exanples of log files:

[ usr/adnf nessages The | og of adm nistration nessages.
/ usr/adni sul og The su | ogs.

0 Find accounting file

For nore information about accounting files, refer to Managing the Al X
Qperating System

0O dean up old service files with the cleanup conmand. For nore
information, refer to the Al X Operating System Commands Reference.
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2.7.4 Expanding a File System

A file systemcan only be expanded in the follow ng way:

1. Save the file systemon tape or on a spare di sk pack.

2. Make a new file system

3. Restore the saved file systeminto the newy created file system

File systens can be saved and restored by using the backup, restore,
cpio, or tar commands.
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2.7.5 Addi ng a Backbone or Secondary Copy to a Replicated File system

To create a backbone copy or a secondary copy froma prinmary copy of a
replicated file system do the follow ng:

1.

2.

For

Identify a suitable site on which to store the copy.

Use the rdf conmmand to display which sites already have a copy of the
file system Enter:

rdf /filesystem

Sites which already have a copy of the file systemare listed. Any
sites in the cluster which are not |isted are candidates for the

addi tional copy, as long as sufficient free disk space is avail able on
the selected site. The ptn conmmand can be used to list all sites
currently available in the cluster.

When you have deci ded where t he backbone or secondary copy is to be
stored, a file systemnust be created on the selected site. For this
operation, use the mnidisks conmmand. Refer to Installing and
Custom zing the Al X/ 370 Operating System

If a secondary file systemis being created, the storage attributes

may need to be set for all files on the new file system |If the new
file systemis systemreplicated, use the chfstore commuand; if it is
user replicated, use the store command.

nore information about the rdf, ptn, chfstore, and store commands,

refer to the AI X Operating System Commands Reference.
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2.7.6 Converting a Non-replicated File Systemto a Replicated One

To convert a non-replicated file systemto be the primary copy of a
replicated file system do the follow ng:

1. Save the file systemon tape or on a spare disk by using the backup,
restore, find, cpio, or tar, commands.

2. Use the nkfs command with file systemnanme along with the -r option.
The -r option causes the newy created file systemto be the
replicated type.

3. Restore the saved file systeminto the newy created file system

For nore information, refer to "File System Backup Utilities" in
topic 3.5.
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3.0 Chapter 3. File System Backup

Subt opi cs

3.1 Contents

3.2 About This Chapter

3.3 Ceneral Backup Policies and Principles
3.4 Types of File System Backups

3.5 File System Backup Uilities

3.6 Individual File Backups

3.7 Increnmental Backups

3.8 Backing Up a Renpte File System
3.9 Quiescing the System

3.10 Backing Up Replicated File Systens

| Copyright IBM Corp. 1989, 1991
3.0-1



Administration Guide
Contents

3.1 Contents

| Copyright IBM Corp. 1989, 1991
31-1



Administration Guide
About This Chapter

3.2 About This Chapter

After the systemis up and running, the next consideration is protecting
system data by backing up the file systens. This chapter describes file
system backups in detail. It shows you how to back up file systens and
presents gui delines regardi ng when backups shoul d be done.
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3.3 Ceneral Backup Policies and Principles

The nechani sm or conbi nati on of nmechani sns adopted for backing up file
systens is largely uninportant; all the mechanisns described in this
chapter can provide reliable protection against catastrophic or accidental
data loss. It is also possible for a user to wite backup and restore
utilities. What is vitally inportant is that the conbination of
mechani sns and procedures deci ded upon be viable in the particul ar
environment and afford adequate protection. Different facilities have

di fferent nodes of operation, and a backup systemthat works well in one
envi ronnment nmay not be appropriate in another. There are, however, sone
general considerations that are applicable to all sites and situations:

0 The standard backup medium for System 370 is nine-track nmagnetic tape
the device name is /dev/rmOrh. The standard backup device can be
reset by specifying a different value for backupdev in the
letc/filesystens file.

0 Mke sure there is coverage agai nst catastrophic failures. Can th
system continue running (w th dimnished capacity) after having
suffered the loss of any disk? Can the system be brought back up
after the total loss of all the disks? Wat is to be done if a fire
near the computer destroys all the disks and on-site backups?

Al t hough unlikely, these situations can occur. It is advisable that
you anticipate these situations to ensure the systemcan actually be
recover ed.

O Use the backups (even if they are not needed). Unfortunately, tap
drives may require adjustnent over tine. |t can be disconcerting to
have a large library of backups and find that they cannot be read back
in when needed. It is advisable to restore old backups periodically
to make sure they are still readable. If nultiple drives are
avail able, attenpt to read backups back onto a drive other than the
one on which they were witten.

0 Mke duplicate copies of inportant backups. There is always
possibility that a backup tape will be lost, overwitten, destroyed or
just deteriorate with age. To protect systemdata, several conplete
backups shoul d be done and the copies stored separately in different
| ocati ons.

0 Keep old backups. Mst sites reuse their backup tapes in sone cycl
fashi on; however, do not reuse all the tapes. Keep old backups for
long periods of time; it may be sone tinme before users realize that a
file has been deleted. One popul ar approach is to have three cycles
of backup tapes. Daily tapes are recycled once a week. One set of
daily tapes, for exanple, Friday's tapes, would be an exception.
Friday tapes are recycled once a nonth so that the |ast four Friday
backups are always avail able. The last Friday backup tapes from each
month are kept for a quarter. The last nonthly tapes from each
guarter are kept (off-site) forever. Creating backbone copies of
replicated files is also a feasible way to have backups, but are not a
repl acement for tape backups.

0 Check file systems before they are backed up. A backup is used t
recover fromproblens, so if the file system was danaged at the tine
the backup was perforned, the integrity of the data is affected. This
probl em can be avoided if the fsck command is run on each file system
i medi ately before the backup is started.
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0 Automate the backup procedures as nuch as possible. Using a standar
command file to so daily backups sinplifies the operator's task and
hel ps to ensure that backups are done properly. Successful conpletion
of system backup should be automatically | ogged. Ticklers or |og
files generated by the cron command can check to determne if backups
have been done and generate appropriate warnings if they are not.

O Fine tune backup procedures for the installation by determning wha
wor ks best for your particular configuration. Wether a particular
backup procedure is faster than another depends on your configuration
and needs to be determ ned over time by trying different procedures.
For exanple, a VM DDR i nage copy may be faster than a mnidi sk backup
but slower for a full backup of the entire file system

I n deciding when and how often to do backups, consider the anount of
activity on the systeminvolved. A file systemthat does not change
frequently, for exanple, one that contains system docunentation, does not
need to be backed up daily. On the other hand, file systenms on which
users actively work shoul d be backed up regularly.

When file systens are backed up, the systemmust be fairly quiescent. |If
a file systemis backed up while it is in use, it is possible for files to
be changed as they are being backed up. This can result in a backup of
down-| evel files.

Anot her factor to consider when deciding to do a backup is the ampunt of
time the file systemshould go unprotected. |If backups are taken in the
nmorning, a day's work is unprotected until the followi ng norning. A
systemcrash in the mddle of the night can destroy the previous day's
wor k.  Eveni ng backups, on the other hand, pronptly protect each day's
wor k.

Subt opi cs
3.3.1 Wien File System Backup Copi es Shoul d Be Made
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3.3.1 Wien File System Backup Copi es Shoul d Be Made

It is best to establish your own policy for backing up files and file
systens. However, here is a suggested file system backup procedure that
can be used as a guideline for your installation

Note: In the following plan, only primary copies need to be backed up
(not backbone or secondary copies).

Fr equency Activity

Dai |l y Copy all wuser file systenms to backup di sk or tape vol unes.
Keep these volunes three to five days before reusing them

Weekl y Copy each file systemto tape. Keep weekly tapes for eight
weeks.

Bi-monthly Copy all file systens to tape. Keep bi-nmonthly tapes
indefinitely. They should be recopied once a year.

Mont hl'y Back up the root and <LOCAL> file systens.

The nost recent weekly tapes should be kept off the prem ses. Oher tapes
shoul d be kept in a fireproof safe.

It is advisable to nake daily backups of file systens that change every
day. Either full or increnental backups can be nade. Full backups can be
made daily, but because they are so I/Ointensive and can sl ow down system
performance, it may be nore effective to do a full backup of one file
system and i ncrenmental backups of all other file systens every day. This
conbi nation plan requires less time to performthan full backups on al
file systenms every day. However, this nethod does require that both the
full backup and increnental backup be copied in order to conpletely
restore a lost or damaged file system For nore information on restoring
files and file systens, refer to "Restoring File Systens from Backups" in
topic 3.4.2 and "Restoring Files from Backups" in topic 3.4.3. In
general, backups should be perfornmed when the fewest nunber of users are
on the system
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3.4 Types of File System Backups

The two basic types of backups are conpl ete backups and incremental
backups. Conpl ete backups include all the data in a file system and can
be further subdivided into volune i mage backups and fil e backups.

I ncremental backups include only those files that have been changed
recently. Each type of backup has advantages and di sadvant ages.

Subt opi cs

Creati ng Backups

Restoring File Systens from Backups

Restoring Files from Backups

How Fil e System Replication Affects Backup Procedures
Creating a Primary Copy From an Exi sting Backbone Copy
Vol une | mage Backups
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3.4.1 Creating Backups

Conpl et e backups are done using the backup command with the -mflag or the
0 level flag. Increnmental backups are done with the backup by inode or
backup by name commands. For either type of backup, disk-to-disk (keeping
this copy on-line), and disk-to-tape (keeping this copy off-line) copies
are suggested. The second copy is inmportant in case the first copy is
damaged accidentally (especially if it is nmounted and thus, susceptible to
user errors).

Files stored with the backup command can be recovered by executing the
restore conmand. Basically, files can be restored fromincrenenta
backups on a file-by-file basis. An inage (backup with the -m option)
nmust be restored conpletely.

Subt opi cs
3.4.1.1 Exanple
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3.4.1.1 Exanpl e

Assune there is a file systemon /dev/fhd00001 which has full backups done
on Mondays and i ncrenental backups done on Tuesday, Wdnesday, Thursday,
and Friday. On Mnday, the follow ng command is run

backup -0 -u /dev/fhd00001
Then on Tuesday, the follow ng conmand is run
backup -1 -u /dev/fhd00001

The above command gets all files that have been nodified wi thin one day
(one level) for Tuesday. On Wednesday, a -2 (for a level 2 backup) would
be specified and on Thursday, a -3 (for a | evel 3 backup) woul d be
specified. On Friday, the system adm nistrator woul d execute the
fol | ow ng:

backup -4 -u /dev/fhd00001

Thi s conmand backs up all the files nodified in the last four days (since
Monday). For nore information on the backup conmmand, refer to the AIX
Operati ng System Commands Ref erence.
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3.4.2 Restoring File Systens from Backups

To restore primary copies or non-replicated file systens, do the
fol | ow ng:

1. Locate the exact area where the restored file systemw |l be placed.
Make sure there is enough space for it.

2. Copy the full backup to the device using the restore comrand.

3. Copy the files in the nost recent result of an increnmental backup with
restore.

After restoring the primary copy of the replicated file system conplete
the follow ng steps to restore backbone and secondary copies:

1. Invoke nkfs by executing the mnidisks command. This creates a new
backbone or secondary file systemusing the same options as used on
the original.

2. Check the new copy of the file systemusing the fsck conmand.

3. Munt the file systemon a site in the sane cluster as the primary
copy site. The TCF support in Al X/ 370 re-propagates the file system
to the backbone or the secondary copies.

Failure to do this will result in inconsistent replication and
unpr edi ct abl e syst em behavi or.

Note: Restoring files on an MBCS systemrequires sone special cautions.
For information, read the sections entitled "Accessing Files under
Different Locales" and "File Restoration between Singlebyte and
Mul ti byte Character Clusters" at the end of this chapter.

Subt opi cs
3.4.2.1 Exanple
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3.4.2.1 Exanpl e

If you want to take the information on the backup tapes and wite the
entire file systeminformation onto /dev/rfhd00001, restore the I atest
full tape onto the file system and then restore the increnental backup ,
if any, on top of the file system |If this restoration is done on Friday,
the foll owi ng command shoul d be executed first:

restore -rv /dev/rfhd00001

This conmand gets the original file system as of Mynday. For all files
on the nost recent increnmental backup, execute the foll ow ng command:

restore -rv /dev/rfhd00001
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3.4.3 Restoring Files from Backups
To restore individual files or directories and fil es:

1. Determne where the file is and whether it is a full or increnental
backup. Check the table of contents before searching the backups.
Det ermi ne whi ch backup has which files and the i node nunbers of the
files to be restored.

2. If you are performng an incremental backup, use the restore conmrand
on a file-by-file basis. |If you are perform ng an imge backup, use
restore on the mnidisk and copy the right files.

If a user deletes or damages an entire tree structure (login directory and
all files and directories under this), special handling is required. All
the tables of contents nust be exam ned fromthe date of deletion and
everything back to the last full backup. Al changed files need to be
found and read in separately.

Note: Restoring files on an MBCS systemrequires sone special cautions.
For information, read the sections entitled "Accessing Files under
Different Locales" and "File Restoration between Singlebyte and
Mul ti byte Character Clusters" at the end of this chapter.
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3.4.4 How File System Replication Affects Backup Procedures

In general, file systemreplication makes it easier to backup file
systens. Replication is especially useful in guarding against
catastrophic failures (for exanple, when a primary copy di sk crashes)
because backbone copies can be substituted for full backups.
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3.4.5 Creating a Primary Copy From an Exi sting Backbone Copy

Note: The follow ng material assunes a worst-case scenario in which the

It

damaged file systemis the primary copy of the root filesystem a
file systemthat may not be unnounted. |If the file system can be
unnounted, this procedure is easier. Unnount all reraining copies
of the file systemand follow the instructions here w thout regard
to rebooting or maeking the system qui escent.

is presuned in the follow ng procedure that the prinmary copy no | onger

exists (for exanple, a disk crash). |[If the danaged file systemis the
replicated root, performthe foll ow ng steps:

1

Choose one of the backbone copies of the replicated file systemto be
turned into the primary copy. Reboot the site, stopping in

mai nt enance (single-user) node without enabling TCF traffic. This
procedure provides a qui escent systemfor running the sec2prim
utility.

Run the follow ng command to verify that the conversion of the
backbone copy is going to be successful.

sec2prim/dev/root

This command lists any files that would be |lost as a part of the
conversion if, for exanple, this backbone copy was on an Al X/ 370 site
and the new primary site was a PS/2. Convert the backbone copy of the
replicated file systeminto a primary copy by running the sec2prim
command with the option set to update the file system

sec2prim-u /dev/root

Repeat the sync command and reboot this site again, allowing the file
system checks of the nodified root file systemto be performed, this
time allowng the site to go to the nulti-user node with TCF traffic
enabl ed. You now have a new primary copy of the file system

Return to the site with the damaged primary copy of the replicated
root. Bring up this site as an installation site. Wen you instal
this site, you will be creating it with a backbone copy of the root
file system
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3.4.6 Volune | nage Backups

A vol une i mage backup is a bit-for-bit copy of the volune containing a
file system |mage backups are generally sinple to take and restore.

They are the sinplest and fastest nmeans of protection against a major disk
failure.

Because of the difficulty of recovering fromthe |oss of a system
residence disk, it is reconmended that installations keep an emergency
systemdisk (or at the very |least, a copy of the distribution tapes).
Cenerally, the only way to | ose the systemdisk is through a ngjor
hardware failure, and occasionally major hardware failures do occur. For
this reason, it is inportant to have a backup copy that can be restored in
a standal one fashion. |If at all possible, there should be two drives for
the systemresidence volune. |If there are two drives and one of them
crashes, the systemcan be run with reduced capacity; this needs little
effort: sinply change the VM SP directory, or change the virtual address
of the disk by using CP DEFI NE

| mage backups are usually quite sinple, but they do have severa

di sadvantages. It is difficult to restore an individual file or directory
froman i nage backup. The entire backup nust be restored to a scratch
file systemdi sk and the desired file(s) extracted fromthe restored file
system

| mage backup can protect against catastrophic failure, but can be awkward
as a neans of protection against inadvertent deletion or limted file
system danage. Because an i mage backup is a bit-for-bit copy of a file
systemdisk, it can only be restored onto a file systemdisk that is at

| east as large as the one fromwhich it was taken. Since an inmage backup
includes all the contents of a disk (even the unallocated bl ocks and

i nodes), it wastes space.
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3.5 File System Backup Uilities
Wth Al X/ 370, the follow ng backup utilities can be used:

DDR (VM Wility
dd

backup

restore

tar

cpi o

I I o

For information on the dd, tar, cpio, backup, and restore comands, refer
to the Al X Operating System Comrands Reference and Installing and

Custoni zi ng the Al X/ 370 Operating System For information on the DDR
command, refer to CMB conmand descriptions in the VM SP System Product CMS
User's Quide or the VM XA System Product CVMS User's Quide.

Subt opi cs
3.5.1 The DDR Utility
3.5.2 The Backup Utility
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3.5.1 The DDR Utility

The DDR utility can be enployed to backup and restore entire disks. This
is a fast and efficient nmeans of performng | arge-scal e backups. This can
be used to nmove entire disks fromone nmachine to another (cluster site to
cluster site). The disadvantage of this approach is that backups must be
restored to the sanme type of disk fromwhich they were taken. The Al X dd
command can be used for backup, but backups nust al so be restored to the
same type of disk fromwhich they were taken.
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3.5.2 The Backup Utility

The Al X/ 370 backup by minidisk utility can be used to copy file systemns
from di sk-to-di sk, disk-to-tape, or tape-to-disk, blocking the transfers
to maximze efficiency. |If two (or nore) disk drives are avail abl e,
backup by m nidisk can be used in a fast, sinple, and efficient way to
back up all the file systens. By copying each file system (| ogical disk)
on one drive to the corresponding |ogical disk on the other drive, all the
file systems can be backed up in a short period of time. Once the copy
has been made, the copied volunme can be stored in a safe place.

It is not necessary that a backed-up file systembe restored to the sane
| ogical disk fromwhich it cane. The backed-up file system can be
restored to any logical disk that is |large enough to acconmodate it.
There nmust be the sanme anpbunt of space available on the original file
system di sk/tape and the new file systemdisk/tape, in order for the
restore conmand to work. If a drive is lost, the file systens on that
drive can be restored onto |logical disks of a different drive.

Not e that backup by mnidi sk can be used to nove file systens from one
cluster site to another (provided the file systens are the same type.)

The backup command can be used to save file systens on disk or |abeled
tape. Wen saving to disk, ensure that the receiving file systemis large
enough to hold the copy. For exanple, to save fromdisk to disk
(rchd000022 to rchd000023) the comrmand is:

backup -nf /dev/rchd000023 /dev/rchd000022
The foll owi ng exanple shows how to save fromdisk to tape:
backup -nf /dev/rchd000022 /dev/rmOrh
The backup command pronpts to nount additional tape reels if the file
system does not fit on one reel. Al tape reels must have identifying
| abel s af fixed.
Not e: Backing up files on an MBCS system requires sone special cautions.
For information, read the sections entitled "Accessing Files under

Different Locales" and "File Restoration between Singlebyte and
Mul ti byte Character Custers" at the end of this chapter.
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3.6 Individual File Backups

An alternative to the volune i mage backups is backing up each individua
file on the file system Individual file backups permt files to be
restored individually, and because only the files are backed up, no space
is wasted for unused blocks. Also, a group of files can be restored into
any file systemthat is |arge enough to acconmodate that group of files.

It is not necessary that the receiving file systembe as |large as the
original file system However, the replication and control information
(if present) is not preserved for the restored files unless the files were
restored onto a replicated file system

Al X/ 370 has several utilities for doing and restoring individual file
backups of file systens. These are the cpio, tar, backup and restore
commands. Sone utilities are usable only by the adm nistrator while
others are available to individual users. For nore information on these
commands, refer to the Al X Operating System Commands Reference.

Note: The backup and restore commands keep replication information on
file systens, but the cpio and tar conmmands do not.
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3.7 Increnmental Backups

Taki ng conpl ete backups of file systens every day can waste considerable
time and space. Since only a small portion of the files on any given file
systemare likely to change during the course of a single day, it is
unnecessary that all the data be backed up every day. The purpose of an

i ncremental backup is to save only those files that have changed since the
| ast backup (complete or increnmental).

The availability of increnmental backing-up nechani snms nakes it possible to
have an efficient backup procedure. This procedure requires the

dedi cati on of an anount of disk space |arge enough to hold copies of al
the files that change during any one day, and if that space is avail abl e,
it is a very conveni ent nmechani sm

| deal |y, backups should be perfornmed | ate at night, when the systemis not
heavily | oaded and few, if any, files are being actively used. At
installations that do not have an operations staff working night shifts,

it is not feasible to do a full set of backups at night, since there is no
one available to nmount the required tapes. However, it is not necessary
to do backups to tape. An increnental backup for all the disks in a |large
systemnormal |y amounts to only a small fraction of blocks. |If there is
enough di sk space avail able, the increnmental backup can be done to a file
on a reserved file system (On a large Al X/ 370 system a large spare file
system shoul d be kept available in any case for doing restores and for

ot her bul k nove operations, and that sane file system can be used for the
nightly incremental backups.) In the norning, the operator can easily
copy the files containing the increnental backups to tape; this operation
can be carried out while other users are on the system

In addition to the convenience for users and operations staff, this schene
has anot her advantage in that recent increnental backups remain on-line.

I ncremental backups, however, should be on separate physical volunmes from
essential data. Wen a user accidentally deletes a file, it will not be
necessary to restore a backup tape to retrieve it. The chances are good
that the file can be recovered froman increnmental backup that is already
on disk. The nunber of increnental backups that can be maintained on-line
depends on how nuch di sk space is avail abl e.

There may be a need to back up an individual user's files. The

adm ni strator, or the user hinself, mght wish to back up

i nfrequently-used files to free space on a file system Al X/ 370 incl udes
utilities (for exanple: tar, cpio, backup/restore) that can do this.
These utilities can also be used to transfer files via tape between
systens or sites.

Subt opi cs

3.7.1 tar

3.7.2 cpio

3.7.3 Backing Up Files by |Inode
3.7.4 Backing Up Files by Nane
3.7.5 restore
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3.7.1 tar

The tar utility can be used to backup individual files or entire directory
structures to tape. The files can be read back in, individually or as
directories, by specifying their nanes. The tar conmmand is sinple to use
and because it does not require special privileges, any user can use it
directly. This command does not put replication information (fstore

val ues) on the tape.

For nore information on the tar utility, refer to the Al X Operating System
Conmands Ref erence.
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3.7.2 cpio

Anot her utility for backing up and restoring files is cpio. The cpio
command allows files to be backed up and retrieved by nane and is

well -suited to the needs of the individual user as well as the

adm ni strator. However, it does have the sane drawback as tar in that it
al so does not put replication informati on on the tape.

The cpio command takes a list of path names from standard input and copies
the files to standard output. For exanple, the find command can be used
to drive file backup; the follow ng cormand will backup all the files
under /u2/steve that have not been nodified within the [ ast 24 hours:

find /u2/steve -ntinme -1 -print | cpio -oB > /dev/rmOnh

Hi dden directories can also be fully preserved, using the -hidden flag for
the find command. For nore information on the find command, refer to the

Al X Operating System Commands Reference.

This sane procedure can be used for systemw de or filesystemw de
i ncrenment al backups.
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3.7.3 Backing Up Files by Inode

The backup command with |evel and filesystem specified will back up files

or file systens by | evel number or inode. For nore information, refer to

the Al X Operating System Conmands Reference and Managi ng the Al X Operating
System
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3.7.4 Backing Up Files by Nane

The backup command with the i flag will back up files or file systens by

name. For nore information, refer to the Al X Operating System Commands
Ref erence and Managi ng the Al X Qperating System
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3.7.5 restore

The restore command copies back files or file systens that were created by
the backup command. For nore information, refer to the Al X Operating
Syst em Commands Ref erence and Managi ng the Al X Qperating System
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3.8 Backing Up a Renpte File System

The tar, backup/restore, and cpio conmands can all be used to backup file
systens fromone cluster site to another. An inportant distinction about
devi ces needs to be nade in order to understand how the comands are used.

Di sks and tapes are exanples of devices. A |local device to a cluster site
is a device that is connected directly to that cluster site. A renote
device to a cluster site is a device that is not connected directly to
that cluster site, but is connected to another site in the sanme cluster
When devices are local to a cluster site, then both raw (character) and

bl ock devices may be used for file system backing up. However, when
devices are renote to a cluster site, then all of these devices nust be
accessed through the bl ock device interface.

For exanple, if the local cluster site is tigger and the file systemuserl
is to be copied to a disk connected to site eyore, do either of the
fol | ow ng:

on tigger dd if=/tigger/dev/rfhd000021 of =/ eyore/dev/fhd000022 bs=60k
on eyore dd if=/tigger/dev/fhd000021 of =/ eyore/dev/rfhd000022 bs=60k

In this exanple, sites tigger and eyore are the volume IDs (volid). A
copy could be done fromthe raw tape device to eyore's disk, but the
reverse can not be done.

There is a special non-local device problemthat can arise when using
tape. Block devices are accessed in 4096 byte units. Wile this is a
reasonabl e bl ock size for normal disk access, it is too snmall to permt
efficient tape usage. 1In order to access devices in units larger or
smal l er than 4096 bytes, the character device interface nust be used. Raw
devi ces cannot be accessed renotely, however.

For exanple, in order to backup a file systemfromtigger's

devi ce-attached disk onto eyore's device-attached tape w th nmaxi num
efficiency, a raw character device read nust be done on tigger's disk and
a raw character wite on eyore's tape. This is acconplished by piping the
first process over to the second as foll ows:

on tigger dd if=/tigger/dev/rfhd000022 ibs=60k
on eyore dd of=/eyore/dev/rntOrh obs=60k

Not e: The above exanpl e needs to be on one line, not two.
The input device is blocked 60k and the output device is blocked 60k. In

this way, the block size can be defined without restricting the
bl ock- devi ce size of 4096.
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3.9 Quiescing the System

During normal system operation, it nmay be inportant for activity on the
systemto be quiesced so that particular functions can be perfornmed in a
reasonabl e manner. This section addresses these occasions and outlines
the requirenents and the flexibilities that exist to the adm nistrator

In a typical UN X operating system file systemactivity is not possible
unless there is sonme |ocal process entity maki ng such changes. Wth the
Transparent Computing Facility (TCF), Network File System (NFS), or Al X
Access for DOS Users (AADU), this is not true in that renpte processes can
be executing and causing the changes to occur. Therefore, one significant
component of quiescing the systemis to nmake sure that all renote activity
is termnated. For information on NFS, refer to Managing the Al X

Qperating System

There are at |east three situations when the system shoul d be qui esced:
O Normal system shutdown or reboo

O File systemconsistency check

O File system backups (or VM backups)

Al X PS/ 2 and Al X/ 370 are designed to mninze |loss of data when a system
failure occurs. A systemadmnistrator really needs to do little in order
to make sure that no data is inpacted. However, the subsequent system
restart will be nmuch slower if the systemis not term nated properly. The
system needs to clear all pending disk activity and flush all internally
stored file systeminformation to disk. |If done properly, consistency
checks need not be perfornmed on those file systens. The unmount system
call and conmand performthe function of flushing pending 1/O activities
and making a file systemunavailable. A unount operation of all user file
systens shoul d be part of normal system shutdown. This can either be done
manual |y or as part of shutdown. It is also inportant that network
activities and | ocal processing activities be term nated during nornal

syst em shut down.

By not doing a clean shutdown, it will be essential for all file systens
to have consistency checks prior to conplete systemrestart. Furthernore,
recent file data which are still only present in the system buffer cache
will be |ost.

In order to performa consistency check on a file system there should be
no ongoing activities in that file system Wen a file systemis active,
it is not possible to get a single, consistent picture of the data
structures over sone period of time. The easiest way to guarantee that a
file systemis not changing during the execution of file system

consi stency checks is to nake sure that there is only one fsck comuand
running on a given file systemand to nmake sure that file systemis not
mounted. If the file systemnust remain nmounted (like the root and
<LOCAL>) during the consistency checking operations, then the system
activity is to be quiesced with respect to these file systens. This neans
there are no changes being nmade by the systemduring this tine. If the
fsck conmand changes any di sk data structures of a nounted file system
during the consistency checking, then to maintain data integrity, the
system shoul d be rebooted wi thout a sync operation being performnmed.
However, there are several types of changes that do not require this
drastic action. All superblock counts and free block |list correction
activities can occur w thout a reboot.

| Copyright IBM Corp. 1989, 1991
39-1



Administration Guide
Quiescing the System

In the case of file system backups, two situations can occur. |If the
backup activity is a regular backup and not a bit inage copy of the entire
file system then it is possible to do the copy while the file systemis
active. For exanple, executing the tar utility on an active file system
is possible and the risk involved is that some recently created files wll
not get on the tape. Wen noving file systenms via a backup utility, it is
essential that there be no activity to guarantee that all the data is
correctly transferred. |In the case of bit inage copies of file systens,
the risk is that the systemis not able to snapshot the entire file system
in a single, consistent state. Therefore it is possible that the binary
copy of the file systemwi |l not be in a state where it is internally
consistent. In nost cases, it will be possible for the fsck command to
correct the problens in the backup when restored. |In sonme very rare
cases, fsck will not be able to fix consistency problens that m ght exist
in the backup when restored. The decision the adm nistrator nust nmake is
a trade-off between guaranteed consistency and availability during
backups. The adm nistrator may chose to keep the system operational but
pick a time of day to do the backups when there is limted activity on the
system
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3.10 Backing Up Replicated File Systens

Earlier in this chapter, general issues concerning backups were discussed
in detail. Primarily, consideration nust be given to the same backup and
restore issues for replicated file systens as for non-replicated file
systens. For exanpl e:

0 Decide how often to do full backups versus incremental backup
0 Use many of the same tool
0 Use the sane tape recycling procedure

However, when working with replicated file systens, there are sone
additional issues to consider. |In nost cases, these issues relate to
restoring files from backups and foll ow ng guidelines to prevent the
violation of primary copy replication. These new issues are:

0 Common backup issues between replicated and non-replicated fil
syst ens

0 Basic review of replication principle
0 Key considerations for replicated file system backups

Subt opi cs

.10.1 Common Backup |ssues

.10.2 Replicated File System Backups

.10. 3 Accessing Files under Different Local es

.10.4 File Restoration between Singlebyte and Multibyte Character Custers
.10.5 Rules Sumary for M xing Systens
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3.10.1 Comon Backup Issues

Several issues that nust be considered when devel opi ng a backup procedure
are exactly the sane for replicated and non-replicated file systens.
These issues include:

O Tinme of day to do backup

O Uilities used to do backup

0 Strategy to use to recycle backup tape
O Full backups versus increnmental backup

In addition, the foll owi ng i ssues regardi ng backups on replicated file
systens are simlar to those of non-replicated file systens, but with
addi ti onal precautions:

0 The reasons for doing backups: For both replicated and non-replicate
file systens, perform backups so that files can be restored in case of
systemfailure. Wth replicated file systens, however, the
replication of files limts the inpact of any single failure, except
user error. |If a user renoves a file, all copies of the file are
renoved.

The only situation where a user can renove a file and not renove al
copies is if one copy of the file is not present in the cluster at the
time the file is removed. |If the user detects the loss of the file
before the offline copy is brought online with the cluster, the user
shoul d be able to retrieve the data fromthe offline copy.

0 The procedure to use for full backups: For both replicated an
non-replicated file systens, decide whether to use image backups or
complete file by file backups.

If the decision is to use image backups on a replicated file system
consi der the issues regarding restoring the i mage backup. These
i ssues are outlined in "Volunme | mage Backups" in topic 3.4.6.
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3.10.2 Replicated File System Backups

Replicated file systens are easier to backup in some ways than
non-replicated file systems. For exanple, it is not necessary to take the
primary copy of a file systemoffline if a backbone copy of the file
system exi sts. Make sure the backbone is sufficiently up-to-date and then
do the backup fromthe backbone. |If the backbone is to be unnounted, the
data will still be available to users through the primary copy. In
addition, it is not normally required to backup all copies of a replicated
file system Cearly, just backing up one of the backbone copies or the
primary copy is sufficient. However, before using any backup procedure on
areplicated file system test the procedure carefully to verify that the
replication control information is not lost. Not all backup utilities
store this information on the backup nmedia. In addition, sone backup
procedures discard the information (the replication control information is
not copied by the cpio command) before the backup tool is used.

Most problens with replicated file systens and backups invol ve restoring
data. For exanple, if the primary copy is destroyed due to nedia failure,
a backbone copy nust be converted to the primary copy or the file system
must be restored froma backup and all the copies repropagated.

Repr opagate by using the mnidi sks conmand, which invokes the nkfs command
and creates a new backbone or a secondary copy.

Any process that restores data into the file systemvia a file-by-file
create, wite, and cl ose sequence causes mni mumdi sruption. To nmake this
function efficiently, a scratch disk or mnidisk may be used to handle the
conmpl ete binary backups efficiently.

Any operation which sets the |owwater and hi gh-water marks backwards in
the primary copy relative to the backbone and secondary copies requires
repropagation of all file system copi es.

The following table illustrates sonme typical restore situations and
i ndi cat es whether the copies nust be repropagat ed.

o m o o o o o e e e e e e e e e e e e o m o o e e e e e e e e e e e e e e e e e e e e emeeoo - +
| Table 3-1. Typical Restore Situations :
o o m e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e - |
| . Requires Repropagation of |
| . Backbone and Secondary |
i Operation | Copi es |
T U |
. Restore files fromtar or cpio nedia i No |
T Fo e e e e e e e e e m |
. Restore files from backup by nanme nedia | No |
T Fo e e e e e e e e e m |
| Restore backbone or secondary from i No

! backup by minidisk ! !
T Fo e e e e e e e e e m |
. Restore primary from backup by mnidisk | Yes (1) !
T Fo e e e e e e e e e m |
| Restore primary fromdd or DDR i Yes (1) |
T Fo e e e e e e e e e m |
| Restore backbone or secondary fromdd or | No

I I I
I Dm | I
T Fo e e e e e e e e e m |

Yes (2)

I I
I |
' nmkfs a primary copy file system !
! restore tar, cpio, or I
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backup by nane tapes '

(1) If the primary copy is as recent or nore recent than the
secondary or backbone copy, the backbone or secondary sites
do not need to be repropagated. For exanple, a primary copy
of a file systemcan be noved using a binary inage operation
wi t hout repropagati on.

(2) This is effectively a different file system so the copies
nmust be restarted with respect to the new prinmary copy.
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3.10.3 Accessing Files under Different Local es

Consi derabl e care nust be taken when restoring files on a nultibyte
character system This is especially true in a cluster where some of the
users work in singlebyte characters and others work in Japanese.

Files which were created with nultibyte character names will not be
readabl e by any process runni ng under a singlebyte character locale. File
systens which are backed up on a Version 1.2.1 system operating under a
Japanese locale are likely to contain files with nultibyte Japanese
filenames. Files with multibyte character nanes cannot be read by any
process operating under a singlebyte character locale. If this file
systemwere then restored to a directory used only under a singlebyte
character locale, the files with Japanese names woul d be not only

unr eadabl e, the names would be unreadable in a file listing such as |s.

The same would be true even if the file systemwere restored to the very
same machine and directory fromwhich it was backed up; if that nmachine is
operati ng under a singlebyte character locale, the files with nmultibyte
fil enames cannot be accessed.

On a systemwhich is multibyte capable, the solution is sinple. The user
can sinmply change locale to match the | ocal e under which the files were
created and they can be accessed. There is, however, a situation in which
the results of file restoration could be nuch nore destructive, as noted
in the follow ng section
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3.10.4 File Restoration between Singlebyte and Multi byte Character Custers

As a system adm nistrator, you may face a situation in which a facility
has both English and Japanese | anguage users. This facility, therefore,
wi Il have two separate Al X clusters. The English |anguage users work on
the first cluster; it runs Al X/ 370 1.2, which recognizes only Roman
characters, nearly all of which are singlebyte glyphs. The Japanese

| anguage users work on the second cluster; it runs Al X/ 370 1.2.1, which
recogni zes both ASCI|I and Japanese characters, many of which are nmultibyte
gl yphs. Both groups of users work for the sane firm use the same sort of
applications and generate the same sort of data files. The only apparent
difference is the language. It is easy to assune that data can be freely
exchanged between the two with the only potential problem being that
sonetinmes the users might not understand the | anguage in which a file was
witten.

This assunption is erroneous. In fact, data can nove relatively freely
fromthe Roman character systemto the Japanese-capable system but NOT in
the other direction. Mst of the Roman characters created under Al X
Version 1.2 are readable by the "pc850" file code of Al X Version 1.2.1.
The few characters that are not readable are extrenely rare. For
information on file codes, refer to the Guide to Miultibyte Character Set
(MBCS) Support .

Probl ens can occur if the Japanese cluster is running out of disk space
and sonmeone decides to nove an entire file systemto the English cluster
That file systemcan be backed up (by backup, tar, cpio or dd) and
restored by the appropriate nmethod on the ASCII-only system however, the
problemis that the file system probably contains files that are stored
under Japanese filenanes. Any of the backup nethods di scussed restores
themw th the same filenanes. Those files are then both unreadabl e and

i naccessi bl e by the European | anguage system Users on this system cannot
change their locales to gain access to the files. A general rule to
remenber is to restore only those file systens in a like |ocale.

For nore information on MBCS capabilities, refer to material in this
manual , the Guide to Miltibyte Character Set (MBCS) Support, Using the Al X
Qperating System and Managi ng the Al X Operating System
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3.10.5 Rules Summary for M xing Systens

The following rules should be foll owed when m xi ng versions of Al X

O

Al X Version 1.2.1 systenms nust never be mixed in the sanme cluster wt
Al X Version 1.2 systens. All sites in a cluster nmust run the sane
version of the operating system |[|f an organization wants to use
Japanese |locales in a cluster, all sites in the cluster nust run
Al X/ 370 1.2.1 or AIX PS/2 1.2.1.

An organi zation that wants to run both Al X Version 1.2.1 and Al
Version 1.2 should run themon different clusters and adopt carefu
policies and procedures for file transfer and backup/restore
operations between the two clusters. File transfers between users may
litter the AIX 1.2 systemwith files that can be read only on the Al X
1.2.1 system |If the files are user files, the results are at best
inconvenient. |If the files must be read by prograns or scripts, the
results can be very unpredictable. Backup and restore operations
between the two clusters nmust al so be done with care.
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4.0 Chapter 4. Licensed Program Product (LPP) Service Process

Subt opi cs
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4.2 About This Chapter

Thi s chapter describes commands and processes that allow you to apply
service to the Al X/ 370 systemor cluster you admnister. Be sure to read
this entire chapter, and peripheral information (like the actual
"Information File" that conmes with the LPP) before you perform any
process.

For additional information regarding LPPs, refer to the Al X/ 370 Pl anni ng

Quide, Installing and Custonizing the Al X/ 370 Qperating System and Al X
Programm ng Tool s and I nterfaces.
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4.3 Introduction: Theory of LPP Service Process

The service process exists to install corrected and updated software on
your cluster. In order to give you sone control over service, this
process will allow you to al so renove updates with which you are
unsatisfied. These updates can exist on your cluster in any of four
different states: applied, conmt, uncomit and reject.

Note: For nore information on the files and scripts involved in an
update, refer to the chapter entitled "lInstalling and Updating an
LPP" in AI' X Programmi ng Tools and Interfaces.

Appl yi ng Service
Comm tting Service
Unconmitting Service
Rej ecting Service

to
1
2
3
4
5 Updating Local s
6
7
8
9
1

u

Managi ng Your Service Process

Managi ng Your Di sk Space

User Configurable Files

Prerequisites
0 Rejecting Service Past an LPP Installation
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4.3.1 Applying Service

When you install service, you "apply" updates. This option allows you to
update your cluster with corrected programs for the LPP you have installed
on your system The updatep program saves old versions of files and
prograns so that you nmay "reject” service with which you are not

satisfied. When you are installing or servicing your system you are, in
effect, building up layers of new software, nuch |ike building an onion
This has inmportant inplications. Service is applied in this systemwith a
Last-In-First-Qut strategy. |In order to renpbve any particular |ayer of
installation or service, you will have to renove all other |ayers of
service installed prior to that |ayer.

Note: There is no nechanismto renbve an LPP after you have installed it,
and you cannot renove service beyond the last LPP installed unless
you take special precautions during the installation. For a
description of these special precautions see "Rejecting Service
Past an LPP Installation" in topic 4.3.10.

Al so note that you can apply service for nore than one LPP at a
time during an updatep session. |n order to maintain consistency
across updates to nultiple LPPs, the service process bundl es

toget her service applied to nore than one LPP. Wen service is
applied together for multiple LPPs, that service is manipul ated as
a single entity, and nust then be comm tted, uncomm tted, or
rejected together. You may reuse your update nedia to apply other
updates, or if you chose to do so, apply service to one LPP at a
time. This uses a good deal of disk space to save the ol der
versions of the system therefore, you should apply updates

t oget her.

Note: You can have only one applied update on your systemor cluster at a
tinme.

During the update process, if problens are found, that |evel of service is
automatically rejected and the systemreturns to its original state.
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4.3.2 Commtting Service

Once you are satisfied with an update you have applied, you can "commt"
that update. Committing an update puts your service into a nore permanent
state. The previous levels of software are now noved to a save-stack
frane and may be retrieved later, or archived to backup nedia. Wth all
your service in this state, you may now apply other updates to the system
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4.3.3 Uncomm tting Service

Shoul d you decide that you want to restore previous |evels of service that
you have conmitted, you must "unconmt" the current service level. This
option restores updates back to the applied state, where they may be
rejected. If you have used the cleanup command to archive save-stack
franes to tape, you nust nmeke sure you have restored the franes that you
are about to unconmit. The uncommit option will not pronpt you for them

| Copyright IBM Corp. 1989, 1991
433-1



Administration Guide
Rejecting Service

4.3.4 Rejecting Service

Once you have restored an update back to the applied state, you may reject
that service. This renoves the new update fromyour cluster and repl aces
it with the previous conmands and files as they exi sted before you tried
to install the update.

| Copyright IBM Corp. 1989, 1991
434-1



Administration Guide
Updating Locals

4.3.5 Updating Local s

The above commands apply service in general to an entire cluster. The new
versions of commands are automatically propagated to the proper sites.

For nore information on propagation, refer to "fstore Values and
Propagation” in topic 2.5.2. This automatic mechani sm does not work for
updates applied to the locals for any sites in your cluster. 1In order to
update your local (with any of the above states of service) you need to
run the qproc conmand. The qproc command runs scripts that apply or
reject service to a single site. |In general, you nust run gproc on al
sites in your cluster every tinme you do any of the service functions
above. Running gproc on a systemthat needs no service applied does no
harm You nmay, at your discretion, wait to run gproc until you have an
entire session of updates to be applied and conmitted. The gproc command
then applies as nuch service as it can. Note that gproc is the nmechani sm
that may install new kernels on your systems, and may request that you
reboot the systemafter service is applied.
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4. 3.6 Managi ng Your Service Process

VWhile this update process can be run fromany site on your network, it is
suggested that you service your cluster fromits primary site. This wll
reduce network traffic and reduce the amount of time the update will take.
VWhile Al X supports automatic propagati on of new and updated files within
the cluster, it is recommended that you only update your cluster when it
isidle. This is to nake sure a mnimal set of processes within the
cluster are busy. See the explanation of the ETXTBSY error in the
/usr/include/sys/errno.h file. Mre information on error conditions can
be found in Appendix A of the AIX Operating System Technical Reference.

By updating your cluster when it is idle, you can also control the updates
to locals and possible reboots. For each LPP update, there may be a file
i ncluded on the update that contains inportant user information. You
shoul d nake sure that you read these files as they may contain speci al

i nstructions you may be required to performbefore or during this update.
They will also contain useful information about the update, its

limtations, and other related material. Although nbst updates to a
cluster are independent, you should strive to keep your system at the
| atest service levels. |In particular, due to the close interaction of

these LPPs, the updates to ai x370, opsys, and TCP/IP should al ways be kept
at the sanme |evels of service

The restore command handl es the processes that are busy during update.
But since these files cannot be renoved while they are still active, the
restore conmand renanmes them by appending the file called

original _filename. del etenmeccccc where ccccc are unique identifiers
assigned by the system These files may be renpoved subsequent to the
updat e process.
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4. 3.7 Managi ng Your Di sk Space

The update process is disk-space intensive. The docunmentation that you
receive with each update will tell you how much space any particul ar
update will require. This is the amunt of space the update will require
to keep the previous |evel of service available to you in case you wish to
reject this particular update. 1In order to recover this disk space, the
cl eanup command is provided. This comuand archives updates to archive
nmedia. Be sure to record the frame nunber supplied to you during the
commit step of the update process. For nore information on the cleanup
command, refer to the Al X Operating System Conmmands Ref erence.

If you wish to keep all the conmtted service avail able on your system
you shoul d make /usr/|pp.save a nounted filesystem The /usr/|pp.save is
the directory where all committed service is stored. This filesystem
shoul d be mounted on the primary site of your cluster. Service that is
only in the applied state is stored in /usr/lpp/lpp-name for each LPP

Al though this directory could al so be nade a nounted fil esystem nmany LPPs
store inportant files there, and so you may be affecting the performance
of those LPPs by renoving themfromthe replicated root fil esystem
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4.3.8 User Configurable Files

If you have nmade any updates to your system that have not been controlled
by the Al X service process, you should rmake sure that you have backed up
t hose changes before any service session. These include any changes that
you have nmade to systemlibraries, or configuration files, or software
that was not installed as an LPP.
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4.3.9 Prerequisites

When updating your system certain updates may have dependenci es on ot her
LPPs bei ng updated at the sanme or known previous |evels of service,

al though for the nost part, this will be transparent to the user of the
updat ep command. You may becone aware of this dependency if you do not
have the prerequisite LPP installed. |If this is the case, you are all owed
to install ignoring prerequisites. For nmore information, see the "User
Information" files associated with those updates.
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4.3.10 Rejecting Service Past an LPP Installation

You should install your systemconpletely before ever doing service on it.
You should al so have all LPPs installed in your cluster before trying to
apply service. |If this is not possible, you should back up your root
filesystemfor your primary site, and the locals for all your other sites
in a cluster before installing any new LPP. In addition, if you intend to
renove ol d service beyond the |l ayer that was a new LPP installation, you
shoul d back up the systemat that point also. |[If you wish to reject
servi ce beyond an update, you can do so by restoring the primary site to
its original |level before the LPP was installed. This nust be done wth
the primary site renoved fromthe network by using the clusterstop
command. At this point, you can then reject any other service to the

| evel you desired. You nmay al so apply and commit any |later service you
wish to reapply. Use the |atest backup of the systemto retain any
custom zed files.

Note: In order to conplete this re-installation of your system you need
to performthe processes to nake all sites in your network
repropagate their root fil esystens.
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4.4 Applying Updates

Updated files can be applied to a file system by using the updatep
conmand. These updates are stored along with the original systemfiles
whi ch can be recovered later, if necessary. The original systemfiles are
saved in /usr/|pp/lpp_nane/inst_updt.save.

Not es:

1. You can only have one update in the applied state at any tinme. |If you
have al ready applied an update to the system that update can be
commtted by using the -¢ flag.

2. The update process is disk-space intensive. Before applying an
updat e, you shoul d determ ne whether or not you have enough space on
your systemto continue. The docunentation provided with the update
descri bes what space you will need.

Normal |y your cluster or system should be in a quiescent state while
installing updates. You should expect some degradation in performance
whil e the update process is occurring. Note that each of the files
installed by the update are being automatically propagated to each site in
your cluster. Sone updates will require the |ocal of each site to be
updat ed (special functions, new kernels, etc). Although the update
mechanismw ||l allow you to start these | ocal updates, you will have to
start this process for any site in your cluster that is not currently up

Consult the Licensed Program Product (LPP) docunentation to find out if an
LPP requires a quiescent system |If it does, restart the system Kkeeping
it in single-user node, and nmake sure no other processes are running.

Note: Log in as root or be the superuser.

To apply an update to the system follow these steps:

1. Mount the distribution tape.

2. At the AIX pronpt (#), enter:

updatep -a -d /dev/ xxx

The xxx is the input device nane. Messages simlar to the follow ng
are di splayed as the system begins restoring files:

File System Restore Utility
X .lusr/sys/inst_updt/special
X .lusr/sys/inst_updt/control
x ./l pp_nane

files restored: 3

The systemis checking to see whether any prograns require speci al
functions or nust be updated together. Please wait.
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The system then displays the "Apply Updates Menu" which is simlar to
the following screen. Fromthis menu, you can choose the prograns you
W sh to update:

048-082 Apply Updates Menu
No Special Function Required
| D UPDATE
1 PROGRAML Program
To cancel the updatep conmand enter "quit".
You may sel ect one or nore nunbers fromthe |ist.

Type the I D nunbers of the prograns you wi sh to apply separated
by spaces (exanple: 1 3) and press Enter.

—

From this nenu, choose the nunber corresponding to the prograns you
wi sh to update. If nore than one programis to be updated, enter the
nunbers for the prograns separated by spaces.

Not es:

a. The options listed on this nenu depend on the prograns currently
installed on the system

b. If you select nore then one update at this point, those updates
will be applied, commtted, unconmtted, and rejected as a whole.
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Update a programlisted on this nmenu by entering the nunber
corresponding to the programto be updated.

After you press Enter, the system begins to apply the updates.
Messages simlar to the follow ng are displayed:

Note: The exact content of these nessages depends on the prograns
chosen to be updated.

048-089 The systemis now starting to apply the updates for program
" PROGRAML Pr ogr ant'.
File System Restore Utility
x .lusr/| pp/ PROGRAM | pp. |l oc/info
X .lusr/| pp/ PROGRAM | pp. | oc/| pp. hi st
X .lusr/| pp/ PROGRAM | pp.loc/inst_updt.|oc
files restored: 3
File System Restore Utility
X .lusr/| pp/ PROGRAM i nst_updt/arp
files restored: 1

After these nessages, the system di splays copyright information.

If the update being applied is an upgrade, you see nessages indicating
that the systemis saving files witten over by this update procedure.
You can retrieve these files later, if necessary. Wen the |ast
nmessage i s displayed, go to step 7.

File System Restore Utility
X .lusr/|pp/ PROGRAM | pp. | oc/fil es/| ocal / PROGRAML
x .lusr/|pp/ PROGRAM | pp. | oc/fil es/| ocal / PROGRAM3
X .lusr/|pp/ PROGRAM | pp. | oc/fil es/| ocal / PROGRAMA
files restored: 3
- File "/usr/bin/ PROGRAM PROGRAMK" i s being saved.
- File "/usr/bin/ PROGRAML" is being saved.
- File "/usr/bin/ PROGRAMB" is being saved.
- File "/usr/bin/ PROGRAMA" is being saved.
- File "/usr/bin/ PROGRAMG" is being saved.
File System Restore Utility
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Pl ease mount volune 1 on /dev/xxx

After you press Enter, you see nmessages simlar to the foll ow ng:

Not e: The exact content of these nessages depends on the fixes you
have chosen.

File System Restore Utility
x .lusr/|pp/ PROGRAM | pp. | oc/fil es/| ocal / PROGRAML
x .lusr/|pp/ PROGRAM | pp. | oc/fil es/l| ocal / PROGRAM2
files restored: 2
- File "/usr/bin/ PROGRAML" is being saved.
- File "/usr/bin/ PROGRAMB" is being saved.
File System Restore Utility
Pl ease nmount volunme 1 on /dev/xxx

Press Enter.

If there were updates to local file systens, the foll ow ng nessages
are displ ayed:

X . /lusr/ bi n/ PROGRAML

| Copyright IBM Corp. 1989, 1991
4.4 -4



Administration Guide
Applying Updates

. [ usr/ bi n/ PROGRAM3
.l usr/ bi n/ PROGRAMA
. [ usr/ bi n/ PROGRAMG
. [ usr/ bi n/ PROGRAM PROGRAMK

files restored: 5
File System Backup Uility
Done at Fri Jun 17 14:48:05 1988
40 bl ocks on 1 vol une(s)
048-088 All requested update processing is conpleted.
The followi ng sites are avail abl e:
SITEL SITE2 SITE3 SI TE4 SI TES
Pl ease enter site nane foll owed by the desired execution tine.
You can enter "all" to choose all sites and "now'
for inmredi ate execution
(STOP for break)

X X X X

Al the necessary files have been updated on the replicated root file
system

8. Specify the site to which you are updating files and the tine you want
the systemto update the files on each of the local sites by entering:

sitenane tinme
The sitenane is the name of the site on which the local files that are
to be updated reside. The tine is the tinme when the update procedure
is to begin on the specified site. For exanple, to update a single
site called SITEL at 7:00 p.m, enter the follow ng:

SITEL 7:00 p. m

To update local files on all the listed sites, enter all. To begin
the update i medi ately, enter now |If nowis specified for the update
time, the systemperforns the update i mediately. |If necessary, the

systemrebuil ds the kernel and reboots the site.

After the site name and tinme are entered, the systemresponds with
possi bl e sites.

9. Enter STOP in all uppercase letters (as shown) at the list of
avail able sites. The updatep programexits and the Al X pronpt (#)
returns.

Not es:

1. For all other sites that were not available for update at this tine,
you nust run gproc by hand. Wien you do this, it is suggested that
you have the systemnearly idle. If you are in a cluster environnent,
it is required that you have access to a primary or backbone site to
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update your site's |ocal

If updating local files that require rebuilding the kernel and
rebooting the site, update local files on the machine that is running
updat ep by specifying that machine |ast or specifying a future update
tine.
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4.5 Committing Updates
Once an update has been applied, the update should be commtted to nake it
a permanent part of the system Conmtted updates are stored nore
permanent |y than applied updates.
VWhen an update is conmitted, the files existing prior to the update are
moved fromthe file /usr/Ipp/lpp_nanme/inst.updt.save to another |ocation.
This nakes the systemready for new updates to be applied.
Note: Log in as root or be the superuser.
To conmit an update to the system follow these steps:
1. At the AIX prompt (#), enter:
# updatep -c
The system di splays the "Commit Updates Menu" which is simlar to the

fol |l ow ng:

Note: The options listed on this nmenu depend on the prograns for
whi ch updates are currently applied on the system

048-082 Commt Updates Menu
No Special Function Required
| D UPDATE
PROGRAML Pr ogram
To cancel the updatep command enter "quit”.
You may sel ect one or nore nunbers fromthe |ist.

Type the I D nunbers of the prograns you wish to conmt separated
by spaces (exanple: 1 3) and press Enter.

a—

Fromthis nenu, choose the prograns for which updates are to be
conm tted.

2. Commit an update for a programlisted on this nenu by entering the
nunber corresponding to the updated programto be commtted. To
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commt updates for nore than one program enter the nunbers for the
prograns separated by spaces.

After you press Enter, nessages simlar to the follow ng exanple are
di spl ayed indicating that the systemis saving the files that are
bei ng overwitten. These files can be retrieved |later if necessary.

Note: The exact content of these nessages depends on the updates you
have chosen to commt.

Savi ng /usr/| pp. save/ 2/ PROGRAM to /usr/| pp. save/ 2/ PROGRAM

File System Backup Uility

Done at Fri Jun 17 14:52:08 1988

40 bl ocks on 1 vol une(s)

Saving status /usr/sys/inst_updt to /usr/|pp.savel/2/status

File System Backup Uility

Done at Fri Jun 17 14:52:23 1988

40 bl ocks on 1 vol une(s)

048-089 The systemis now starting to commt the updates for program
" PROGRAML Pr ogr ant'.

048-088 All requested update processing is conpleted.

During the above operation, you will see the nessage:
Saving /usr/lpp/... to /usr/lpp.save/ NN ...

You shoul d record the nunber displayed in the nessage. This frane
nunber is used when using the cleanup command described |ater. This
command al l ows you to manage the amount of disk space used by the
servi ce system

Al'l the necessary files have been conmitted on the replicated root
file system |If there were |ocal updates, the systemthen displays
the foll owi ng nmessage, which asks you to specify the sites to which
you wi sh to commt updates and the tinme you wi sh the procedure to
begi n.

The followi ng sites are avail abl e:
SITEL SITE2 SITE3 SI TE4 SI TES
Pl ease enter site nane foll owed by the desired execution tine
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You can enter "all" to choose all sites and "now'
for immed ate execution
(STOP for break)

3. Specify the site to which you are commtting updates and the tine you
want the systemto conmt the updates by entering:

sitenane time

The sitenane is the name of the site to which you are conmtting
updates. To commit updates to local files on all the listed sites,
enter all. The time is the tinme when the update procedure is to begin
on the specified site. Enter times using the syntax of the at
conmand. To begin the conmt inmediately, enter now.

After you enter all of the site nanes and tines, the systemresponds
with possible sites.

4. Enter STOP in all uppercase letters (as shown) at the list of
avai l able sites. The updatep programexits and the Al X pronpt (#)
returns.

Subt opi cs
4.5.1 deaning Up Updates
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4.5.1 deaning Up Updates

During the apply or commt phases of service, you are using up disk space
on your systemin order to preserve the older versions of commands and
l'ibrary menbers. If you wish, you may use the cl eanup conmmand to nanage
some of this space.

During the conmt phase, you were asked to record certain information in a
save-stack franme. The cleanup command can be used to archive one or nore
of these to tape, or to restore themlater if you need themin order to
restore previous service |evels.

If at a later time you wish to uncommt sone update on which you have used
the cl eanup command, you will have to restore it to the system Use
cleanup -r frame nunber to retrieve this information.

Subt opi cs
4.5.1.1 O her Notes
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4.5.1.1 O her Notes

If problens are found during the update process, that |evel of service
will automatically be rejected, and the systemreturns to its original
st at e.

Service is applied in this systemwi th a Last-In-First-Qut strategy. That
is, the last service you applied is the only one that you can mani pul ate
until that step is rejected. Hence, in order to renpve service |levels
that were commtted earlier, you will have to renove any subsequently
applied service in the sane order that it was applied. The update
conmands will help you with this, notifying you of previous service that
nmust be renoved before sonme particular |level of service is applied.

When service is applied together for nultiple Licensed Products, that
service is mani pulated as a whole, and nust then be conmtted,
unconmi tted, or rejected together.
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4.6 Uncommi tting Updates
Unconmitting an update reverses the process perfornmed when the update was
commtted. Wen an update is uncommtted, the systemreturns to the sane
state as when the update was applied and the files existing prior to the
update are noved back to /usr/|pp/| pp_nanme/inst.updt.save.
Note: Log in as root or be the superuser.
To unconmt an update on the system follow these steps:
1. At the AIX prompt (#), enter:
updatep -u | pp_nane versi on_nunber
The | pp_nane is the name of the programto which the update or fix is
to be uncommtted. The version_nunber is the number of the update you

W sh to uncomm t.

The system di splays the foll ow ng nessage:

e m e e e e e e mm e e MM emmeMmsmemMasmmsmmemmmmmsmmmesmmmesmmmm-memmmemmmmmmmmmmm .. m_—m—-—-—-——-a
I
I
i 000-123 Before you continue, you must make sure there is no other activi
| on the system You should have just restarted the system and r
| other term nals should be enabled. Refer to your nessages refer
| book for nore information.
I
I
| Do you want to continue with this conmand? (y or n)
I
I
I
! >
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
e m e e e e e e mm e e MM emmeMmsmemMasmmsmmemmmmmsmmmesmmmesmmmm-memmmemmmmmmmmmmm .. m_—m—-—-—-——-a
2. Enter y.

The foll owi ng nmessages are di spl ayed as the system begi ns the uncommt
procedur e.

Not e: The exact content of these nessages depends on the updates that
you have chosen to uncommt.

The followi ng LPPs need to be uncommtted and rejected for this upde
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PROGRAM 00. 00. 0020. 0000 use: updatep
LPPs commtted together, and will be all unconmitted
Unconmit proceeds ....
File System Restore Utility
X .
/1 pp.loc
.I1pp.loc/info
/1 pp.loc/lpp. hist
/1 pp.loc/inst_updt.|oc
Alpp.loc/files
.I1pp.loc/files/local
.I1pp.loc/files/local/PROGRAML
.I1pp.loc/files/local/PROGRAM3
./1pp.loc/files/|ocal/PROGRAMA
./lpp.loc/al.loc
.11 pp. hi st. bak
.11 pp. hi st
.1 sl
.l appscr. 0005
./l pp. uni nst
./rejscr.0005

X X X X X X X X X X X X X X X X

./linst_updt. save
./linst_updt. save/ updat e.
./linst_updt. save/ updat e.
./linst_updt. save/ updat e.
./linst_updt. save/ updat e.
./linst_updt. save/ updat e.
./linst_updt. save/ updat e.
./ al

files restored: 25

e System Restore Uility

(72}
—

X X X X X X X X
A WN R T

il

. /i nutenp. ndc
./inutenp.dc
./l pp_nane
./inutenp.vrnct
. /i nut enp. muf
. /i nut enp. max
./lupdt _cntrl
./inutenp.tnp3
Jinutenp.tnp
./l ppsi ze
. /i nuapply. ok
./inunanme. tnp
files restored: 13

X X X X X X X X X X X X X

Updates to a program nust be uncommitted in reverse order fromthe
order in which they were commtted. In other words, if updates were
conmtted in the foll ow ng order

updat el
updat e2
updat e3
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then to uncommt updatel, you nust first unconmt update3 foll owed by
updat e2.

If updates are unconmtted in the wong order, the follow ng error
nessage i s displ ayed:

The followi ng LPPs need to be uncommtted and rejected for this upde

PROGRAM 00. 00. 0020. 0000 use: updatep
You rmust first uncommit/reject the above LPPs

If you receive this nmessage, uncommt the updates listed in the error
nmessage before continuing the procedure.

VWhen the unconmit procedure is conpleted on the replicated root file
system the follow ng nessage is displayed:

The followi ng sites are avail abl e:

SITEL SITE2 SITE3 SI TE4 SI TES

Pl ease enter site nane foll owed by the desired execution tine
You can enter "all" to choose all sites and "now'

for inmredi ate execution

(STOP for break)
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3. Specify the sites to which the update should be uncommitted and the
ti mes when the uncommit procedure should begin by entering:

sitenane time

The sitenanme is the nane of the sites on which the updates are to be
unconmtted on the local files. To unconmt updates to local files on
all the listed sites, enter all. The time is the tine at which the
unconmt procedure is to begin on the specified site. Enter tines
using the syntax of the at command. To begin the unconmt

i medi ately, enter now.

After entering the sitenane and tinme, the systemresponds with
avail abl e sites.

4. \Wen finished specifying sites, enter STOP in all uppercase letters
(as shown) at the list of available sites. The updatep programexits
and the pronpt returns.

Subt opi cs
4.6.1 Exanpl e
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4.6.1 Exanpl e

Unconmitting updates on a single site called SITEL at 7:00 p.m nmay be
simlar to the foll ow ng exanpl e:

The followi ng sites are avail abl e:

SITEL SITE2 SITE3 SITE4 SITES

Pl ease enter the site name followed by the desired execution tine.
You can enter "all" to choose all sites and "now'

for inmedi ate execution.

(STOP for break)

SITEL 7 p.m

The following sites are avail abl e:

SITEL SITE2 SITE3 SI TE4 SITES

Pl ease enter the site nanme followed by the desired execution tine.
You can enter "all" to choose all sites and "now'

for inmedi ate execution.

(STOP for break)

STOP
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4.7 Rejecting Updates
Rej ecting an update reverses the process perforned when the update was
applied. Wuen an update is rejected, the systemreturns to the sane state
as it was before the update was applied.
When an update is unconmitted, the files existing prior to the update are
reconstructed using the information stored in the
/usr/1pp/lpp_nanme/inst_updt.save file. This directory is then deleted.

When you reject an update that has already been conmtted, you nust first
unconm t that update.

Note: Log in as root or be the superuser.
To reject an update to the system follow these steps:
1. At the AIX prompt (#), enter:

updatep -r

The system di splays the foll ow ng nessage:

e m e e e e e e mm e e MM emmeMmsmemMasmmsmmemmmmmsmmmesmmmesmmmm-memmmemmmmmmmmmmm .. m_—m—-—-—-——-a
I
I
i 000-123 Before you continue, you must make sure there is no other activi
| on the system You should have just restarted the system and r
| other term nals should be enabled. Refer to your nessages refer
| book for nore information.
I
|
| Do you want to continue with this command? (y or n)
I
I
I
! >
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
|
e m e e e e e e mm e e MM emmeMmsmemMasmmsmmemmmmmsmmmesmmmesmmmm-memmmemmmmmmmmmmm .. m_—m—-—-—-——-a
2. Enter y.

The system then displays the "Reject Updates Menu", which is sinmlar
to the following. The options |listed on this exanple nmenu depend on
the updates currently applied on the system

048-082 Rej ect Updates Menu
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No Speci al Function Required
| D UPDATE
1 PROGRAML Program
To cancel the updatep conmand enter "quit".
You may sel ect one or nore nunbers fromthe |ist.

Type the I D nunbers of the prograns you wish to reject separatec
by spaces (exanple: 1 3) and press Enter.

—

Enter the nunber corresponding to the update you want to reject. If
nore than one update is to be rejected, enter the nunbers for the
updat es separated by spaces.

After you press Enter, nessages sinmlar to the followi ng are
di spl ayed:

Not e: The exact content of the nessages depends on the updates that
are to be rejected.

048- 089 The systemis now starting to reject the updates for program
" PROGRAML Pr ogr ant'.
- File "/usr/bin/f PROGRAM PROGRAMK" i s being recovered.
- File "/usr/bin/ PROGRAML" is being recovered.
- File "/usr/bin/ PROGRAMB" is being recovered.
- File "/usr/bin/ PROGRAMA" is being recovered.
- File "/usr/bin/ PROGRAMG" is being recovered.
048-088 All requested update processing is conpleted.
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When you see the nessage indicating that the processing is conpl eted,
the indicated updates have been rejected on the replicated root file
system

3. Specify the site on which you want updates rejected and the time you
want to reject the updates by entering:

sitenane time

The sitenanme is the nane of the sites on which updates are to be
rejected to local files. To reject updates to local files on all the
listed sites, type all. The time is the tinme at which the reject
procedure is to begin on the specified site. Enter tinme using the
syntax of the at command. To begin the reject imediately, enter now.

4. After the sitenane and tinme are entered, the systemresponds with
avail able sites. Wen finished specifying sites, enter STOP in all
uppercase letters (as shown) at the |ist of available sites. The
updat ep program exits and the pronpt returns.

Subt opi cs
4.7.1 Exanpl e
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4.7.1 Exanpl e

Rej ecting updates on all sites on a systeminmmediately may be simlar to
the foll ow ng exanpl e:

The followi ng sites are avail abl e:

SITEL SITE2 SITE3 SITE4 SITES

Pl ease enter the site name followed by the desired execution tine.
You can enter "all" to choose all sites and "now'

for inmedi ate execution.

(STOP for break)

all now

The following sites are avail abl e:

SITEL SITE2 SITE3 SI TE4 SITES

Pl ease enter the site nanme followed by the desired execution tine.
You can enter "all" to choose all sites and "now'

for inmedi ate execution.

(STOP for break)

STOP

If nowis specified for the reject time, the systemperforns the reject
i mediately. |f necessary, the systemrebuilds the kernel and reboots the
site when ENTER i s pressed.

Note: If rejecting updates to local files that require rebuilding the
kernel and rebooting the site, first reject updates to local files
on the machine that is running the updatep conmmand, then specify
that machine | ast or specify a future reject tine. |If rejecting
updates to local files that require rebuilding the kernel and
rebooting the site imediately (by typing now as the reject tine)
on the machine on that is running updatep, the updatep procedure
will be stopped when the kernel is rebuilt and the machine
reboot ed; therefore, STOP does not have to be entered.
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5.0 Chapter 5. Solving System Probl ens

Subt opi cs
Contents
About This Chapter
Killing a Runaway Process

Repl aci ng a Forgotten Password
Renovi ng Hi dden Fil es
Restoring Free Space

Restoring Lost SystemFiles
Restoring an I noperable System
O her Probl ens
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5.2 About This Chapter

The operator at the console only handles a |imted nunber of system
problens (for exanple, freeing a jammed line printer). The admnistrator
is called on to solve nore serious problens. The follow ng chapter
provides information on:

Killing a runaway process with the kill conmand
Repl acing a forgotten passwor

Renovi ng hidden file

Restoring free spac

Restoring | ost systemfile

Restoring an inoperable system

I I o

For nore information on systemproblens, refer to the Al X/ 370 Di agnosis
Gui de.
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5.3 Killing a Runaway Process
A runaway process is a programthat cannot be terminated fromthe termnal
at which it was started. This occurs whenever an error in the program
| ocks up the termnal, thereby preventing anything entered on it from
reachi ng the system
To stop a runaway process at any site, foll ow these steps:
1. Goto atermnal that is not |ocked up.
2. Log in as the superuser.
3. If logged in on the site with the runaway process, enter:
ps -a
This conmand lists the processes on the site where you are | ogged in.
If logged in on a site other than the site with the runaway process,

enter:

onsite <site> ps -a

where <site> is the sitename where the runaway process is operating.

This command |ists processes on the specified site and displays all
current processes with their process identification nunbers (PID).

4. Find the PID of the runaway program
5. Enter:
kill <PID>
The runaway program should stop in a few seconds but may | eave
tenmporary files or a non-echoing termnal. |If the process does not

term nate, enter:

kill -9 <Pl D>
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5.4 Repl acing a Forgotten Password

The Al X/ 370 Qperating System does not provide a way to deci pher an

exi sting password. |If a user forgets a password, the system adm ni strator
nmust change the password to a new one. To change an ordinary user
password, refer to Managing the Al X Qperating System
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5.5 Renovi ng Hi dden Files

A hidden file is any file whose nane begins with a dot (.). Hi dden files
in a directory can be listed by entering the foll ow ng comrand:

ls -a
Most hidden files can be renoved froma directory by entering:
rm.[a-z]*

Warning: Do not use rm.* as this will also attenpt to renove the special
directories . (dot) and .. (dot dot).

Rermove remaining files and directories individually.
Note: There are nmany useful hidden files in users' honme directories which

shoul d not be renpved. Be certain that these files are not
accidental ly renpved.
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5.6 Restoring Free Space

The system di spl ays a nessage whenever a file systemhas little or no
space. To restore systemoperation, one or nore files nmust be del eted
fromthe identified file system The system nessage identifies the file
system by the pathnane of its nmount point.

The nost conmon file system where space problens occur is the /tnp file
system To renove the old /tnp files, enter:

find /tnp -ntime +7 -atine +7 -exec rm-f {} \;

Thi s exanple renpves files that have not been used in seven or nore days.
The skul ker command can al so be used for this purpose.

The users shoul d be warned that some of their tenporary files will be
renoved. The wall command can be used to informthe users.
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5.7 Restoring Lost SystemFiles

If a systemprogramor data file is accidentally nodified or renoved from
the root file system it nmust be restored. |If the file is only mssing in
a non-primary copy of the file system force it to re-propagate by using

t he comuand:

touch <fil enanme>
If the file is lost in the primary copy of the file system recover the
file fromthe periodic backup. It will propagate to other packs
automatical |l y.

For nore information on restoring files, refer to Managing the Al X
Operating System
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5.8 Restoring an | noperable System

On rare occasions, one or nore of the critical AlIX systemfiles may be
accidentally nodified or renoved, thus preventing the systemfrom
operating. 1In this case, the Al X system and user program and data files
must be restored from backup tapes or disks.

For nore information on restoring the system or on restoring files from
backup tapes or disks, refer to the backup and restore commands in the Al X
Operating System Commands Ref erence.
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5.9 O her Probl ens

For problem determ nati on and probl em source identification, see the

Al X/ 370 Di agnosis @uide. This book describes startup, shutdown and
general system operation problens. It includes a description of useful
tools for debuggi ng and provi des exanpl es.

For information on routine system managenent and nmai ntenance, see Managi ng
the Al X Operating System
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6.0 Chapter 6. Perfornmance Tuning
Subt opi cs

6.1 Contents

6.2 About This Chapter

6.3 Introduction

6.4 Perfornmance Consi derations

6.5 Perfornmance Considerations for an Al X C uster
6.6 Data Location and Transfer |ssues
6.7 Data Organization
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6.2 About This Chapter

The maj or focus of this chapter is performance considerations within the
Al X systemusing TCF. Cuidelines are presented that the system

adm ni strator can use in cluster configuration. In addition, system
utilities that can be used to nonitor systemactivity are descri bed.
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6.3 I ntroduction

The Al X system offers the system adm ni strator considerable flexibility
regardi ng configuration. Because all cluster sites are fully functional

it is possible to assign any or all functions to any site in the cluster
For exanpl e, one configuration option is to partition the user popul ation
and user data anong all cluster sites in the cluster. This type of
division results in each cluster site supporting both batch and
interactive cycles to the users. A second configuration may involve
shifting the user population so that there are certain cluster sites that
support nostly interactive tasks and other cluster sites which are largely

batch servers. In the latter configuration, the interactive cluster sites
could be PS/2 machines running Al X since they are better able to support
full screen applications like the vi editor. In addition, as the user

popul ati on grows, additional batch and interactive nmachines can be easily
added to the cluster. New users are provided access to the cluster via a
new PS/ 2 machine. As the batch | oad grows, an additional 370 machi ne can
be brought online, and in many cases a portion of the offered batch | oad
can automatically be redirected to this new Al X/ 370 cluster site. These
two general configurations are sonme of the options avail able.

Each installation has specific needs which may generate different
performance characteristics. No single configuration will be the optinal
configuration for all installations. The goal of this chapter is to
present the system administrator with enough understanding of sone of the
choi ces so that decisions can be made. 1In general, sone experinentation
with different configurations nay be necessary and may help the system
adm ni strator understand the needs and usage characteristics of the user
popul ati on.

The remai ning portion of this section defines a fewcritical terns rel ated
to perfornmance.

In order to conpare the perfornmance of a task in two different
environnments or configurations, there must be sone neasure of the
performance of the task in each environnment. They are:

El apsed tine The "wall clock” time required for a task to conplete. It
makes no statenent about the amount of CPU cycl es expended
to conplete the task

CPU time The actual nunber of instructions or processor cycles used
to conplete the task. One way to conmpute CPUtinme is to
use the time comand and add the system and user times
together. CPU tine attenpts to neasure the actual anpunt
of tinme the processor was executing on behal f of the
particul ar task.

Response tine The reply to a user's request. An exanple would be the
"wal | clock" delay a user experiences in vi when a
character is typed.

Cost CPU ti me expended normalized into sone nonetary factor
(for exanple, CPU tine * Process cost / Processor
i nstructions-per-second).

Note that a task with a long el apsed tinme may consune only a snall anount
of CPU tinme and provide the user with | ong response tines. An exanple
woul d be an editor session.
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| mprovi ng performance and nmaking a task faster neans that by some neasure
t he performance behavior of the task has inproved. It could nean the
response time in the editor is faster, the elapsed tine of a conpiler is
shorter or the CPU tinme consunmed by a user application is reduced.

It is also useful to have a neasure of a processor's current free
processing capability. The nmeasure used in this chapter is relative |oad
factor. The load on a processor is the nunber of processes capabl e of
running that are waiting to execute. This nunber is neasured at periodic
intervals. In order to have a neasure that is independent of processor
speed, the load for a given processor is normalized to produce the
relative load factor. The normalization constant is obtained fromthe
/etc/site file. The systemadninistrator is responsible for placing a
value in the /etc/site file for each cluster site that is a reasonable
measure of the performance of a given site conpared to the other cluster
sites.
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6.4 Performance Consi derations
Principle targets for performance tuning are:

Mai n storag

Central processor unit (CPU

Expanded storage (if avail able

Type and nunber of pagi ng devi ces avail abl
Al X/ 370 file systens

I Iy |

For an overview of these resources within a total system refer to
Fi gure 6-1.
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VM/SP or VM/HPO or VM/XA

Main Storage

AIX/370 Guest CMS .. CMS

VM Assists
AStore 4f supported
processor ... processor ... CPU
channels ... control units /0 Subsystem
File 1 Other
Systems cre's LAN /O Devices
on: via: via: Card Punch
Disks 3088 8232 LAN Tape
Minidisks CTCA Controller| | Printer
or 937X Integrateq | Card Reader
VCTCA Adepters
CETI Adapter

Figure 6-1. System Overview

The performance of Al X/ 370 is determned by factors on different |evels of
the system Sone factors are:

Har dwar e configuratio

VM per f or manc

Al X/ 370 performanc

Wrk | oa

Application performanc

Cl uster bal ancin

- Where users |login

- Where user files are stored.

OOoOoOooOod

When pl anning for tuning and capacities, consider each |evel of the system
(CPU, VM Al X/ 370, and file systens). Consider the performance factors
for the follow ng systeml evels:
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e e e e e e e mm e e ememmmemsmmemmemmeemmmmemsmmemsmmmmasmmmemmmmemmmemmmmmmmmmmmm———-——a
| Table 6-1. Performance Factors at Different System Levels

e e e e e e e mm e e ememmmemsmmemmemmeemmmmemsmmemsmmmmasmmmemmmmemmmemmmmmmmmmmmm———-——a
| Level | Performance Factor

Fomm e oo - o m o m o o o o o e o e e e e e e e e e e e o e e e e e e e e e e e m e ma—a—o -
| CPU I Al X/ 370 requires a mnimum of 4M bytes (6M bytes is

| I recomended) of real storage for the Al X/ 370 virtual

| i machine. Performance can be inproved by providing

| | additional real storage.

Fomm e oo - o m o m o o o o o e o e e e e e e e e e e e o e e e e e e e e e e e m e ma—a—o -
i VM l

| I V=R envi ronnent

| I V=V envi ronnent

| I V=F environnent (VM XA only).

: l

Fomm e oo - o m o m o o o o o e o e e e e e e e e e e e o e e e e e e e e e e e m e ma—a—o -
1 Al X/ 370 |

| | Size of Al X/ 370 buffered 1/0O cache

| I Nunber of hash buffers.

| l

| l

| ! Note: These quantities are dependent on the size of the

| : virtual machine allocated to Al X/ 370.

e e e e e e e mm e mmemmmemsmmeemmemmeEmmmememmmemmmmeammmemmmmemmmemmmmmmmmmmmm———-——a
Subt opi cs

6.4.1 Tuning Al X/ 370 for Large Program Usage

6.4.2 Tuning Main Storage at VM Level

6.4.3 Tuning Main Storage at Al X/ 370 Level

6.4.4 Tuning Central Processor
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6.4.1 Tuning Al X/ 370 for Large Program Usage

VWhile systemtuning is always an issue with typical UN X systens, it is
especially critical when a systemis to be used in a specialized capacity.
Al X/ 370 presents special tuning considerations since it runs as a guest
operating system under VM

The type of systemto be considered is one that typically runs nultiple
comput e-i ntensive processes with very large working sets. O course, the
term"large" is anbiguous since it is dependent on the hardware
architecture, that is, dependent on the available real nenory which is
constrained by the virtual address space and the 1/0O subsystem for the
processor. A process with a 6M byte working set would not be consi dered
| arge on a S/ 370 XA systemconfigured as V=V with 256M bytes but would be
on a non- XA systemwith only 16M bytes of storage defined. The I/O
subsystemis an issue because of throughput performance. Any process
whose working set exceeds the throughput that the processor can process in
one second shoul d be considered |large. This convention is sonewhat
arbitrary and based on the idea that if and when a process needs to be
swapped, the tinme taken to swap it exceeds an acceptable interactive
response time limt. For instance, the PS/2 ESDI controller can nove
about 750K bytes/second, while the 370 channel perforns sonmewhere around
5M byt es/second. This difference can have an obvi ous effect in

determ ning the neaning of "large working set".

Wth jobs that have very | arge working sets, for instance 20M bytes or
nmore, the system adninistrator's goal should be to tune the system so that
such processes are not swapped, because whenever they are swapped, system
response suffers. There are two inportant itens to consider in
configuring an Al X/ 370 system for such usage. One is the anount of
storage is defined on VM The second is the tuning of the pager for

opti mal system performance.

Because of the design of UNIX, if the conbi ned working-set size of sone
nunber of |arge processes that are runnabl e exceeds the anobunt of rea
menory, the systemthrashes, that is, it spends all or nearly all its
cycl es swapping these jobs in and out and nearly no tine actually running
them To avoid this problem it is critical that the adm nistrator

anal yze nenory requirenents for the conbi ned users of the system and
configure the storage accordingly. You can get an idea of the working set
for a process by using the ps command.

The second critical systemfeature to tune is the pager. The pager is a

kernel process which periodically checks free nenory. |If it is less than
a certain water mark, the pager cycles through process vsegs and free
unreferenced pages. It continues this operation until it reaches another

water mark. This procedure trinms the working set of user processes and
assures that an adequate pool of free pages is available for paging
demands. Keeping this pool |arge enough for systemdemand is the key to
avoi di ng excessi ve swappi ng.

The water marks nentioned above are configurable and are called gpgslo and
gpgshi. These paraneters are given defaults in the /etc/nmaster file. The
gpgsl o paraneter is the nunber of free pages where the pager should begin
its page-stealing activity. The gpgshi paraneter is where the pager
shoul d be satisfied and stop. The default values for these paraneters are
oriented toward small systens; the gpgslo paraneter is set to 10, and the
gpgshi paraneter is set to 20. For |arger 370 systens these values are
far too small. There are several ways to approach changi ng these val ues.
If either of the two paraneters is set to 0, an autoconfiguration takes
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place. A formula is applied to the anount of real menory such that sone
fraction of it is used to get gpgslo and gpgshi. The problemwth this
approach is that there is a hard limt set in the autoconfig code so that,
regardl ess of how | arge nenory may be, gpgshi is limted to 128 and gpgsl o
islimted to 32. O course this is better than 10 and 20, but still not
realistic on a large system The only real option for such systens is to
set these values manually. The recommendation is that gpgslo be set to
10% of defined storage and gpgshi be set to 15% Note that these are the
nunber of 4K pages in nenory, so this value needs to be cal cul ated from
the total bytes.

Wth the pager properly tuned, | arge jobs should have their working sets
trinmred and thus be kept from being swapped. Naturally, since very few

systens are static, the system adm nistrator nust nonitor performance and
dynam cally alter these paraneters when needed.
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6.4.2 Tuning Main Storage at VM Leve

There are a nunber of perfornmance considerations when the Al X/ 370
Qperating Systemis running as a guest under VM  Sone genera
consi derations that apply to all nenory nodes are:

O

There are several VM flags that control when warnings are displayed o
the console. These flags and their correct settings are:

M5G OFF EMSG ON | MSG OFF  SMSG, OFF  WNG OFF

Sel ected pages of a virtual machine can be | ocked in real storage
This is done with the LOCK command. Use this feature carefully since
resource deprivation can occur if used inappropriately. Reasonable
pages to | ock are:

- Page 0 of the virtual machine

- Kernel file system buffer cache
- Kernel text nodul es

- Al of the kernel

SET PAGEX ON to activate the pseudo page fault facility

Altering priorities for AlX is not reconmended
ics

The V=R Envi r onnent

The V=V Envi ronnent

The V=F Environnent

WNE- T

| Copyright IBM Corp. 1989, 1991
6.42-1



6. 4.

Tuni

O

Tuni
Put

O

Administration Guide
The V=R Environment

2.1 The V=R Environment
ng Paraneters for VM SP

After the IPL of Al X/ 370 on the virtual machi ne, use VM SET command
to SET STBYPASS VR and SET NOTRANS ON.
On VM SP HPO, SET CCOWRANS COFF.

After the Al X/ 370 guest has | ogged on, use VM SET conmands to SET
FAVOR name (w thout percent). Using this VM SET conmmand el i nm nates
any wait for storage. |In addition, use SET FAVOR with a percent to
request a specific percentage of the CPU for the virtual nachine.

QDROP OFF
SET ASSI ST ON SVC for vari ous assi sts.

SET TI MER OFF since VM SP supports a virtual tinmer.

ng Paraneters for VM XA
the followng statenents in the directory of the guest:

OPTI ON QUI CKDSP
Enabl e qui ck dispatch for this guest and keep it off of the VM
eligible list.

SHARE ABSOLUTE nn
Set the share of the guest. A m ninum of 4% absolute share is
suggested. Use SHARE sparingly to prevent CPU resource deprivation.

| UCV ANY PRIORITY MSGLIM T 255
This statement sets a nessage queue limt of 255. The ANY option
all ows any other VM guest to connect to this guest.

[UCV *CSS PRRORITY MSGEIM T 255

OPTI ON MAXCONN 16

This statement specifies a maxi mum of 16 | UCV connections. These | ast
two set up the proper environment for use of an |IUCV comruni cation
channel between two Al X/ 370 guests or Al X/ 370 and VM TCP/ | P.

MACHI NE XA
Enabl e XA node for this guest.

CPU 01 DEDI CATE

Dedi cate an avail abl e processor for exclusive use by this guest in
certain environnments. This can be dynamically changed while the guest
is running as the load requires. Use DED CATE sparingly to prevent
CPU resource deprivation.

SET TI MER OFF since VM XA SP supports a virtual tiner.

After the guest is already running, the follow ng paraneters can be run
using the SET command if they are not included in the directory:

O

O

QUI CKDSP ON
SHARE
NOTRANS ON.
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The VM Di spatch slice nay al so be decreased by issuing the comuand:

SET SRM DSPSLI CE

This conmand permts better tineslicing between multiple guests under
heavy | oads and affects the dispatch slice for base VM operating system

Not es:

1. Dedicated DASD devices will get significant performance inprovenents
for preferred guests over VM m nidisks.

2. The frequency of the VM dispatcher queue rescan should not be
decreased if nore than one Al X guest is being supported on the sane
real CPU

To check the share given a guest under XA, issue the comuand:

QUERY SHARE userid

This applies to all storage nodes.

Moni tori ng

To verify that all settings are correct, issue the follow ng commands in

the Al X/ 370 virtual machi ne:

0 QUERY VI RTUAL STORAGE (to check the amount of virtual storage
allocated to the Al X/ 370 virtual machine)

O QUERY SET (to check the setting of other values as determ ned by the
instal l ation)

0 | NDI CATE FAVOR (1) (to display the setting of the VM Favored Execution
Option - VM SP only)

a | NDI CATE USER nanme (to display statistics about the user)

Note: For a V=R user, this shows a count of zero for working set and
resi dent pages.

0 The | NDI CATE conmand (with no paraneters), returns information on the
| oads and state of the processor(s).

(1) This is a privileged command. |If the Al X system has been
gi ven extensive privileges under VM it may be issued by the
Al X user. |If no such extensive perm ssions have been given

(which may be the nore typical situation), the command nust
be issued by a privileged user (for exanple, OPERATOR).
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6.4.2.2 The V=V Environnent
Tuni ng Paraneters for VM SP

O Carefully tune the size of the virtual nmachine. Be sure to keep th
size consistent with the anount of real nenory available to support
the virtual machine.

Note: Al X/ 370 cannot be expected to execute effectively in a virtual
machi ne of |ess than 4M.

0 QDROP OFF

0 After the Al X/ 370 guest has | ogged on, use VM SET conmands to SET
FAVOR name (w thout percent). Using this VM SET conmmand el i nmi nates
any wait for storage. In addition, use SET FAVOR with a percent to
request a specific percentage of the CPU for the virtual nachine.

O Alowfor enough VM free space to build shadow tables by using the V
SET commands (for VM SP only):

- For maintaining the |last n shadow tabl es copies, issue:
SET STMULTI n USEG xx
wher e:

nis less or equal 6 (VM

nis less or equal 16 (VM HPO

USEG defines the size of the contiguous pre-allocated
pool of shadow page tables

xX is less or equal 99

- CSEG option cannot be used for Al X/ 370

- If the AILX/ 370 virtual machine is to be preferred for storage
al l ocation, issue: SET QDROP nane OFF and SET FAVOR nane (1)

O In a heavy-paging environnent, issue

LOCK name 0 O (page zero) (1)

LOCK nane first page |ast page (1) (for Al X/ 370 shared buffers)
where name is the userid of the virtual rmachine

SET RESERVED nn

Note: The nn (nunber of pages) to be reserved could be the average
wor ki ng set size. These pages will be avail able to other
guests but are only to be used as a last resort. Do not
reserve nore than avail able real nenory.

0O SET ASSI ST ON SVC for various assists.
0 SET TIMER OFF since VM SP supports a virtual tiner.

The following information is the result when the Q SET command is issued
on VM SP for a V=V virtual nachine:

M5G OFF, WNG OFF, EMSG ON, ACNT ON, RUN CFF
LINED T ON, TIMER OFF, | SAM OFF, ECMODE ON
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ASSI ST ON SVC NOTMR, PAGEX ON, AUTOPOLL COFF

| MSG OFF, SMSG OFF, AFFI NI TY NONE, NOTRANS COFF

VMBAVE OFF, 370E OFF

STBYPASS OFF, STMULTI 3/3 00/000

MH OFF, VMCONI O OFF, CPCONI O OFF, SVCACCL OFF, CONCEAL OFF

Tuni ng Paraneters for VM XA

0 Uilize Expanded Storage to inprove the VM paging rate. (Expande
Storage is available on the 3090 only.)

O  SET QUI CKDSP ON

0 SET TIMER OFF since VM XA SP supports a virtual tinmer.

The tuning paraneters described for the V=R environnent also apply to V=V

t uni ng.

Moni toring

Use data from VM Monitor to study the effects of paraneter variations on
the total system behavi or.

To verify that all settings are correct, issue the follow ng:

O

QUERY VI RTUAL STORAGE (to check the anount of virtual storage
allocated to the Al X/ 370 virtual machine)

QUERY SET (to check the setting of other values as determ ned by the
instal |l ation)

| NDI CATE FAVOR (1) to display the setting of the VM Favored Executi on
Option (for VM SP only)

| NDI CATE USER nane to display statistics about the user

The | NDI CATE command (with no paraneters), returns information on the
| oads and state of the processor(s).

The following information is the result when the Q SET command is issued
on VM XA SP for a V=V virtual nachine:

M5G OFF, WNG OFF, EMSG ON, ACNT OFF, RUN ON

LINED T ON, TIMER OFF, | SAM OFF, ECMODE ON

ASSI ST OFF, PACGEX ON, AUTOPOLL OFF

| MSG OFF, SMSG OFF, AFFI NI TY NONE, NOTRANS COFF

VMBAVE OFF, 370E OFF

STBYPASS OFF, STMULTI 00/000

MH OFF, VMCONI O OFF, CPCONI O OFF, SVCACCL OFF, CONCEAL OFF
MACHI NE XA, SVC76 CP, NOPDATA OFF

CCW'RAN ON

(1) This is a privileged command. |If the Al X system has been

gi ven extensive privileges under VM it may be issued by the
Al X user. If no such extensive perm ssions have been given

(which may be the nore typical situation), the command nust

be issued by a privileged user (for exanple, OPERATOR).
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6.4.2.3 The V=F Environnent

Note: The V=F environment requires a 3090 with either the MPG or PR/ SM
har dwar e features.

Tuni ng Paraneters

The paranmeters for the V=F environnment are identical to the paraneters for
the V=R environnent. See page 6.4.2.1.

Moni tori ng

Use data from VM Monitor to study the effects of paraneter variations on
the total system behavi or.

To verify that all settings are correct, issue the follow ng:

0 QUERY VI RTUAL STORAGE (to check the amount of virtual storage
allocated to the Al X/ 370 virtual machine)

O QUERY SET (to check the setting of other values as determ ned by the
install ation)

a | NDI CATE USER nane (to display statistics about the user)

O The | NDI CATE conmand (with no paraneters), returns information on the
| oads and state of the processor(s).
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6.4.3 Tuning Main Storage at Al X/ 370 Level

Ceneral Consi derations
Al X/ 370 allows a portion of storage to be reserved as a cache for disk
buffered 1/0

Tuni ng Paraneters

0 Define appropriate buffer size and nunber of hash buffers. In
typi cal environnent, reserve 33% of virtual machi ne storage.

0 Set the sticky bit for prograns that are re-used

Operation
The Al X/ 370 admi nistrator nust configure the systemfile with the
appropriate val ues for:

O buffer
0 bhas
0 pagi ng paraneters

As a general rule, the sumof the space allocated to buffers and bhash
shoul d be approximately 33% of the virtual nmachine size. A nore precise
formula is (buffers*3)+(bhash*128)=VM si ze/3. The value of bhash is

al ways | ess than or equal to the nunber of buffers.

Moni toring

Qut put fromsar can be used to nonitor the cache hit rate and exec rate.
System accounti ng i ndi cates which commands are commonly executed by users
and on which sites they are executed. Ask the administrator to nonitor
these rates. The |netstat and pstat commands can al so be used to help
assess the effects of tuning on cluster and file systens operations and
the cluster comunications load. Refer to the Al X Operating System
Commands Reference for nore information on the | netstat and pstat
conmands.
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6.4.4 Tuning Central Processor
Qvervi ew
O Tuning at VM| evel
- To reduce CPU usage, have VM Assists avail abl e and acti vated

- To control CPU all ocation between Al X370 and ot her users, issue
SET conmands.

O Tuning at Al X/ 370 |evel
- To reduce CPU usage:
Reduce systemcalls
Perform program | oad | eveling
Perform data access |oad | eveling
Move interactive loads to Al X PS/2 cluster sites and Al X
Access for DOS Users
Perform data access | oad | eveling.
- To control process dispatching priority, use the nice command.
Ceneral Consi derations
O AX/ 370 requires real tinme response to the LAN and therefore require
frequent dispatching by VM
O Wien running in mxed environments (for exanple, together with CM5 an

RSCS), the scheduling paranmeters of VM need adj usting
0 Performance tuning may be a trial-and-error process

Tuni ng Paraneters
0 VMAssists are generally installed and enabl e
0 Fromthe VM operator console, issue at any tine
SET QDROP name OFF (VM SP only)
SET FAVOR nane nn% (VM SP only) (1)
where nn is the percentage of CPU tine that VM all ocates
to Al X/370; typically, nn is a value between 50 and 100.
SET PRIORITY name p (VM SP only) (1)
SET SRM
This calls the System Resource Manager which allows the setting of a

nunber of performance paraneters.

O her SET commands as requi red.

Moni toring

OO To check VM Assists, issue: QUERY SAS and QUERY CPA
0 Use VM Monitor programto check the effects of SET commands on th

total system behavior. This allows the VM systemto be nonitored and
gi ves performance statistics on individual virtual machines and the
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entire system [IBMoffers SMART for VM SP and RTM (Real Tine Monitor)
for VM XA

0 To check effects on Al X/ 370 response tinme and throughput, use sar.

0 Use the VM I NDI CATE conmand to determne the | oad on the physica
processor(s).

(1) This is a privileged command. |If the Al X system has been
gi ven extensive privileges under VM it may be issued by the
Al X user. If no such extensive perm ssions have been given

(which may be the nore typical situation), the command nust
be issued by a privileged user (for exanple, OPERATOR).
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6.5 Performance Considerations for an Al X O uster
Principal targets for performance tuning are:

O A X cluster file system
O A X cluster configuratio
O Cduster considerations
- Tuning replicated file systens
- Where to store replicated file systens to enhance performance
- When to choose:
replicated file systens over non-replicated file systens
non-replicated file systens over replicated file systens.
- Bal anci ng | oads across the cluster for both interactive and
non-interacti ve tasks
- Fil e access bal ancing across the cluster
- User bal anci ng across the cluster
O duster balancin
- VWhere workstation users |login
- Where Al X Access for DOS Users |ogin
- Where user files are stored

Note: Be sure to read "Considerations for the System Adm nistrator” in
topic 1.4 and "MBCS Considerations” in topic 1.5 for necessary
background i nfornmati on.
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6.6 Data Location and Transfer |ssues

Al X provides transparent access to data and processes, thereby permtting
actions to be perforned by cluster sites wi thout concern for the |ocation
of the resources used by the actions. The transparency provided by Al X
does not hide the performance differences that may result when the
different selections are used. The result is that all options will result
in the correct perfornmance of the specified action but not all will be
compl eted as quickly or with equal investnents of CPU cycl es.

Perf ormance transparency is the concept of inperceptible differences in
per formance based on the |l ocation of tasks. AlIX does not, in general
provi de performance transparency. This does not inply that renote
performance is slow, it does suggest that under sone conditions, a user
will be able to detect whether a task is running locally or renotely. In
fact, performance transparency nmakes no statenent about whether |ocal or
renote performance is superior. A systemwth faster renote than | oca
data access woul d not be perfornmance transparent. |In the case of AlX
renote performance is very good but still there are cases where | oca
performance i s superior.

Subt opi cs

6.6.1 Selecting Job Execution Sites

6.6.2 Selecting Execution Sites

6.6.3 Cluster Conmunication Traffic Considerations
6. 6.4 Raw nobde Term nal Access

6.6.5 File System Backups
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6.6.1 Selecting Job Execution Sites

One significant decision which nust be nmade and which inpacts system
perfornmance or user response tine is the execution site for a given task.
Al X permts a process on any site in the cluster to access data on any
other machine in the cluster. Hence, there is a great deal of freedom
available in the selection of the execution site for a process. (Note
that this is a correctness or operational staterment and not a perfornmance
statenent.) It is unlikely that all cluster sites will conplete the
process in the same period of time, either because of differing machine
speeds, differing | oads on the cluster sites, or the conparative expense
of data access.

Bef ore a decision can be made about the execution site for a process, a
basi ¢ understandi ng of the operational behavior, data |ocation and program
availability is required.

The operational behavior factor nost useful to understand is whether a
particular task is I/Ointensive or CPU intensive. Atask is I/O
intensive if the bulk of the elapsed tinme of a process is spent waiting
for data to be nmade available or for data to be witten. As an exanple,
one task that is I/Ointensive is the copy conmmand cp. It does very
little processing of the input and output data but spends the bulk of its
execution time reading or witing data (exactly how |I/Ointensive cp is

wi || depend on the size of the files being copied). Not all 1/Ointensive
tasks are doing only reads and wites. A command, like find, which wll
scan entire directory subtrees, is I/O intensive even though it does not
do a large nunber of read or wite operations. A CPU intensive

(comput e-bound) task is one which does a significant anmount of processing
wth very little I/Ointerspersed. One exanple of a CPU intensive task is
the UNI X command troff. The troff command does I/O but the bulk of the
troff process execution tine is spent formatting the words on the pages.

Sone commands are not obviously 1/O or CPU intensive or will change from
I/Oto CPU intensive depending on the input, so the general rules may have
exceptions. Some experinmentation with frequently used conmands will help
i n understanding the characteristics of these comuands.

A second criterion used in deciding where a task should be executed is the
| ocation of the input and output of that task. |[If a task consunes very
little input and produces very little output, then clearly the |ocation of
the input and out put data should not be a critical consideration in
determ ning where the task is executed. |If there is significant input or
out put data, then the where utility should be used to determ ne the

| ocation of the input and output data.

Anot her consideration in determ ning the execution site of a task is the
machi ne types that can execute the command. |If the comand to be used
only operates on a subset of nachine types, then only machi nes of that
type can be considered as possible execution sites. The which and file
commands can be used to determ ne where an application can be run.

Not e: Executing which can indicate the command was found in a hidden
directory; the systemplaces an @at the end of the comand and
before the hidden directory conmponent. Qher files in that hidden
directory should be the executabl e binaries for other machine
types. For nore information on the which command, refer to the Al X
Qper ati ng System Conmands Reference. For nore information on
hidden directories, refer to the Al X Qperating System Technica
Ref er ence
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6.6.2 Selecting Execution Sites

VWhen trying to deternmine the nost suitable site for a task, a nunber of
approaches can be taken. The sinplest approach is to ask whet her el apsed
execution tine of the task is significant. |If the answer is no, the task
can be run anywhere. [If the answer is yes, a nore careful decision may be
appropri ate.

Clearly this approach is a good one to use for nost commands as nost
commands conplete in a short period of time. |If a command conpletes in a
short period of tine, then the execution site is not a significant factor

A second approach which handles all tasks that are not I/O intensive
reasonably well is inplenmented by the fast conmand.

0 Determne which cluster site has the least relative |oad. By default
fast will only consider sites of the sane type as those on which it is
currently executing, but an option permts it to examne all sites.

O Execute the task on that cluster site
For exanple, fast can be used as foll ows:
fast cc -O -0 denp deno.c

In this case fast would select the | east-|oaded nmachi ne which is the sane
machi ne type as the | ocal machi ne and execute the cc command on that
cluster site.

If the command you wi sh to execute only operates on particul ar machi ne
types, then fast and fastsite can still be used, but it should be run on a
machi ne which can run the command. This can be done using the onsite
conmand with the fast command.

For I/Ointensive tasks, it is not particularly inportant to determ ne the
relatively least-loaded site. The major consideration in the timely
conpletion of an I/Ointensive task is the location of the data.

0 Use the where command to determine the |ocation of the input and
out put dat a.

O If all the data is on a single cluster site, then execute the task o
that cluster site.

O If the input and output data are on two different cluster sites, the
execute the task on the cluster site that will store the output data
assumng that there is at |east as nuch output as input data. If nost
of the data is input rather than output, then the task shoul d be
executed on the cluster site maintaining the input data.

O If the data is replicated, then determ ne what cluster site has th
primary copy of the file systemwith the output data. |If the input
data is available on the cluster site with the primary copy of the
out put data, then execute the task on that cluster site. Al so use
that site if at least half of the data transferred is output data. |If
nore of the transferred data is input data rather than output data,
the task should be executed on a cluster site with a copy of the input
data. The only exception is when the site with the data is heavily
loaded. In this case, it is sonetines faster to use a site with a
| ower | oad.
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A few approaches have been presented which should help in the sel ection of
execution sites for tasks. |In sone cases these approaches result in a
relatively even |load anong all the sites in the cluster. Attenpting to
make all the sites in the cluster equally |oaded (load leveling) is a
desirabl e goal. The approaches outlined above will encourage this

| eveling and thoughtful decisions in configuration will also stinulate

| oad |l eveling anmong all cluster sites.

Applications can be constructed to performbetter in a distributed
environnment. One advantage of the distributed environnent is the ability
to do several functions in parallel on different machi nes. By doing
functions in parallel, it is possible to decrease the el apsed tine to
conplete the task. Tasks that can be broken down into several snaller
tasks (sub-tasks) each executed in parallel can be optimzed to use
separate machi nes and i nprove performance. 1In selections where the
sub-tasks shoul d execute, the sanme algorithns as given above for the

| arger task can be used; however, an overall goal of naintaining
parallelism (rmultiple execution cluster sites) anong the sub-tasks shoul d
be consi dered.
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6.6.3 Cluster Comunication Traffic Consi derations

Al X provides a transparent distributed system nodel of the system
environment with excellent performance characteristics. As in al
centralized and distributed systens, bottlenecks can be created by

m stakes in configuration of the overall system This section presents
information to consider when the overall resource configuration is being
pr epar ed.

Cluster comunication to or froma cluster site (Site A) is the result of
one of the follow ng:

0 Accessing data stored on Site A

0 Processes on other cluster sites comunicating with processes on Sit
A

O Propagation of changes to or fromreplicated files stored on Site A

O File access synchroni zation of processes on Site A and other sites
This occurs under the follow ng conditions:

Two or nore processes on different sites try to read and wite the
same file.

Two or nore related processes access a file using the sane file
bl ock.

O Synchronization of open files stored on Site A (this is the |oa
generated fromSite A being a Current Synchronization Site (CSS) for
some of its file systens.).

0 Processes noving to or fromSite A
0 Processes on Site Ainteracting with other sites

The cluster communication traffic patterns can be classified in two
categories: dynamc and static. Dynamc traffic varies with system | oad
and general usage patterns of the user population. For exanple, the
selection of Site A as the execution site in the exanple above woul d
generate dynamic traffic when it executed the cc command on Site A
Static traffic is the direct result of the configuration choices nmade in
the setup of the cluster. For exanple, if Site A stores the prinmary copy
of areplicated file system then it nust support the static traffic |oad
of being the CSS for that file system The point of defining static and
dynamic traffic patterns is to separate the perfornance considerations
into two classes. Addressing issues about static traffic |oads wll
generally result in the reconfiguration of data (file systens) or users
within the cluster. Dynamic traffic patterns can be changed through

nmodi fication of the behavior of the user population. However, the dynamc
traffic patterns will also change as a result of reconfiguration of data
or users within the cluster. The |netstat utility can be used to exam ne
network load to a given site. For nore information on the | netstat
command, refer to the Al X Operating System Conmmands Ref erence.

Avoid the static and dynamic traffic patterns from overl oadi ng any single
cluster site. |If a cluster site becones a bottleneck with respect to
cluster conmunication, then overall system performance will be degraded.
By carefully locating file systens and users within the cluster, the

adm ni strator can prevent any one cluster site frombecom ng a bottl eneck
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under nost conditions.
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6. 6.4 Raw node Term nal Access

A typical performance issue within a UNI X operating systemis the support

of applications which operate terminal lines in raw node. Normally, when
characters are typed on a termnal line, a conplete line of input is
col l ected before any application reading the terminal line is awakened and

any echoing of characters is done by the system In raw node, the
application process is awakened on each character and it decides how a
character should be echoed. The performance inplications of applications
whi ch operate the input terminal line in raw node is real and significant.
Typi cal raw node applications are vi, uucp, connect and ftp.

In the Al X environnent, the problemis addressed via the configuration
flexibility of off-Iloading heavy raw node applications to Al X PS/ 2
machines. The result is that a relatively |lightweight resource is
consuned handl i ng the raw node applications and the heavy conputing can be
handl ed by the Al X cluster sites that are better able to acconmpbdate the
vol ume.

By providing most Al X term nal access through Al X PS/2 machi nes, the
raw-node load will naturally fall on the Al X PS/2 machi nes. For exanple,
a user who logs into a ALX PS/2 machine will get the Al X PS/ 2 version of
vi when the editor is executed. Furthernore, as the nunber of cluster
users increases or the editing load increases, the systemcan be easily
expanded to handl e the additional |oad by adding additional Al X PS/2
machi nes.
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6.6.5 File System Backups

One significant I/Ointensive task is file system backups. Unless care is
taken, these backups can significantly consunme the inpacted cluster sites
and/ or the LAN networKk.

The followi ng information offers several suggestions to consider when
preparing backup strategies.

O

VWhenever feasible, backups should be done with both the input an
out put device |local to the process doing the backup. This will not
generate cluster comunication traffic and will permt the backup
process to use character special devices which requires the | east
overhead for the system

VWhenever possi bl e, backups, especially full backups, should be done a
non-prime hours.

Ful | backups, though inportant, can be nore expensive (in terns o
nmedia and tinme) than increnental backups.

If a backup rnust involve nore than one cluster site, then care shou
be taken regardi ng the manner in which the backup utility is executed.
Backups should only be run in such a way as to create the snall est
amount of network traffic.

Al X does require that the process accessing an unbuffered characte
special file (for exanple, the character device of the disk and tape)
be on the cluster site with the real device. For instance, if it is
desired to copy a disk on one cluster site (site eyore) to a tape
drive on another cluster site (site pooh), then it is not possible for
a single process to access both character special files. A sinple
solution is given below (the conmand should be entered on site pooh):

onsite <site pooh> dd if=disk | dd of =t ape

In this exanple, a pipe is used to connect the reading and witing
process. In this way the character special files for both the tape
and the disk can be used. This is especially inmportant for the tape
as the character special file is the only way | arge records can be
witten on a tape. Sonme care has al so been used with respect to the

| ocation where the pipe was created. It is nore efficient for the
pipe to be created at the site of the witer rather than the site of
the reader, and by issuing the command Iine fromSite B, the pipe wll
be created on Site B.
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6.7 Data Organi zation

The overall performance of the systemis inpacted by the performance
provided by the file system Wen the file systemthroughput is unable to
respond to the needs of the users, then it beconmes a bottleneck. 1In this
section key issues that inpact file system performance are consi dered.

Subt opi cs

6.7.1 Replicated and Non-replicated File Systens
6.7.2 Large and Small File Systens

6.7.3 Large Directories

6.7.4 Long Pat hnames and Synbolic Links
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6.7.1 Replicated and Non-replicated File Systens

There are two types of file systens in AlX: replicated and non-replicated
file systems. A replicated file system has at | east one copy and may have
nmore than one. Only one copy, the primary copy, will support user |evel
nodi fication of the data. The other copies are read-only and can only
support user read requests. A copy of areplicated file systemcan be a
primary, backbone or secondary copy and each copy is naintained by a
different cluster site. A non-replicated file system has exactly one copy
whi ch exists on one cluster site.

Replicated and non-replicated file systens are equally expensive to access
for read. However, opening a file for read in a replicated file system
may be slightly nore expensive than opening a file for read in a
non-replicated file system The reason for this is because all open
operations nmust informthe current synchronized site that a specific file
is being opened. 1In the case of a file in a non-replicated file system
the CSS is guaranteed to be the cluster site with the file system This
may not be true for a replicated file system as the CSS is usually the
cluster site with the primary copy of the replicated file system Though
the open operation mght be slightly nore expensive, reads are probably
cheaper for replicated file systens, as the presence of multiple copies of
the data increases the probability that a copy of the data will be locally
avail able to the readi ng process.

A cl ose operation (after the file was only read) is nore expensive for a
replicated file systemthan a non-replicated file system \Wen a file is
cl osed, the system must update the access tine of the file. This

i nvol ves accessing the inode for the file and updating the access tine and
then witing the inode back to disk. For a non-replicated file system

t hese updates are batched and not done at the tinme the file is closed.

For replicated file systens, no batching is done; the update of the access
time is done as part of the close operation (however, the wite I/O
operati on which updates the disk inode is a batched wite) and in
addition, the CSSis infornmed that the file is being closed.

Like a read operation, a wite operation is equally expensive for both
non-replicated and replicated file systens. There is one exception which
is the result of synchronization overhead. Wen multiple processes on

di fferent machines are reading and witing the sanme file, additiona
overhead may be incurred to provide the single nmachine UN X system
synchroni zati on nodel. A sanple situation is:

0 Both Site A and Site B have copies of a replicated file and Site
mai ntai ns the primary copy.

O A process on Site Bis reading the replicated file
O A process on Site Ais witing the replicated file

UNI X operating system semantics require that the reader see the | atest
changes the witer has made. However, the systemattenpts to use |oca
copi es of data whenever possible so the process on Site Bwll be reading
the local copy of the file. Wen the process on Site A opens the file for
witing, the reader on Site Bis tenmporarily blocked. This additiona
synchroni zati on overhead nmay be incurred on replicated file systens.

A close or conmit operation (after the data was updated) on a replicated
file systemis nore expensive than a close or conmt operation on a
non-replicated file system A close operation inplies a conmmt operation
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if the file has been updated. In the case of a non-replicated file
system internal to the system the commit/close operation is usually

bat ched and del ayed so that a process nmay access the sane file w thout

i ncurring additional overhead. No batching or delays are done for a file
systemthat is very lowin free space or is a replicated file system In
addition, the systemnust notify all currently avail able copies of the
updated file that a new version of the file is available. The kernel at
those cluster sites will propagate the changed version to their |oca

copy.

Replicated file systens can offer a performance advantage when the files
inthe file systemare accessed for read nore than for wite operations.
This advantage is the direct result of the increased probability that a

| ocal copy of the data will be available. 1In addition, the data is

avail able fromnore than one cluster site, thereby decreasing the traffic
to any one site because the traffic is split between nore than one cluster
site. Al aspects nust be considered before a decision is made but, in
the very | east, performance is inproved with the use of replication

| Copyright IBM Corp. 1989, 1991
6.7.1-2



Administration Guide
Large and Small File Systems

6.7.2 Large and Small File Systens

Al X does not put significant limts on the size of any particular file
system As in nost UN X operating systens, the file system performance is
i npacted by the size of the file systens. Wen large file systens are

al l ocated, the disk armnust nove a relatively |large distance fromthe

di sk inode of a file to the data blocks of a file. This increases the
time required to open and read a file. Smaller file systenms do not have
this problem however, they do have the problemthat they may fill up
unevenly since free blocks fromone file system cannot be used by another
file system It is reconmended that the adm nistrator attenpt to keep
file systens relatively small and have several rather than a single |arge
file system Smaller file systens also nmake it easier to do physica
reorgani zati on.

VWhen file systens becone very full or are very active (updated
extensively), the list of free file system bl ocks can becone very
fragnented. A fragnented free |ist neans that successive bl ocks of the
free list (which will becone successive blocks of a file) are not
physically close to each other on the disk. Again, this results in a
relatively long time to access the data. The admi nistrator should attenpt
to keep at |least 15%free space in all file systenms. In addition, after a
significant amount of nodifications, all file systenms should be physically
reorgani zed. This can be acconplished by using the backup/restore, tar,
or cpio commands. For nore information on these conmmands, refer to the
Al X Operating System Commands Ref erence.

| Copyright IBM Corp. 1989, 1991
6.7.2-1



Administration Guide
Large Directories

6.7.3 Large Directories

A problemsimlar to the "full file" systemissue involves |arge
directories. Large directories are expensive to search and expensive to

update. In addition, directories are never shrunk, except when they are
del eted. Care should be used to nake sure that frequently searched
directories are kept relatively small. One exanple would be /tnp. The

sinmplest way to nake a big directory with a significant nunber of deleted
entries smaller is to create a new directory. The next step would be to
move all the existing files fromthe big directory to the new directory.
VWhen noving files, renmenber those files whose nanes begin with . (dot).
Then renane the two directories. |If the large directory is the root
directory of a file system the only option is to back up the file system
and use the nkfs command to create a new file system
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6.7.4 Long Pat hnames and Symnbolic Links

Al X, like other UNI X systens, provides a hierarchical file name structure.
More specifically, a directory can contain files or other directories.
Typically directories are used to structure data in sone | ogical

organi zation. In AlX as in other UN X systens, |ong pathnanes can
increase the overhead in translating the character string name into a
physical object. This problemcan be further aggravated by symnbolic
links. Synbolic links permt a user or programrer to put a pointer into
the file systemthat references another directory or file sonewhere el se
in the hierarchical file nane tree. The pointer is actually a file nane
itself. For nmore information on synbolic links, refer to the introductory
material in the Al X Operating System Technical Reference.

If a pathname has a synbolic link as one of its conponents, then, in terns
of performance, the pathnanme has inplicitly been | engthened by the | ength
of the filenane in the synbolic link. |In fact, there nmay be severa
synmbolic |links referenced by a given pathnane. Wen the total nunber of
directories and synbolic links to be exanmined to translate a character
string pathnane becones very |large, the system performance can be
degraded. Synbolic links or |ong pathnanes shoul d be avoi ded.

Long pat hnanes can be avoided by using the current directory nmechani sm
the cd command. For information on the cd command, refer to the Al X
Conmands Ref erence.
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6.8 System Configuration

The Al X/ 370 and Al X PS/ 2 kernels require sone paraneter tuning |ike nost
UNI X operating system kernels. Typical constants to consider for tuning
are:

Al X kernel: Generally the goal is to have the kernel be as small as
possible but still be able to handle the offered | oad even during heavy

| oad periods. At nost, the kernel should not consune nore that 70% of the
avail able real nmenmory (in the case of Al X/ 370, 70% of the virtual machine
si ze).

Buf fer cache: Maintaining a reasonable size buffer cache is also
i nportant and nust be bal anced with the size of the kernel.

Incore inode table size: This affects the delayed conmit results in
recently used incore inodes being cached until the next sync system call
As tables increase in size, the size of any correspondi ng hash structures
shoul d i ncrease.

Nunber of network nessage buffers: These are relatively small headers
that are used by the TCF protocol.

Al'l of these constants have reasonabl e default values configured in the

di stributed system An exception could be the buffer cache size, whose
value is directly related to anbunt of physical nenory available to the
(virtual) machine. The default values are driven by the nunber of
expected users for the system so by setting this single constant, nost of
t he ot her constants shoul d have appropriate val ues.

Wth Al X/ 370, there are sone additional considerations. 1In the VM
environnment, it is possible for the virtual machine to be paged out or
witten to disk at various tines. This should be avoided since the
performance inplications are significantly detrinmental in that the entire
virtual machine is suspended while waiting for that page to becone
avai |l able. The physical machi ne shoul d be configured to have enough rea
menory to support the Al X/ 370 virtual machi nes executing on the physica
machi ne. Assigning the Al X/ 370 virtual nmachine to the V=R or V=F option
i nproves performance. Wth this option set, NOTRANS should be enabled to
all ow the Al X/ 370 systemto do its own address translation. STBYPASS
(WM SP only) should be set to VR so that standard page and segnment tables
are bypassed and VMis prevented frompaging the virtual nenory of the

Al X/ 370 virtual machi ne.
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6.9 Mnitoring System Perfornmance

There are several utilities that are available to a system adm ni strator
to nmonitor the operation of the system The |netstat utility was already
mentioned on page 6.6.3. Qhers involve system accounting and system
activity reporting. For nore information on the utilities, refer to
Managi ng the Al X Operating System

For nore information on nmonitoring the operation of the system refer to
the ps, crash, df, rdf, and | oads commands in the Al X Operating System
Conmands Ref erence.

For those frequently executed user applications available in source form
the system adm nistrator is encouraged to use user level profiling to
determne if there are significant performance bottlenecks in those
applications. Inproving performance of frequently executed user
applications can result in significant performance inprovenents.

The operations staff should also regularly exam ne system consol e out put
for any probl em nmessages. An exanple woul d be nessages indicating the
systemis continuously respawning the getty conmand due to inproperly
term nated or connected termnal lines. Another exanple woul d be nessages
i ndicating problens in the physical LAN nedia. Correct operation can
often continue with both conditions but performance will be degraded.
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6. 10 Additional Considerations

O her performance issues involving availability, job control, and daenobns
are described in the follow ng sections.

Subt opi cs

6.10.1 Availability Issues
6.10.2 Job Control

6.10. 3 Daenobns
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6.10.1 Availability Issues

Al X will execute transparently any prograns even if the programis not
avail able on the disk of the execution site. This is just one inportant
exanmpl e of the transparency provided by Al X. However, it can lead to sone
uni nt ended performance degradation. A program executed in this fashion
may not be invoked as rapidly as it might if it were stored on the |oca
disk. If the programis lightly used, then this is not an inportant
concern and can be ignored. For heavily used systemutilities and user
appl i cations, care should be used to guarantee that the application is
locally available to the execution sites.

Several possible reasons that a program binary m ght not be avail abl e
| ocally are:

O A user application which is in a file systemthat is not replicated
incorrectly replicated, or replicated on a subset of the appropriate
sites. The programcan either be properly replicated or correctly
installed in the root file systemwith the correct fstore val ue.

0 The programis part of the root file systembut has a O or incorrec
fstore value. This can be corrected with chfstore. |In addition, the
systemutility chkfstore can be used on the primary copy of the root
file systemto determ ne what files have an inappropriate fstore
val ue.

0 The replicated file systemw th the program binary may not b
conpl etely propagated and current with respect to the primary copy of
the file system The rdf command can be used to verify that a
non-primary copy of a replicated file systemis up-to-date.

For nore information on the rdf, chfstore, and chkfstore conmmands, refer
to the Al X Operating System Commands Ref erence.
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6.10.2 Job Control

The Al X C-shell provides job control support. |If users learn to use it
correctly, they can reduce system overhead in noving between a C shell
session and an editor session. Job control permts a user to request that

a task be suspended and its parent be given control of the termnal. This
mechanismis a significantly | ess expensive nethod to return to a shell
than using the typical shell escape nmechanism (":!" in vi). For nore

information on job control, refer to Using the Al X Qperating System
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6. 10. 3 Daenbns

One of the advantages of transparency is that programrers need not think
about machi ne boundaries in witing prograns. However, sone al gorithns
have performance effects and shoul d be recogni zed for them This is
especially inportant in daenons and heavily used applications. Daenons
can easily start to consune nore of the available cycles than desired if
care is not used to nonitor the cycles expended by the various system
daenons. Oten, any problemw || beconme visible with careful inspection
Further exam nation can be performed with user level profiling.
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7.0 Chapter 7. VMFile Transfer
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7.2 About This Chapter
VM File Transfer is a facility for sending and receiving files. This

chapter describes the facility that permts an Al X/ 370 user to conmuni cate
with other Al X users as well with CM5 and WS/ TSO users.
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7.3 Introduction

VM File Transfer allows an Al X/ 370 user to send files to and receive files
fromother users with the uvcp and vucp commands. VM File Transfer uses

t he NETDATA protocol, which is supported by both CV5 and MVS/ TSO syst ens;
therefore, users may be |ocal or renote Al X/ 370 users, CM5 users, or

MVS/ TSO users and can conmuni cate through the RSCS program as shown in
Figure 7-1. The files being received are normally converted into ASCI| as
they are read fromyour Al X/ 370 netfile directory and the files being sent
are normally converted into EBCDIC. \Wether a file is converted or not
can be controlled with the same conmands.

CMS User AlX/370 User MVYS User
at at at
Remcta VM1 Remote VM2 Remcie YM3
{Germany) {Canadea) {Australia}

RSCS

Local (Host)
VM System
(Kansas, USA)

AlX/370
Guest
Sysiem

CMS User MVS User

Figure 7-1. VM File Transfer

Figure 7-2 shows in detail the different ways of communication using uvcp
and vucp. VMFile Transfer allows file transfer between all subsystens on
an Al X/ 370 guest, between any Al X/ 370 subsystem and any ot her Al X/ 370
guest on the same VM Control Program or to renote systens.

VM File Transfer also allows comunicati on between two users on a given
subsystem This transfer is simlar to |local mail transfer.

| Copyright IBM Corp. 1989, 1991
73-1



Administration Guide
Introduction

Site #1
AIX/370 CMS
Al A
|
! l
! .
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RSCS
VM
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AIX/370 Guest 1| AIX/370 Guest 2 CMS
Site #2

Figure 7-2. Conmunication Using VM File Transfer

The VM File Transfer software uses the VM CP spool file nechanismto
transfer files, either between Al X/ 370 and CV5 or MS/ TSO or between one
Al X/ 370 user and anot her.

The files can be binary, ASCII, EBCDIC, or in a formthat you have
created. There is no restriction on the size of the file that nay be sent
or received by an Al X/ 370 user other than the size of the file system
however, the receiving Al X/ 370 file system must have sufficient space to
read in the file.

The VM File Transfer facility handles the translation of Al X/370 files
fromASCI| to EBCDIC code and from EBCDIC to ASCI| code. The operating
systemincludes translate tables and also allows you to create tables
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tailored to the requirements of the installation.
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7.4 Program Requirenents

If VMFile Transfer is to be inplenented at your installation, RSCS
(Program Nunber 5748-XP1, Version 1 Release 3 or Program Number 5664-188,
Version 2) is required. Also, to support the exchange of files between an
| BM Al X/ 370 system and an | BM WS/ TSO system the | BM MVS feature Bul k
Data Transfer (BDT), feature number 5665-302, is required.
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7.5 VM SP Adm ni strator Tasks

The system adm nistrator is responsible for defining punch devices and
reader devices in Al X/ 370.

Subt opi cs
7.5.1 Define VM Punches for Al X/ 370 CGuest
7.5.2 Define VM Readers for Al X/ 370 CGuest
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7.5.1 Define VM Punches for Al X/ 370 Guest

One or nore punch devices (PUNCH) rnmust be defined for the Al X/ 370 guest
machi ne. Define the punches in the VM SP directory of the Al X/ 370 guest
machine with the statenent:

SPOOL cuu 2540 PUNCH
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7.5.2 Define VM Readers for Al X/ 370 Guest

One or nore reader devices nust be defined for the Al X/ 370 guest machi ne.
Define the readers in the VM SP directory of the Al X/ 370 guest nachi ne

with the statenent:

SPOOL cuu 2540 READER

| Copyright IBM Corp. 1989, 1991
752-1



Administration Guide
AIX/370 Administrator Tasks

7.6 Al X/ 370 Adm ni strator Tasks

The Al X system administrator should verify that certain admnistrative
tasks have been perfornmed. For exanple, the Renopte Spooling

Comuni cations Software (RSCS) |ine driver nust be installed. The driver
has to be installed after Al X/ 370 has been generated and configured for VM
File Transfer. 1In addition, the Al X/ 370 nane needs to be defined as a
node identifier in the RSCS routing tables. Personnel responsible for
RSCS have to nake updates separately. Therefore if VMFile Transfer is to
be used, informthe RSCS adm nistrator. Node identifiers in any RSCS
networ k nust be unique. Node identifiers need not be the name of the

Al X/ 370 virtual machi ne system but generally wll be.

The Al X/ 370 Admi nistrator is responsible for
O Configuring Virtual Punches and Reader
Insure that the following entry exists as a stanza in the /etc/qconfig

file. In nbst cases, the adm nistrator can uncomrent this stanza
since it may already exist.

pun:
argname = -pun
node = vm_nodel, vm node2 ..
devi ce = pundev
acctfile = /usr/adn qacct

The nanmes vm nodel and vm node2 represent those Al X systens running
under VM

Verify that virtual readers are configured into your Al X/ 370 kernel
and that a special file for rdr exists.

0 Defining Software Device for CP Conmand
Verify that /dev/CPcnd i s generated.

0 Customzing the /etc/System Netid file
The VM File Transfer routines need specific informtion about Al X 370,
VM SP, and RSCS. The information nust be defined in
/etc/System Netid. Al X/ 370 (as shipped) includes a sanple file that
you use for entering your definitions.
The Al X/ 370 operating system nust have a /etc/System Netid file. The
system admi ni strator has to define the file during the system
generation process. 1In the shipped sample file, you define the:

- node ID of the | ocal VM SP system
(to identify local CMS users).

- user I D of the Al X/ 370 guest machi ne

- node I D of the Al X/ 370 guest machine. Generally the user ID and
node I D of the Al X/ 370 guest machine are the sane.

- user I D of the RSCS virtual mnachine
(for file transfer to/fromrenote users using the VM File Transfer
function).
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- reader spool class
(for receiving files for the master/subsysten.

- reader HOLD cl ass
for files to be put on tenporary HOLD because of conditions |ike
the netfile directory not being avail abl e.

For nmore information on the /etc/System Netid file, refer to the AIX
Operating System Techni cal Reference.

Defining Transl ate Table

Define the NLS ASCII/EBCDIC translation tables in the environment
variables NLIN (for EBCDIC to ASCI1) or NLOQUT (for ASCII to EBCDIC)
pointing to the table in the file /usr/lib/nls/nlin or
fusr/lib/nls/nlout. For nore information, see "File Translation" in
topic 7.10.

Not e: Check periodically for CP spool files put in HOLD because they
could not be delivered to an Al X/ 370 user. If the AlX user ID
doesn't have Class D privil eges, issue the comuand:

cp q rdr all hold

If the Al X user ID does have Cass D privileges, issue the
comand:

CP Q/* RDR ALL HOLD

Then change the TAG and DI STCCDE i nformati on or PURGE t he spoo
file.
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7.7 VM SP RSCS Adm ni strator Tasks

The system adm ni strator responsible for VM SP RSCS shoul d i npl enent the
fol | ow ng:

1.

Specify RSCS routing tables.

Defining the identifiers and building the appropriate routing tables
is the responsibility of the RSCS adnministrator. For information,
refer to "Building Routing Tables" in topic 7.7.2.

Install the special RSCS |line driver needed for VM File Transfer. The
driver provides the interface to the RSCS network and is shi pped as
part of Al X/370. The code is stored in the Al X/370 root-file system
under the directory /usr/lib/RSCS. After installing the Iine driver,
the RSCS admi nistrator has to update RSCS configuration files. The
driver has to be installed after Al X/ 370 has been generated and
configured for the VM File Transfer function. For information on
installing the RSCS driver, refer to Installing and Customi zing the

Al X/ 370 Operating System Sone of the procedure steps nust be done by
the Al X/ 370 adm nistrator, while others nust be done by the VM SP RSCS
adm ni strator.

pi cs
Identifiers
Bui | di ng Routing Tabl es
RSCS Routing Tabl e Exanpl e
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7.7.1 ldentifiers

A unique identifier of a particular Al X/ 370 systemis the individual
systemis node ID;, the node IDis defined in the /etc/System Netid file.
Because RSCS controls the routing of files, RSCS node identifiers

corresponding to the Al X/ 370 system nmust be defined in the RSCS virtual
machi ne.
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7.7.2 Building Routing Tabl es

The follow ng should be consi dered when building the routing tables
required by RSCS to handle AIX/ 370 file transfers (using the VMFile
Transfer function):

Node identifier

LI NK st at emrent

CP SPOOL file classe
RQUTE st at enent
START st at enents

I Iy |

Node ldentifiers:
Uni que node IDs to represent the Al X/ 370 system nust be defined in the
RSCS routing tables contained in the RSCS DI RECT file.

LI NK St at enent s:

A separate LINK statenent is used to define the path to the Al X/ 370 guest
machi ne running on the local VM system |If nore than one Al X/ 370 guest
machine is running on the VM system a separate LINK statement is required
for each of these Al X/ 370 guest machines. The RSCS |ine driver DMIVIX is
used to transfer files destined for the Al X/ 370 users and must be
specified on this LINK statenent.

CP SPOOL File d asses:
Different CP SPOCOL file classes are used to separate the files targeted
for the Al X/ 370 guest nachi ne.

ROUTE St at enent s:
The paths to a renote Al X/ 370 guest nmachine are defined by using ROUTE
st at enent s.

START Statenents:

A START statement may be included in the PROFILE RSCS file correspondi ng
to every LINK statenent in the RSCS DI RECT file to automatically activate
conmuni cation on the LINK at RSCS startup. The RSCS START conmand
paraneters are used to specify:

0 CP SPOOL CLASS to be used for sending files to the Al X/ 370 syste
represented by the node ID.

O user ID of the Al X/ 370 guest machine

Thi s provides the binding between the node ID and the Al X/ 370 system t hat
it represents.

The details of constructing the PROFILE RSCS and RSCS DI RECT fil es depend
on the RSCS version and are described in the follow ng publications:

0 For RSCS Version 1 Release 3
| BM Vi rtual Machi ne/ System Product: Renote Spool i ng Conmuni cati ons
Subsyst em Net wor ki ng Program Ref erence and Operations

0 For RSCS Version 2 Release 1
| BM Vi rtual Machi ne/ System Product: Renote Spool i ng Conmuni cati ons
Subsyst em Net wor ki ng Program Ref erence and Operations.

These manual s al so descri be online commands to mani pul ate the RSCS routing
t abl es.
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Building Routing Tables
The line driver DTWI X uses CP TRANSFER commands to transmt files to
Al X/ 370. The RSCS force and drain commands are supported for this line
driver.
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7.7.3 RSCS Routing Tabl e Exanple
Note: This exanple applies to RSCS Version 1, Rel ease 3.

Assunme a VM system naned SFCVML whi ch runs an Al X/ 370 guest machi ne naned

Al X1. In RSCS, let the node Al X1 represent the Al X/ 370 system on SFCVML.

The RSCS DI RECT file for the RSCS virtual machine nmust have a LINK card to
define a line driver and a path to AIX1. This card has the form

LI NK Al X1 DMIVI X nnn

where nnn specifies a dummy |line address to Al X1. A dunmy devi ce shoul d
be defined at address nnn. This can be done with the follow ng definition
in the RSCS profile:

CP DEF CTCA nnn

This paraneter is required and all |ine addresses within a RSCS system
must be unique. A dunmy device can also be defined in the RSCS entry in
the CP directory. For nore details, refer to the RSCS manual s not ed
earlier in this chapter.

A START statenent must be included in the PROFILE RSCS file. This
statenent tells the RSCS supervisor to start comruni cations for the node
Al X1 with the Al X/ 370 guest machi ne Al X1, using the DMIVI X |ine driver at
RSCS startup. The START statenent has the form

START Al X1 PARM A Al X1

The first parameter followi ng PARM on the START command specifies the CP
SPOOL CLASS to be used in sending the files for this node. 1In this
exanple, Ais the CP SPOOL CLASS. The second paraneter foll owi ng PARM
specifies the user ID of this Al X/ 370 guest machine. In this exanple,
Al X1 is the user ID of the Al X/ 370 guest nachi ne.
Now consi der a renpte VM systemcalled SFCVM2. |If SFCVMR is directly
connected to SFCYML by a binary synchronous conmunication line, then the
RSCS DIRECT file for the RSCS virtual nachine at SFCVM2 wi Il have a LINK
card defining the path to SFCVYML. This could be:
LI NK SFCVYML DMTVMB 057
A ROUTE card is required to define the path to Al X1 through SFCVML:
ROUTE Al X1 SFCVML
On the other hand, if the SFCVM2 is connected to SFCYML by neans of an
i nternmedi ate node called NYCVYML, then the path from SFCYM2 to SFCVML i s
defined by a ROUTE card:
ROUTE SFCVML NYCVML
A ROUTE card is still required to define the path to Al X1:
ROUTE Al X1 NYCvVML

Furthernore, the RSCS system at NYCVML nmust have a LINK card to define the
path to SFCYML. This mght have the form

LI NK SFCVML DMIVMB 043
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It must al so have the ROUTE card to define the path to Al X1 as foll ows:

ROUTE Al X1 SFCVML
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7.8 VM File Transfer Operation

VM File Transfer uses the VM CP spool file nechanismto transfer the files
between users. Figure 7-3 illustrates the various routes described in the
foll owi ng secti on.
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Figure 7-3. VMFile Transfer Operation

To transfer a file:
0 to another user on the same Al X/ 370 system

Using the uvcp command, you can request a file to be sent to another
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user. The file is translated (if necessary), changed into NETDATA
format, sent to the pun queue, and then to the CP spool system From
there it is routed to the reader of that sanme Al X/ 370 system The
rdr daenon process, when activated, reads the file into the correct
user's $HOVE/ netfile directory using the spoolid as the file nane.

0 to another Al X/ 370 user on another Al X 370 guest systemon the same V
system

Using the uvcp command, you can request a file to be sent to another
user. The file is translated (if necessary), changed into NETDATA
format, sent to the pun queue, and then to the CP spool system From
there it is routed to the reader of the RSCS virtual machi ne, where
the node ID is checked, and RSCS transfers it to the correct node.

The rdrdaenon process, when activated, reads the file into the correct
user's $HOVE/ netfile directory using the spoolid as the file nane.

O froma CMS user to an Al X/ 370 user

Usi ng the SENDFI LE conmand, you can request a file to be sent to an
Al X/ 370 user. The file is sent to the CP spool file, then to RSCS
where the node ID is checked to determ ned whether the node is on the
same or on a different VM system |If the AIX/ 370 user is on a
different VM system the file is first sent to the standard RSCS |i ne
drivers. |If the user is on the same VM system the file is routed to
the CP spool file, then to the correct node reader. The rdrdaenon
process, when activated, reads the file into the correct user's
$HOVE/ netfile directory using the spoolid as the file nane.

To receive a file:

1. The rdrdaenon process notifies the user through the mail facility when
afile is received out of the CP SPOOL file into the user's netfile
directory.

2. Usethe |ls -t netfile command to determ ne the spoolid for the files
in your netfile directory. Then use the vucp command to place the
file fromthat directory to the directory where you want it stored
The file is changed fromthe NETDATA format and translated (if
necessary) while being transferred fromthe netfile to the other
directory.

3. If the file was sent as a note with the CVM5 note conmand, the
rdrdaenon process transfers the file into the user's incom ng nail box.
The note can then be read with the mail facility.
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7.9 File Nanes for NETDATA

You shoul d consider how file names are interpreted by CM5 or TSO Al X/ 370
al l ows both upper and | owercase characters in file names, while CV5 and
WS/ TSO only al | ow uppercase al phaneric characters. Hierarchical file
nanes are supported by MWS/ TSO but not by (VM SP) CMS

Fil e names may be changed when received by CVM5 or TSO. The uvcp conmand
bui | ds the NETDATA control records with the file nane described as a two
| evel hierarchy. The right nost . (dot) is used as the hierarchy
delimter and the sender's login name is used as the highest hierarchica
| evel. Because CM5 and MVS/ TSO require uppercase characters, the file
nane i s converted into uppercase. When you use the -n (note) option of

uvcp, the file is received by another Al X/ 370 user, a CMS user, or a
MVS/ TSO user as

user nane. not e
where usernane is the |l ogin nane of the sender

CVs allows only the file nane and file type as nanme descriptors for a
file. Therefore, the CM5 RECElI VE command constructs

O the filetype fromthe | owest (right nost) hierarchical conponent o
the nanme in the NETDATA control file and

O the file nane fromthe next hierarchical conponent of the origina
file nane.

For example, if the file
lusr/libl/test
was transferred froman Al X/ 370 to
O a VMsystem the file is RECEIVEd wt

file name  the sender's |ogin nane
file type  TEST

O a WS/ TSO system the file is received with the data set nanme o
TEST .

The CM5 RECEI VE command al so allows the CMS user to receive the file with
a different file name and file type than those specified in the NETDATA
control record.

The following table shows the file name conversions between Al X/ 370 and

o m o o o o o m e e e e e e o e o e e o e e e e e e e e e e e e e e e e e e e e e eema—aoo-- +
| Table 7-1. File Nane Conversions between Al X/ 370 and CMS |
o m m e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m o |
I VM File Transfer | CVB | Al X/ 370

| | fn ft fm | file nanme |
! From -> To i (8) (8) (2) char j
T o e e e e e e o o e e e e e e e o |
I CMB -> AIX 370 : A B C A B :
T o e e e e e e o o e e e e e e e o |
I CMB -> AIX 370 : TEST SCRI PT A : TEST. SCRI PT
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‘as > AX370 | TESTFILELISTNGA
Wxao > o 1A s T
P L e R
P L e R
Wxso > as 1 TeswlEH
W30 > a1 loginnare TESTFILE
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7.10 File Transl ati on

The uvcp and vucp commands translate files into ASCII or EBCDI C character
data by using the axeb or ebxa command. The tables for EBCDIC to ASC |
translation are stored in the /usr/lib/nls/nlin directory while the tables
for ASCI1 to EBCDIC translation are stored in the /usr/lib/nls/nlout
directory. Each directory contains tables for particular countries. To
sel ect one for your system define the environnment variables NLIN (for
EBCDI C to ASCII) or NLOUT (for ASCII to EBCDIC) to point to the table for
your national |anguage. |If NLIN or NLOUT is not specified, a default
universal table is used. For information on creating translation tables,
refer to the genxlt command in the Al X Qperating System Conmands

Ref er ence.

| Copyright IBM Corp. 1989, 1991
7.10-1



Administration Guide
Overview of AIX/370 and CMS Commands

7.11 Overview of Al X/ 370 and CV5 Conmands

The follow ng tables show the commands used for checki ng whet her you have
any files to read, sending a file, and receiving (placing it into your
directory) with VM File Transfer. 1In the tables, the follow ng

abbrevi ati ons are used:

fn file nane
ft file type
fm file node
dest destination (user at node)

An enpty box indicates that this function is not avail abl e.

Subt opi cs

7.11.1 Check Files to Be Read
7.11.2 Send Functions

7.11. 3 Recei ve Functions
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7.11.1 Check Files to Be Read

| Table 7-2. Commands for Reading Files 7
CRumetion 1 ove commands 1 AX370 Commands
U List reader files | P QRORAL Cls St sHavEnettile
Cqery fites Ve qries A
A L S e S
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.11.2 Send Functi ons

Table 7-3. Commands for Sending Files

Functi on | CVB Conmands i Al X/ 370 Commands
_______________________ o
Send a file i SF fn ft fmto dest i uvcp file -duser at

| i node

_______________________ o
Send a file with i SFfn ft fmto dest | uvcp -a file -duser
acknow edgenent 1 (Ack | at node
_______________________ o
Send a file with no i SF fn ft fmto dest |

log entry i (NOLog |
_______________________ o
Send files specified | SF fn ft fmto dest |

inafile i (File |
_______________________ o
Send files and do not | SF fn ft fmto dest |

di spl ay nodes i (NOrType |
_______________________ o
Send a file with i SF fn ft fmto |

ni cknanme support | ni cknane :
_______________________ o
Send a note i SFfn ft fmto dest i uvcp -n file -duser

i (NOTE | at node

_______________________ o
Send a note to user | i mail user at

at destination | i node. RSCS

t hrough the RSCS | |

net wor k | |
_______________________ o

Transl ate and send uvep -txlt file
file -duser at node
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.11. 3 Recei ve Functions

Table 7-4. Commands for Receiving or Viewng Files

Receive a file into
your directory

Receive a file into |
your directory and |
I
I

repl ace
_______________________ o
Receive a file into | RECEI VE spoolid fn ft | wvucp spid

your directory with a | fm I newfilename

new narme ! |
_______________________ o
Receive a note into a | RECEI VE spoolid (not iomail (1)

not ebook ifn |
_______________________ o
Peek (Read) a file | PEEK spoolid | vucp spid

(1) Afile of type note is delivered by the rdrdaenon process to
the Al X user's incomng nmail and can be processed by the Al X
mai | comand
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7.12 Sendi ng Non- NETDATA Files from Al X/ 370

You can send non- NETDATA fil es through the VM spooling system You m ght,
for exanple, want to subnmit a job streamto a job entry subsystem such as
JES3. It is necessary to supply the tag text associated with each file
using the paranmeters of the punbkend conmand. For nore information on the
punbkend command, refer to the Al X Operating System Commands Reference.

To send non- NETDATA files, conplete the follow ng steps: They can be
concatenated wi th pipes.

1. Translate the file to EBCDI C using the axeb conmand whi ch preserves
new- | i ne characters.

2. Renmpove the newline characters and convert every line into a record of
80 characters padded with bl anks by use of a filter which you mnust
i mpl enent yoursel f.

3. Issue the commuand:
print -pun -u user -n node file

to route the job streamto its destination.
You will not be able to receive nessages or print output; therefore, it is
necessary that you ensure through appropriate JCL options that the print
output is routed to a printer or saved in a data set at the executing
site. You should avoid using default routing back to the Al X/ 370 user.
You will be able to receive punch output. This output is not in NETDATA

format, so you have to apply the necessary conversion to the file stored
in your $HOVE/ netfile directory.
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7.13 Sending Files (uvcp)

The foll ow ng exanpl es show how you m ght want to use the uvcp command.
Each exanple is for a given condition; if you send the same file to a
different system (Al X/ 370 or CM5), the acknow edgenent nessage (if
requested) would [ ook slightly different.

O Send a binary file froman Al X user to a VM user
uvcp -b a.out -d I mxu
In this exanple, translation option -b has been specified for a binary
file; the file a.out will not be translated. Therefore, user Imixu is
assunmed to be a local VMuser on the sanme Al X/ 370 system No
acknowl edgenent is requested (default).

You receive a nmessage that the file is being sent; the format is

Sending file a.out as a.out to I mxu at nycixl
on Fri Apr 18 12:08:22 1989

Not e: Wien you are sending files to another VM user, the -b option
elimnates the default translations.

O Send a file to a CM5 user at another node and request acknow edgenent
uvcp -a test.tstfile -d smth at nycvnl

In this exanple, no translation option has been specified. Therefore,
the file test.tstfile will be translated to EBCDI C using the transl ate
tabl e as specified in the NLOUT environnent variable. The translated
file will be sent to user smth at node nycvml. Acknow edgenent has
been requested as specified by the -a option
You will receive a nessage that the file is being sent; the format is

Sending file test.tstfile as test.tstfile to smth
at nycvml on Fri Apr 18 12:08:22 1989

User smith will receive this file with a

file nane TEST

file type TSTFILE

file node Al

When smith receives the file on his A disk, you will receive a nessage
inthe formof a file (which is placed into your netfile directory).
The format of the nessage is

Ackn: file test.tstfile recv
by SMTH at NYCVML on Fri Apr 18 12:27:07 1989.

0 Send a file to nore than one CMS user using your own translate table

uvcp -n test -d smth at nycvnmil
-d brown at |onvnl

Note: The two lines shown in the previous exanples would be on a
single line in the actual program

| Copyright IBM Corp. 1989, 1991
7.13-1



Administration Guide

Sending Files (uvcp)
The file test is taken fromthe current directory. This fileis
translated to EBCDIC and is then sent to both users (snith at node
nycvnl, and brown at node |onvnil). No acknow edgenent is requested,
so none is received. The file is treated as a NOTE file (as specified
by the -n option) at the target systens.

The two users smith and brown will receive this file with a file nane
of USER where USER is the appropriate login name, a file type of NOTE,
and a file node of Al.

If the users each have a NOTEBOCK, the file is entered there.

You will receive nessages that the file is being sent to each user;
the format is

Sending file test as user.note to smth at nycvml on
Fri Apr 18 12:08:22 1989
Sending file test as user.note to brown at |onvml on
Fri Apr 18 12:08:25 1989

Send a file to a VM or MS/ TSO system user requesting a fixed recor
| ength of 80.

uvcp -a -f80 test.asm-d smth at nycnvs
Acknowl edgenent has been requested as specified by the -a option.

When snmith places the file into his directory, you will receive a
message in the formof a file (which is placed into your netfile
directory). The format of the nessage is

Ackn: file test.asmrecv
by SMTH at NYCVML on Fri Apr 18 12:27:07 1989.

If the receiving systemis a VM or M/S/TSO system it formats the file
as a fixed format file with a record | ength of 80.

The user SMTH receives this file with a file name of TEST, a file
type of ASM a file node of A1, format of fixed (f), and record | ength
(recl) of 80.

Send a note to a CMS user on your |ocal VM system
uvcp -n -d jones at |ocalvm

In this exanple, an input file has not been specified, so standard
input will be used. The ID of your VM systemis |ocalvm Wen you
have finished the note, press <Cirl-d> to signal the end of the file.
The file will be translated to EBCDIC and sent to user jones oOn

| ocalvmas a Note file. Wen you press <Cirl-d>, Yyou receive a
nmessage stating that the file is being sent; the nessage formis

Sending file /usr/tnp/aaaa02116 as user.note to jones
at localvmon Fri Apr 18 14:00:11 1989

The user jones Will receive this file with a file nane of USER where
USER is your login nane, a file type of NOTE, and a file node of Al.
The file is added to a NOTEBOOK owned by jones.
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7.14 Receiving Files (vucp)
The rdrdaenon process notifies you about any new files received into your
$HOVE/ netfile directory. Note the spoolid which is the nane of the file
in your netfile directory, or issue the conmand:

Is -t netfile

This will provide you with a list of files (spoolids) such as:

1379
3656

The foll ow ng exanpl es show how you m ght want to use the vucp comand to
read in these files.

1. To find out who sent a file (with a spoolid of 1379), from where,
when, and what type of file, issue the conmand:

vucp -q 1379
The followi ng type of nessage will be displayed at the standard
output. The file will not be placed into a different directory, so an
acknow edgenent if requested will not be sent at this tine.

File recv from USERA at NYClI X1 sent as auxrout
at Thu Apr 17 13:43:18 1989, text file.

This nessage identifies the sender, the tinme sent, and the type of
file sent. The type of file may be text or binary. A text file neans

that the file was sent in EBCDIC. A binary file neans that the file
was sent w thout translation to EBCDI C

Note: A file or note sent froma CMS or WS/ TSO user does not have a
file type indicated.

2. To look at a file (with a spoolid of 1379) without placing it in your
current directory, issue the comrmand:

vucp 1379

The contents of the file is displayed followed by an informative
nmessage such as:

File received from USERA at NYCl X1 sent as auxrout at
Thu Apr 17 13:43:18 1989.

3. To put a file into your current directory, issue the conmmand:
vucp 1379 .

Acknow edgenent (if requested) will be sent at this tinme and the
following type of message will be displayed at the standard output:

File ./auxrout.c received from USERA at NYCI X1 sent
as auxrout.c at Thu Apr 17 13:43:18 1989.

Note: |If this file was not sent using uvcp, or the option -b was not
specified, the received file was translated using the default
transl ate table.
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If the file was sent using uvcp, the received file may or may
not be translated. This depends on the translation option
identified in the file informati on nessage. |If the -pb option
of uvcp was used, the file is not translated when put into the
current directory.

To place a file in the current directory wi thout translation, issue
the comand:

vucp -b 1379 .

0 The file 1379 is processed as a binary file (no translation). No
new | i ne characters are generated when end of record conditions
are found during the processing of the input file.

0 The output file is placed in your current directory. The nane is
taken fromthe input file name, unless that file name already
exists. In that case a nessage woul d appear telling you that the
file nane al ready exists, and suggesting to you to use the -r
option. Acknow edgenent (if requested) will be sent at this tine
and the follow ng type of nessage will be displ ayed.

File ./auxrout received from USERA at NYCl X1 sent
as auxrout at Thu Apr 17 13:43:18 1989.

Note: If you use the -pb option with a file that should be
translated, the file is placed in the current directory.
However, when you try to use the file, you will receive an
error message. You should place the file into your current
directory again wi thout using the -pb option (if you have
not deleted it fromyour netfile).

To place a file not sent by the uvcp command (wWith a spoolid of 1379)
into the current directory and assign a newfile nane to the file,
i ssue the command:

vucp 1379 test.tstfile

The file is translated into ASCII by using the translate table. The
translated file is placed in your current directory with file nane of
test.tstfile if that file does not already exist. |If the file

al ready exists, you will receive a nessage stating so and to use the
-r option.

To place a file into the current directory using the NLIN transl ate
tabl e, and replace an existing file with the sane name if it exists,
i ssue the command:

vucp -r netfile/1379

In this exanple no explicit translation option is specified,
therefore, the file is translated into ASCII by using the translate
table in the NLIN environnment variable. The processed file is placed
in your current directory with the file nane specified in the NETDATA
record even if a file with that nane already exists. The old file is
purged and repl aced because the -r option is specified.

Acknow edgenent (if requested) will be sent at this tinme and the
follow ng type of nessage will be displayed.
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File ./auxrout received from USERA at NYCl X1 sent as
auxrout at Thu Apr 17 13:43:18 1989.

To translate a file into ASCII, store it in the current directory, and
have the i nformati on nessage added to the netlog file, issue the
conmmand:

vucp 1379 . >>netl og
In this exanple, the file 1379 is
0 translated (if necessary),
O placed in your current directory with the file nane generated from

the information in the NETDATA record, and

O the vucp information nessage is appended to the end of the netlog
file.

The format of the information nessage is the same as the one you woul d
normal | y see di splayed; an exanple is

File ./auxrout received from USERA at NYCI X1 sent as
auxrout at Thu Apr 17 13:43:18 1989.

No nessage is displayed

Acknow edgenent (if requested) will be sent at this tinme.
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7.15 Sending CMs Files to Al X/ 370

O PROFS users cannot send notes to an Al X 370 user because their note
are not in NETDATA fornmat.

O The CMS user can define nicknanes for Al X/ 370 users
O TSO user can use XM T to send files
Subt opi cs

7.15.1 Using the NOTE command
7.15.2 Using the SENDFI LE conmand
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7.15.1 Using the NOTE command
A CM5 user creates and sends a note using the NOTE command. The Al X/ 370

rdrdaenon process delivers the note to the user's incom ng nail box. The
Al X user can then receive the note with the nmmil command.
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7.15.2 Using the SENDFI LE conmmand

A CM5 user can send a file to an Al X/ 370 user with the SENDFI LE conmand.
The Al X/ 370 rdrdaenon process notifies the Al X user through the mail
facility that a newfile is received and stored in the user's netfile
directory. To place the file (with a spoolid of 3344) into the Al X user's
current directory, issue the conmand:

vucp 3344 .

A nmessage simlar to the following is displayed at the Al X user's
termnal :

File ./filename.filetype received from USER at NODE
sent as filename.filetype Fri Apr 18 13:15:16 1989.
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7.16 Receiving Files from Al X/ 370

O

The CMVS user may use the RECEIVE and PEEK commands on the files sen

by the Al X/ 370 user. Acknow edgenent is sent to the Al X/ 370 user if
request ed.

PROFS users can receive files froman Al X/ 370 user

MVS/ TSO users can use the RECElIVE command to receive files
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7.17 Sending Mail to CMS5 Users

The
user

1.

Al X/ 370 user can send mail (or in CM5 terns can send a NOTE) to a CMS
in the follow ng ways:

| ssue the command:

uvcp -n file.note -d user at nodeid
This conmand sends the file file.note as a NOTE file to the CVB user
at the VM node nodeid. The file can be received with the CM5 command
RECEI VE and will be added to one of the CM5 user's NOTEBOOKS. PROFS
users can al so receive the file by opening the mail.
| ssue the command:

mai | user @ nodei d. RSCS

Thi s command i nvokes the Al X nmail facility and calls rscsmail to
deliver the mail with the RSCS spooling system
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A.0 Appendix A. VM File Transfer Messages

The fol |l owi ng messages nmay be seen when using the functions and comrands
of VMFile Transfer. In this appendix, the word cndnanme is used to
represent the specific command that nay appear when you receive a nessage.
O herwi se, the actual comrand nane is used just as you will see it. There
are ot her nessages which are associated with VM File Transfer but are only
seen at the Al X/ 370 system console. They are explained in the Al X
Operating System Messages Reference.

UVC001 cndnane: | NVALI D OPTI ON option

Expl anation: You have entered a command which does not support the
indicated option. This nessage is followed by a usage nessage indicating
the correct formof the command.

System Action: Comrmand processing is termn nated.

User Response: Re-enter the command in a correct form

UVCO002 uvcp: | NVALI D DESTI NATI ON

Expl anation: You have entered a uvcp command with an invalid destination
specification. This nessage is followed by a usage nessage show ng the
correct formof the destination paraneter.

System Action: Command processing is termn nated.

User Response: Re-enter the command with a correct destination paraneter.
UVCO004 uvcp: | NVALI D RECORD LENGTH SPECI FI CATI ON

Expl anati on: You have entered a uvcp comand with an invalid record

I ength specification. This nmessage is followed by a usage nessage show ng
the correct formof the record | ength paraneter.

System Action: Command processing is termn nated.

User Response: Re-enter the command with a correct record | ength
speci fication.

UVC005 cndname: EXTRA ARGUMENT ar gument

Expl anati on: You have entered a conmand with too many argunents. This
message is normally foll owed by a usage nessage indicating the correct
syntax of the conmand.

System Action: Comrand processing is termn nated.

User Response: Re-enter the command in a correct form

UVC104 crdnane: UNKNOWN VM USERI D useri d

Expl anati on: The punbkend coul d not spool a punch file to the indicated

| ogi n nane, because the login nane was rejected by CP. If the | ogin nane
was used for the RSCS virtual nachine, this nessage is followed by nmessage

UVC105.

System Acti on: Processing for the current punch file is term nated.
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User Response: |If nessage UVCLO05 fol | ows, see description for that
message. Qtherw se, re-enter the uvcp or print command with a correct

| ocal | ogin nane.

UVC105 cndnane: ERROR | N CONFI GURATI ON FI LE /etc/ System Netid

Expl anation: The file /etc/System Netid does not exist, or has less than
five fields, or the spool class field is not al phanuneric, or the RSCS
login nane is invalid (see al so UVC104).

System Action: Processing for current conmand or spool file is
ter mi nat ed.

User Response: Have the System Admi nistrator correct the
/etc/System Netid file.

UVC106 cndnanme: ERROR I N ASCI |/ EBCDI C TRANSLATI ON

Expl anation: A character in the input file could not be translated using
the NLIN transl ate table.

System Action: Processing for the current command is term nated.

User Response: Verify or correct the format of the translate table.
UVC107 vucp: | NVALI D | NPUT FORVAT

Expl anation: The file specified as input to a vucp command does not have
t he expected NETDATA format. This error may al so occur for a file stored
into the $HOVE/ netfile directory by the rdrdaenon.

System Action: Processing for the current command is term nated.

User Response: For a file in the $HOVE/ netfile directory, determ ne the
origin of the file fromthe header |ine, and use another nethod for
processing/interpreting the file. Al though Al X/ 370 does not provide
conmands to process non- NETDATA control records, the x|l ate command may be
hel pful as a processing step for your own defined interpreter.

UVC201 vucp: FILE fil ename ALREADY EXI STS, SPECIFY -r OPTI ON

Expl anation: The file specified as output for a vucp conmand al ready
exists, and is by default not overwitten.

System Action: Processing for the current command is term nated.

User Response: |If the file should be overwitten, use the -r option, or
speci fy another output file nane.

UVC202 uvcp: FILE filename 1S A DIRECTORY OR A SPECI AL FI LE

Expl anation: The file was specified as input to a uvcp conmand, and is
not a nornmal file suitable for transni ssion.

System Action: Processing for the specified file is term nated.
Processing for any other files specified on the sane comuand is not
aff ect ed.

User Response: Resubmt the command with a valid input file.
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UVC204 cndnane: CANNOT ACCESS file

Expl anation: An attenpt to open the file (by a background task or while
processing a command) failed for one of the foll owi ng reasons:

0 The file does not exist
0 The requested access was denied
0 The access is physically inhibited

System Action: Any processing, which depends on the file access, is
ter m nat ed.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC205 cndnane: CANNOT CREATE file

Expl anation: An attenpt to create the file (by a background task or while
processing a command) failed for one of the foll owi ng reasons:

O The file already exists and wite perm ssion was denied
0O Wite access is inhibited
O Asystemlimt is being exceeded

System Action: Any processing, which depends on the file access, is
ter m nat ed.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC207 cndnane: READ ERROR errno ON file

Expl anation: An error corresponding to errno occurred while a background
task or a command process was reading the file.

System Action: Any processing, which depends on the file access, is
ter m nat ed.

User Response: None specifically related to VMFile Transfer.
UVC208 cndname: WRI TE ERROR errno ON file

Expl anation: An error corresponding to errno occurred while a background
task or a command process was witing to the file.

System Action: Any processing, which depends on the file access, is
term nat ed.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC209 cndnane: | OCTL ERROR ON devi ce

Expl anation: An ioctl request for the device by the rdrdaenon or the
punbkend failed. This is a systemerror.

System Action: Processing of the current spool file is term nated.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.
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UVC210 cndnane: ERROR ON CP conmand

Expl anation: The CP command issued by the rdrdaenon or the punbkend
failed. This is a systemerror.

System Action: Processing of the current spool file is term nated.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC301 cndnane: OUT OF STORAGE

Expl anation: A malloc call by a background task or while processing a
user command fail ed.

System Action: Any processing which depends on the requested work storage
is term nated.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC302 uvcp: CANNOT OPEN TEMPORARY FI LE

Expl anation: A tenporary file required for processing a uvcp comand
coul d not be all ocat ed.

System Action: Processing for the current file is term nated.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.

UVC303 cndnane: CANNOT FORK

Expl anation: An fork request during rdrdaenon initialization failed. The
systemlimt for the total number of processes is being exceeded.

System Action: The rdrdaenon is term nated.

User Response: None specifically related to VMFile Transfer. See your
System Admi ni strator for assistance if necessary.
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GLOSSARY { ossary

AADU. See Al X Access for DOS Users.

access. To obtain computing services.

access permission. A group of designations that determ ne who can access
a particular AIX file and how the user may access the file.

account. The login directory and other information that give a user
access to the system

activity manager. A collection of system prograns allowi ng users to
manage their activities. Provides the ability to list current activities
(Activity List) and to begin, cancel, hide, and activate activities.

adnmini strative event. A specified group of base events for which a user
can be audited.

Al X Access for DOS Users (AADU). A programthat allows you to bridge the
gap between PC and UNI X hosts.

Al X cluster. A group of conputers operating under the Al X Operating
Systemwith the Transparent Conputing Facility (TCF).

Al Points Addressable (APA) display. A display that allows each pixel to
be individually addressed. An APA display allows for inages to be

di spl ayed that are not made up of inages predefined in character boxes.
Contrast with character display.

all ocate. To assign a resource, such as a disk file or a diskette file,
to performa specific task.

al phabetic. Pertaining to a set of letters A through Z.

al phanuneric character. Consisting of letters, nunbers, and often other
synmbol s, such as punctuati on marks and mat hemati cal synbol s.

Arerican National Standard Code for Information Interchange (ASCII). The
code devel oped by ANSI for information interchange anong data processing
systens, data communi cation systens, and associ ated equi prent. The ASCI
character set consists of 7-bit control characters and synbolic
characters.

Anerican National Standards Institute (ANSI). An organization sponsored
by the Computer and Busi ness Equi pnent Manufacturers Associ ation for
establishing voluntary industry standards.
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APAR. See Aut horized Program Anal ysis Report.

application. A programor group of progranms that directly apply to a
particul ar user problem such as inventory control, word processing, or
accounts receivabl e.

application program A programused to performan application or part of
an application.

argunent. Nunbers, letters, or words that affect the way a command worKks.

ASClI|. See Anmerican National Standard Code for Infornmation Interchange.

assenbler. A conputer programthat converts assenbly | anguage
i nstructions into object code.

asynchronous transm ssion. |n data comunication, a nmethod of

transm ssion in which the bits included in a character or block of
characters occur during a specific tine interval. However, the start of
each character or block of characters can occur at any tine during this
interval. Contrast with synchronous transmi ssion.

attribute. A characteristic. For exanple, the attribute for a displayed
field could be blinking.

authorize. To grant to a user the right to conmunicate with, or nake use
of, a conputer systemor display station.

aut hori zed program anal ysis report (APAR). A report of a problem caused
by a suspected defect in a current unaltered rel ease of a program

auto carrier return. The systemfunction that places carrier returns
automatically within the text and on the display. This is acconplished by
nmovi ng whol e words that exceed the line end zone to the next |ine.

AUTOLOG O herwise called "automatic |ogon", this feature is a process by
which a user's virtual machine (VM is initiated by soneone other than the
user of that VM For exanple, the primary systemuser's VMis activated
automatically during initialization. A user can issue the AUTOLOG
conmand to activate sone other (disconnected) virtual nachine.

backend. The programthat sends output to a particular device. There are
two types of backends: friendly and unfriendly.

background process. (1) A process that does not require operator
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intervention that can be run by the conputer while the work station is
used to do other work. (2) A node of program execution in which the shel
does not wait for program conpletion before pronpting the user for another
conmand.

backup copy. A copy, usually of a file or group of files, that is kept in
case the original file or files are unintentionally changed or destroyed.

backup diskette. A diskette containing information copied froma fixed
di sk or from another diskette. It is used in case the origina
i nformati on becones unusabl e.

bad bl ock. A portion of a disk that can never be used reliably.

BAL. Basic Assenbl er Language.

base address. The begi nning address for resolving synbolic references to
| ocations in storage.

base nane. The last elenment to the right of a full path name. A filenane
specified without its parent directories.

Basic Networking Uility. A programthat enables users to comunicate
with computers other than their |ocal conputers.

batch printing. Queueing one or nore docunents to print as a separate
job. The operator can type or revise additional docunents at the sane
time. This is a background process.

bat ch processing. A processing nethod in which a program or prograns
process records with [ittle or no operator action. This is a background
process. Contrast with interactive processing.

binary. (1) Pertaining to a systemof nunbers to the base two; the binary
digits are 0 and 1. (2) Involving a choice of two conditions, such as
on-of f or yes-no.

bit. Either of the binary digits O or 1 used in conputers to store
information. Eight bits make a byte. See also byte.

bl ock. (1) A group of records that is recorded or processed as a unit.

Sanme as physical record. (2) In data conmunication, a group of records

that is recorded, processed, or sent as a unit. (3) A physical block in
Al X is 4096 bytes long. (4) A logical block in AIX/370 and AIX PS/2 is

1024 bytes. (5) A logical block in AIX/ RT is 512 bytes.

block file. A file listing the usage of blocks on a disk.
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BNU. See Basic Networking Uility.

bl ock special file. A special file that provides access to an input or
out put devi ce capabl e of supporting a file system See also character
special file.

boot. To prepare a conputer system for operation by |oading an operating
system

bootstrap. A small programthat |oads |arger prograns during system
initialization. Sonetines referred to as IPL (Initial Program Load).

Bourne shell. A flexible command | anguage that can be custonized to
specific applications or user needs.

bpi. bits per inch.

bps. bits per second.

branch. |In a conputer program an instruction that selects one of two or
nore alternative sets of instructions. A conditional branch occurs only
when a specified condition is net.

breakpoint. A place in a conputer program usually specified by an
i nstruction, where execution may be interrupted by external intervention
or by a nonitor program

BSD. Berkeley Software Distribution.

buffer. (1) Atenporary storage unit, especially one that accepts
information at one rate and delivers it at another rate. (2) An area of
storage, tenporarily reserved for performng input or output, into which
data is read, or fromwhich data is witten.

burst pages. On continuous-form paper, pages of output that can be
separated at the perforations.

byte. The anmobunt of storage required to represent one character; a byte
is 8 bits.

call. To activate a programor procedure at its entry point. Conpare
w th | oad.

cal louts. An Al X kernel parameter establishing the maxi mum nunmber of

| Copyright IBM Corp. 1989, 1991
GLOSSARY -4



Administration Guide
Glossary

schedul ed activities that can be pendi ng sinultaneously.

cancel. To end a task before it is conpleted.

carrier return. (1) In text data, the action causing |ine ending
formatting to be perfornmed at the current cursor |ocation foll owed by a
I ine advance of the cursor. Equivalent to the carriage return of a
typewiter. (2) A keystroke generally indicating the end of a command
l'ine.

case sensitive. Able to distinguish between uppercase and | owercase
letters.

CCwW Channel Conmand wor d.

central processing unit. The part of a conputer that includes the
circuits that control the interpretation and execution of instructions.

character display. A display that uses a character generator to display
predefined character boxes of images (characters) on the screen. This

ki nd of display cannot address the screen any |ess than one character box
at a tinme. Contrast with Al Points Addressabl e display.

character key. A keyboard key that allows the user to enter the character
shown on the key. Conpare with function keys.

character position. On a display, each |ocation that a character or
synmbol can occupy.

character set. A group of characters used for a specific reason; for
exanpl e, the set of characters a printer can print or a keyboard can
support.

character special file. A special file that provides access to an input
or output device. The character interface is used for devices that do not
use block 1/O  See also block special file.

character string. A sequence of consecutive characters.

character variable. The nane of a character data item whose val ue may be
assi gned or changed while the programis running.

child. (1) Pertaining to a secured resource, either a file or library,
that uses the user list of a parent resource. A child resource can have
only one parent resource. (2) In the AIX Operating Systemchild is a
process spawned by a parent process that shares the attributes of the
parent process. Contrast with parent.

| Copyright IBM Corp. 1989, 1991
GLOSSARY -5



Administration Guide
Glossary

C language. A general -purpose programm ng | anguage that is the primary
| anguage of the Al X Qperating System

class. Pertaining to the I/O characteristics of a device. AlX devices
are classified as bl ock or character.

client. A conmputer or process that accesses the data, services, or
resources of another conputer or process on the network.

cluster. (1) Any configuration of workstations for the purpose of sharing
resources (for exanple, Local Area Networks (LANs) and host attached
wor kstations). (2) A group of storage |locations allocated at one tine.

Cvs. Conversational Mnitoring System

code. (1) Instructions for the computer. (2) To wite instructions for
the conputer; to program (3) A representation of a condition, such as an
error code.

code segnent. See segnent.

col l ati ng sequence. The sequence in which characters are ordered w thin
the computer for sorting, conmbining, or conparing.

color display. A display device capable of displaying nore than two
colors and the shades produced via the two colors, as opposed to a
nonochr one di spl ay.

col uim headi ngs. Text appearing near the top of colums of data for the
purpose of identifying or titling.

command. A request to perform an operation or run a program \hen
paraneters, argunents, flags, or other operands are associated with a
command, the resulting character string is a single command.

command interpreter. A program (such as the Bourne or C shell) that sends
instructions fromthe command line to the kernel

command |ine. The area of the screen where comrands are displayed as they
are typed.

command |ine editing keys. Keys for editing the command |ine.

command nanme. (1) The first or principal termin a conmand. A comrand
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nane does not include paraneters, argunents, flags, or other operands.
(2) The full name of a command when an abbreviated formis recogni zed by
the conputer (for exanple, print working directory for pwd).

command progranm ng | anguage. Facility that allows progranm ng by the
conbi nati on of conmands rather than by witing statenents in a
conventional programm ng | anguage. See shell procedure.

conmuni cation adapter. A hardware feature enabling a conputer or device
to becone part of a data communi cati on networKk.

conpile. (1) To translate a programwitten in a high-level programm ng
| anguage into a machi ne | anguage program (2) The conputer actions
required to transforma source file into an executabl e object file.

conpress. (1) To nove files and libraries together on disk to create one
conti nuous area of unused space. (2) In data comrunication, to delete a
series of duplicate characters in a character string.

concatenate. (1) To link together. (2) To join two character strings.

concurrent group set. A list of the IDs of the various groups to which a
user bel ongs.

condition. An expression in a program or procedure that can be eval uated
to a value of either true or fal se when the programor procedure is
runni ng.

configuration. The group of machi nes, devices, and prograns that nake up
a conputer system See al so system custom zation.

configuration file. A file that specifies the characteristics of a system
or subsystem for exanple, the Al X queueing system

consistent. Pertaining to a file system wi thout internal discrepancies.

console. (1) The main Al X display station for that site. (2) A device
nane associated with the main Al X display station at that site.

constant. A data itemwth a value that does not change. Contrast with
vari abl e.

context search. A search through a file for a character string

control block. A storage area used by a programto hold contro
i nformati on.
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control comuands. Commands that allow conditional or |ooping |ogic flow
in shell procedures.

control program Part of the Al X Operating Systemthat determ nes the
order in which basic functions should be perforned.

controll ed cancel. The system action that ends the job step being run
and saves any new data already created. The job that is running can
continue with the next job step.

coredunp. A kernel nenory inmage dunp that is given a unique name so that
it will not be over-witten in case of another failure. This enables the
system adm ni strator to anal yze the dunp and deterni ne the cause of
failure at sone later tine.

coupler. A device connecting a nodemto a tel ephone networKk.

CPU. Central Processing Unit.

crash. An unexpected interruption of conputer service, usually due to a
serious hardware or software mal function.

CSS. See current synchronized site.

CTC. Channel -t o- Channel

current directory. The directory that is the starting point for relative
pat hnanes.

current line. The line on which the cursor is | ocated.

current synchronization site (CSS). The site in the cluster containing
the primary copy of the replicated file system

current working directory. See current directory.

cursor. (1) A novable synmbol (such as an underline) on a display, used to
indicate to the operator where the next typed character will be placed or
where the next action will be directed. (2) A marker that indicates the
current data access location within a file.

cursor novenent keys. The directional keys used to nove the cursor
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custom ze. To describe (to the systen) the devices, progranms, users, and
user defaults for a particular data processing system

cylinder. Al fixed disk or diskette tracks that can be read or witten
wi t hout noving the disk drive or diskette drive read/wite nechanism

daenon. See daenobn process.

daenon process. A process begun by the root or the root shell that can be
stopped only by the root. Daenon processes generally provide services
that nust be available at all tinmes to nore than one task or user, such as
sending data to a printer

DASD. Direct Access Storage Device.

data bl ock. See bl ock

data communi cation. The transm ssion of data between conputers, and/or
renote devices (usually over |ong distance).

data |link. The equipnment and rules (protocols) used for sending and
recei ving data.

data stream Al information (data and control information) transmtted
over a data |ink.

dbm Format for the Network File System network information service (NYS)
data base files.

debug. (1) To detect, locate, and correct mstakes in a program (2) To
find the cause of problens detected in software.

default. A value that is used when no alternative is specified by the
oper at or.

default directory. The directory nane supplied by the operating systemif
none i s specified.

default drive. The drive nanme supplied by the operating systemif none is
speci fied.

default value. A value stored in the systemthat is used when no ot her
val ue is specified.

dependent work station. A work station having little or no standal one
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capability, that nmust be connected to a host or server in order to provide
any neani ngful capability to the user.

device. An electrical or electronic machine that is designed for a
specific purpose and that attaches to your conputer, for exanple, a
printer, plotter, or disk drive.

device driver. A programthat operates a specific device, such as a
printer, disk drive, or display.

devi ce manager. Collection of routines that act as an internediary

bet ween devi ce drivers and virtual machines for conplex interfaces. For
exanmpl e, supervisor calls froma virtual nachine are exam ned by a device
manager and are routed to the appropriate subordi nate device drivers.

devi ce nane. A nane reserved by the systemthat refers to a specific
devi ce.

di agnostic. Pertaining to the detection and isolation of an error.

di agnostic aid. A tool (procedure, program reference nanual) used to
detect and isolate a device or program nal function or error.

di agnostic routine. A conputer programthat recognizes, |ocates, and
explains either a fault in equipnment or a mstake in a conputer program

directory. A type of file containing the nanmes and controlling
information for other files or other directories.

di sable. To make nonfuncti onal

discipline. Pertaining to the order in which requests are serviced, for
example, first-come-first-served (fcfs) or shortest job next (sjn).

disk 1/O  Fixed-disk input and out put.

di skette. A thin, flexible magnetic plate that is permanently sealed in a
protective cover. It can be used to store information copied fromthe
di sk or anot her diskette.

di skette drive. The nechanismused to read and wite infornmati on on
di skett es.

di spl ay device. An output unit that gives a visual representation of
dat a.
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di splay screen. The part of the display device that displays information
vi sual | y.

di splay station. A device that includes a keyboard from which an operator
can send information to the systemand a display screen on which an
operator can see the information sent to or received fromthe conputer

distributed file system A file systemwhose files, directories, and
ot her conponents are stored on different sites in a particular cluster

di stributed operating system An operating systemwhere nultiple machines
cooperate to seem | i ke one nachine.

di stributed processing. Results when a user involves nultiple cluster
sites in a single operation--for exanple, by editing a renote file and
starting a task on another cluster site using the on, fast, fastsite, and
m grate commands.

Distributed Services (DS). A licensed programthat allows you to share
files with other Al X systens in a network. You can nmount the file systens
| ocated on other Al X systens to created file trees that are independent of
the file systens.

DCS. Disk Operating System

dunp. (1) To copy the contents of all or part of storage, usually to an
out put device. (2) Data that has been dunped.

dunp diskette. A diskette that contains a dunp or is prepared to receive
a dunp.

dunp formatter. Program for analyzing a dunp.

EBCDI C. See extended binary-coded deci mal interchange code.

EBCDI C character. Any one of the synbols included in the 8-bit EBCDIC
set.

edit. To nodify the formor format of data.

edit buffer. A tenporary storage area used by an editor

editor. A programused to enter and nodify prograns, text, and other
types of docunents and dat a.
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effective ID. The ID, either group or user, that is used to run a
process. It can be set by a programeither to the real or saved ID

emul ation. Imtation; for exanple, when one conputer imtates the
characteristics of another conputer.

enable. To make functi onal

END OF FI LE. The user-definable character used to indicate end-of-file.
By default, END OF FILE is set to be Cntr-D. For nore informati on about
user-definabl e characters, see the termio file format entry in the Al X
Operating System Techni cal Reference.

enter. To send information to the conputer by pressing the Enter key.

entry. A single input operation on a work station

enunerate. Returns values froma network informati on service data base in
a specified order.

environnment. The settings for shell variables and paths associated with
each process. These variables can be nodified later by the user.

EREP. Environnental Recording Edit and Print program

error-correct backspace. An editing key that perforns editing based on a
cursor position; the cursor is noved one position toward the begi nning of
the line, the character at the new cursor |ocation is deleted, and al
characters followi ng the cursor are nmoved one position toward the
beginning of the Iine (to fill the vacancy left by the del eted el enent).

escape character. A character that suppresses the special neaning of one
or nore characters that foll ow

ESSL. Engineering and Scientific Subroutine Library.

Et hernet. A physical medi umthrough which conmputers in the same or
different clusters can conmmuni cate and share fil es.

exit value. A nuneric value that a command returns to indicate whether it
conmpl eted successfully. Sonme commands return exit values that give other
i nformati on, such as whether a file exists. Shell prograns can test exit
values to control branching and |ooping. Exit values are also called

Ret urn Codes.
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expression. A representation of a value. For exanple, variables and
constants appearing alone or in combination with operators.

ext ended bi nary-coded deci nal interchange code (EBCDIC). A set of 256
ei ght-bit characters.

feature. A programm ng or hardware option, usually available at an extra
cost.

field. (1) An area in a record or panel used to contain a particular
category of data. (2) The smallest component of a record that can be
referred to by a nane.

FIFO. See first-in-first-out.

file. A collection of related data that is stored and retrieved by an
assi gned narne.

file nanme. The name used by a programto identify a file. See also
| abel .

filename. |In DOS, that portion of the file nanme that precedes the
ext ensi on.
file specification (filespec). The nanme and |ocation of a file. |In DOS a

file specification consists of a drive specifier, a path name, and a file
name.

file system A collection of files and directories stored on |ogical and
physi cal devices (such as disks) and |ogically organized in a hierarchical
fashi on.

filetab. An Al X kernel paraneter establishing the maxi mum nunber of files
that can be open sinultaneously.

filter. A command that reads standard input data, nodifies the data, and
sends it to standard out put.

filter progranms. Prograns designed to accept information frominput,
process the data, and wite the results to standard out put.

first-in-first-out (FIFO. A naned permanent pipe. A FIFO allows two
unrel ated processes to exchange information using a pipe connection

first level interrupt handler (FLIH . A routine that receives control of
the systemas a result of a hardware interrupt. One FLIH is assigned to
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each of the six interrupt |evels.

fixed disk. A flat, circular, non-renoveable plate with a nagneti zed
surface |layer on which data can be stored by magnetic recording.

fixed-disk drive. The nechanismused to read and wite infornmation on
fixed disk.

flag. A nodifier that appears on a command [ine with the command nane
that defines the action of the command. Flags in the Al X Operating System
are al nost al ways preceded by a dash.

font. A famly or assortment of characters of a given size and style.

foreground. A node of program execution in which the shell waits for the
program specified on the command line to conplete before returning your

pronpt .

format. (1) A defined arrangenent of such things as characters, fields,
and lines, usually used for displays, printouts, or files. (2) The
pattern which deternm nes how data is recorded.

formatted di skette. A diskette on which control information for a
particul ar computer system has been witten but which may or may not
contain any data.

FORTRAN. A progranmm ng | anguage prinmarily used to express conputer
programs by arithnetic fornulas and nuneric conputations.

free list. A list of available space on each file system This is
sometimes called the free-block list.

free-block list. See free |ist.

full path nane. The nane of any directory or file expressed as a string
of directories and files beginning with the root directory.

function. A synonymfor procedure. The C |anguage treats a function as a
data type that contains executable code and returns a single value to the
calling routine.

function keys. Keys that request actions but do not display or print
characters. Included are the keys that normally produce a printed
character, but when used with the code key produce a function instead.

generation. For sone renote systens, the translation of configuration
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i nformation i nto nmachi ne | anguage.

GFS. See dobal File System

G d. See group nunber.

global. Pertains to infornation available to nore than one program or
subrouti ne.

gl obal action. An action having general applicability, independent of the
context established by any task.

gl obal character. The special characters * and ? that can be used in a
file specification to match one or nore characters. For exanple, placing
a?inafile specification nmeans any character can be in that position.
See pattern-nmatching character.

G obal File System (GFS). The entire conposite file systemof the A X
cluster. It consists of the root file systemof the primary site plus al
the nounted file systens from secondary sites.

global file system (gfs) nunber. In AIX, every nounted file systemis
identified by the global file systemnunber (gfs). 1In a normal file
system this nunber is hardcoded in the superbl ock of the physical device
where that file systemactually resides. In a renbte NFS file system
however, there is no such hardcoding; an arbitrary assignnent is nmade by
the system adm nistrator. The operating system distinguishes every file
systemfromevery other by its gfs nunber. Each nounted file systemis
assigned a particular machine to serve as its current synchronization site
(CSS). If any file system should sonehow be assigned two gfs numbers, it
woul d be considered two different file systens by the operating system and
m ght well be entrusted to two separate CSSs.

gl obal search. The process of having the system| ook through a docunent
for specific characters, words, or groups of characters.

gl obal variable. A synbol defined in one program nodul e but used in other
i ndependent|y assenbl ed program nodul es.

graphic character. A character that can be displayed or printed.

group nane. A nane that uniquely identifies a group of users to the
system

group nunber (G d). A unique nunber assigned to a group of related users.
The group number can often be substituted in comuands that take a group
nane as an argumnent.
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header. Constant text that is formatted to be in the top margin of one or
nore pages.

header |abel. A special set of records on a diskette describing the
contents of the diskette.

hexadecimal. Pertaining to a system of nunbers using base sixteen
hexadeci mal digits range fromO (zero) through 9 (nine) and A (ten)
through F (fifteen).

hi erarchical tree structure. The organization of files on AlX, simlar to
tree-structured directories, with each file like a snmall branch of a

| arger branch that represents the file's parent directory. A directory
can al so be contained in another higher level directory, with the parent
of all directories represented by the tree's root (root or root

directory).

hi ghlight. To enphasize an area on the display by any of several nethods,
such as brightening the area or reversing the color of characters within
t he area.

history. A C-shell nechanismthat |ists previously executed conmands.
These conmands can be re-executed with the ! command.

history file. A file containing a |og of systemactions and operator
responses.

hog factor. In systemaccounting, an analysis of how many tinmes each
command was run, how much processor time and nenory it used, and how
i ntensive that use was.

hone directory. The directory a user accesses when |ogged in. Synonym
for login directory.

hone site. The conputer that stores the nodifiable copy of a user's hone
directory. This is the cluster site with the primary copy of his home
directory if it is replicated. A user typically logs in to the conmputer
that is his home site.

I/Q See input/output.

| DAW I ndirect Addressing Wrd.

|EEE. Institute of Electrical and El ectronics Engineers.

| F expressions. Expressions within a procedure, used to test for a
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condi tion.

i ndirect block. A block containing pointers to other blocks. Indirect
bl ocks can be single-indirect, double-indirect, or triple-indirect.

INed. A full screen editor that al so features w ndows.

i nformati onal nmessage. A nessage providing information to the operator
that does not require a response.

initial programload (IPL). The process of |oading the system prograns
and preparing the systemto run jobs. See initialize, bootstrap.

initialize. To set counters, sw tches, addresses, or contents of storage
to zero or other starting values at the beginning of, or at prescribed
points in, the operation of a conputer routine.

i node. The internal structure for managing files in the system |nodes
contain all of the information pertaining to the node, type, owner, and
| ocation of a file. A table of inodes is stored near the beginning of a
file system

i -nunber. A nunber specifying a particular inode on a file system

i nodetab. An Al X kernel parameter that establishes a table in nenory for
storing copies of inodes for all active files.

i nput device. Physical devices used to provide data to a conputer.

input file. A file opened by a programso that the programcan read from
that file.

input list. A list of variables to which values are assigned from i nput
dat a.

input redirection. The specification of an input source other than the
standard one.

input-output file. A file opened for input and output use.

i nput - out put devi ce nunber. A value assigned to a device driver by the
guest operating systemor to the virtual device by the virtual resource
manager. This nunber uniquely identifies the device regardl ess of whether
it is real or virtual
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i nput/output (1/0Q. Pertaining to either input, output, or both between a
computer and a devi ce.

interactive processing. A processing nethod in which each system user
action causes response fromthe programor the system Contrast with
bat ch processing.

interface. A shared boundary between two or nore entities. An interface
m ght be a hardware conponent to link two devices together or it m ght be
a portion of storage or registers accessed by two or nore computer

progr ans.

interl eave factor. Specification of the ratio between contiguous physi cal
bl ocks (on a fixed-disk) and |l ogically contiguous blocks (as in a file).

interrupt. (1) To tenporarily stop a process. (2) In data conmunication,
to take an action at a receiving station that causes the sending station
to end a transm ssion. (3) A signal sent by an I1/O device to the
processor when an error has occurred or when assistance is needed to
complete I/O. An interrupt usually suspends execution of the currently
executing program

| NTERRUPT. The user-definable character used to kill a process running in
the foreground. By default, |INTERRUPT is the Del key. For nore

i nformati on about user-definable keys, see the termio file format entry in
the Al X Operating System Technical Reference.

interrupt character. A key sequence (Alt-Pause on sone systens) typed in
to cancel a foreground process.

IPL. Initial Program Load.

JES. Job Entry Subsystem

job. (1) Aunit of work to be done by a system (2) One or nore related
procedures or progranms grouped into a procedure.

job control. A feature that lets the system accept your commands to stop
and start processes (jobs) and nove them between background and
foreground. The commands ps and jobs report the status of jobs, (each of
which is assigned a Process ldentification Nunber or PIDto showits
process status), and the kill command can be used to stop them

job nunber. A nunber assigned to a background process when it is started.
The job nunber is displayed when the process is started and when the jobs
conmand is invoked. It can also be used to kill the process.

j ob queue. A list, on disk, of jobs waiting to be processed by the
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system

justify. To print a docunent with even right and [eft margins.

kbuffers. An Al X kernel paraneter establishing the nunber of buffers that
can be used by the kernel

K-byte (Kb). See kil obyte.

kernel . The menory-resident nucleus of the Al X Operating System

contai ning functi ons needed i medi ately and frequently. The kerne
supervi ses the input and output, manages and controls the hardware, and
schedul es the user processes for execution.

kernel paraneters. Variables that specify how the kernel allocates
certain systemresources.

keyboard. An input device consisting of various keys allow ng the user to
i nput data, control cursor and pointer |ocations, and to control the
di al og between the user and the display station

keyl ock feature. A security feature in which a |ock and key can be used
to restrict the use of the display station.

keyword. One of the predefined words of a progranm ng | anguage; a
reserved word.

keyword argunent. One type of variable assignment that can be nade on the
conmand | i ne.

kill. An Al X Operating System command that stops a process.

kill character. The character that is used to delete a |line of characters
entered after the user's pronpt.

kil obyte. 1024 bytes.

kprocs. An Al X kernel paraneter establishing the maxi mum nunber of
processes that the kernel can run simultaneously.

| abel. (1) The name in the disk or diskette volune table of contents that
identifies a file. See also file name. (2) The field of an instruction
that assigns a synbolic nane to the location at which the instruction

begi ns, or such a synbolic nane.
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LAN. Local Area NetworKk.

left margin. The area on a page between the |eft paper edge and the
| eft nost character position on the page.

left-adjust. The process of aligning l[ines of text at the left margin or
at a tab setting such that the leftnost character in the line or file is
in the leftnost position. Contrast with right-adjust.

library. A collection of functions, subroutines, or other data.

l'i censed program product (LPP). Software prograns that remain the
property of the manufacturer, for which customers pay a license fee.

line editor. An editor that nodifies the contents of a file one line at a
tine.

|inefeed. An ASCII character that causes an output device to nove forward
one line.

link. A connection between an i node and one or nore file nanes associ at ed
with it. Synonymfor UNI X |link or hard I|ink.

literal. A synbol or a quantity in a source programthat is itself data,
rather than a reference to data.

|oad. (1) To nove data or progranms into storage. (2) To place a diskette
into a diskette drive, or a nmagazine into a diskette nagazi ne dri ve.
(3) To insert paper into a printer.

| oader. A programthat reads run files into main storage, thus preparing
them for execution.

|ocal. Pertaining to a device directly connected to your system wi thout
the use of a comunication line. Contrast with renote.

<LOCAL> alias. The <LOCAL> alias can translate into different strings on
different cluster sites for different processes. Wen <LOCAL> is the
first conmponent of the destination name for a synbolic link, it is
replaced with its alias string, normally / machi nenane.

| ocal area network (LAN). A physical nediumthat allows conputers in the
sanme or different clusters to communicate and share files. FEthernet and
Token-Ring are two exanples of a LAN.

|ocal cluster site. The site on a cluster that the user is logged in to.
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The term|ocal normally refers to a TCF cluster site.

| ocal e. Each process operates in its own |ocale. A set of environnent
vari abl es that determ nes the | anguage for input and output as well as the
character sets for data in files and on networks. These variables al so
determ ne the nessage catal og and col |l ati ng sequence as well as tine,
nonetary, and nuneric conventions to be used.

<LOCAL> file system The part of the root file system hierarchy
conmprising systemdirectories and files (such as the /etc/nmotd "nessage of
the day" file) defined uniquely on a particular conputer in the cluster
These files are not replicated. The nane of the <LOCAL> file system
appears in response to the site-1 command.

| ocation transparency. Allows an object to change |ocation w thout the
user's or programs knowl edge if that location is not part of the object's
nane. For exanple, /u/joel/glossary nmay have been a file on eyore |ast
week, but it is a file on pooh this week. Joe does not need to know that
the file was on either eyore or pooh. |I|f, however, Joe wants to find out
where the site is | ocated, he nay invoke the where command.

log. To record; for exanple, to log all nmessages on the system printer
Alist of this type is called a |og, such as an error | og.

log in. To begin a session at a display station.

log off. See |og out.

log on. See log in.

log out. To end a session at a display station.

| ogi cal device. A file for conducting input or output with a physical
devi ce.

login directory. See hone directory.

login ID. The ID set by the systemfor a user after |ogin but before
runni ng any prograns.

| ogin shell. The program or command interpreter, started for a user at
log in.

| oop. A sequence of instructions perforned repeatedly until an ending
condition is reached.
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LPP. See |icensed program product.

macro. A set of statenents defining the nane of, format of, and
conditions for generating a sequence of assenbler statements froma single
source statenent.

mai | box. An area designated for storage of mail nessages directed to a
specific system user.

mai n storage. The part of the processing unit where prograns are run

mai nt enance system A special version of the Al X Operating System which
is |loaded fromdi skette and used to perform system nmanagenent tasks.

maj or device nunber. A systemidentification nunber for each device or
type of device.

mapped files. Files on the fixed-disk that are accessed as if they are in
menory.

mask. A pattern of characters that controls the keeping, deleting, or
testing of portions of another pattern of characters.

matrix. An array arranged in rows and col ums.

maxprocs. An Al X kernel paraneter establishing the maxi mum nunber of
processes that can be run sinultaneously by a user.

MBCS. See Multibyte Character Set.

M byte (M). Megabyte (1,048,576 bytes).

menory. Storage on electronic chips. Exanples of nenory are random access
menory, read only nmenory, or registers. See storage.

menu. A displayed list of itens fromwhich an operator can nmake a
sel ecti on.

message. (1) A response fromthe systemto informthe operator of a
condi tion which may affect further processing of a current program

(2) Information sent fromone user in a nulti-user operating systemto
anot her.

m nidisk. A logical division of a fixed disk.
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nm nor device nunmber. A nunber used to specify various types of
i nforrmati on about a particul ar device, for exanple, to distinguish anong
several printers of the sane type.

nmode word. An inode field that describes the type and state of the inode.

nodem  See nodul at or - denodul at or .

nodul ati on. Changing the frequency or size of one signal by using the
frequency or size of another signal.

nmodul at or - denodul at or (nodem). A device that converts data fromthe
computer to a signal that can be transmtted on a conmunication |ine, and
converts the signal received to data for the conputer.

module. (1) A discrete programm ng unit that usually perfornms a specific
task or set of tasks. Mddules are subroutines and calling prograns that
are assenbl ed separately, then |inked to make a conplete program (2) See
| oad nodul e.

mount. To meke a file system accessible.

mount point. Any directory which has a file systemnounted to it.

mount ab. An Al X kernel paraneter establishing the maxi num nunber of file
systens that can be nounted sinultaneously.

Mul ti byte Character Set (MBCS). A nethod of encoding a set of glyphs
(witten synbols) so that the coded set is |arge enough to enconpass al
written | anguage. The MBCS system handl es character sets which range in
encodi ng size fromone to four bytes.

mul ti progranmm ng. The processing of two or nore prograns at the sane tine
on the sane | ogical system

mul tivolume file. A diskette file occupying nore than one diskette.

mul ti-user environnment. A conputer systemthat provides termnals and
keyboards for nore than one user at the sane tine.

WS. Miltiple Virtual Storage.

nest. To incorporate a structure or structures of sone kind into a
structure of the sane kind. For exanple, to nest one |oop (the nested
| oop) within another [oop (the nesting |loop); to nest one subroutine (the
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nested subroutine) w thin another subroutine (the nesting subroutine).

network. A collection of conputers that can comuni cate with each other
A network can consist of several interconnected conmputers or one conputer
with a nunber of rempte terminals connected to it. Any of a variety of
conmuni cati on nedia can be used, such as RS-232, Ethernet, Token-Ri ng, or
PC Net .

Network File System (NFS). A licensed programthat allows you to share
files with other conputers in one or more networks that have a variety of
machi ne types and operating systenms. You can nount file systens | ocated
on network servers and use renote files as if they were on your

wor kstations by creating file trees that are independent of the file
systens.

newline character. A control character that causes the print or display
position to nove to the first position on the next |ine.

node. An individual elenent of a full pathname. Nodes are separated by
sl ashes (/).

nul | . Having no val ue, containing not hing.

nul |l character (NUL). The character hex 00, used to represent the absence
of a printed or displayed character.

nunmeric. Pertaining to any of the digits O through 9.

obj ect code. Machi ne-executable instructions, usually generated by a
conpiler fromsource code witten in a higher level |anguage. It consists
of directly executabl e machine code. For prograns that nust be |inked,

obj ect code consists of rel ocatabl e machi ne code.

octal. A base eight nunbering system

OCO  (pject Code Only.

online. Being controlled directly by, or comunicating directly with, the
comput er, or both.

open. To nmake a file available to a program for processing.

operating system Software that controls the running of prograns; in
addition, an operating system rmay provi de services such as resource
al | ocation, scheduling, input/output control, and data nanagenent.
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operation. A specific action (such as nove, add, multiply, |oad) that the
comput er performs when requested.

operator. A synbol representing an operation to be done.

output. The result of processing data.

out put devices. Physical devices used by a conputer to present data to a
user.

output file. A file that is opened by a programso that the program can
wite to that file.

output redirection. The specification of an output destination other than
t he standard one.

overflow condition. A condition that occurs when part of the output of an
operati on exceeds the capacity of the intended storage unit.

override. (1) A parameter or value that replaces a previous paraneter or
value. (2) To replace a paraneter or val ue.

overwite. To wite output into a storage or file space that is already
occupi ed by data.

owner. The user who has the highest |evel of access authority to a data
obj ect or action, as defined by the object or action.

pad. To fill unused positions in a field with dumy data, usually zeros
or bl anks.

page. A block of instructions, data, or both.

page space. The area on a fixed disk that tenporarily stores instructions
or data currently being run. See also ninidisk.

pagi nati on. The process of adjusting text to fit within nmargins and/or
page boundari es.

pagi ng. The action of transferring instructions, data, or both between
real storage and external page storage.

PANI C. An error nessage generated by the kernel indicating that an error
has occurred which is sufficiently severe to prohibit kernel recovery.
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paral |l el processing. The condition in which nultiple tasks are being
perforned sinmultaneously within the sane activity.

paraneter. Information that the user supplies to a command or function.

parent. Pertaining to a secured resource, either a file or library, whose
user list is shared with one or nore other files or libraries. Contrast
with child.

parent directory. The directory one |evel above the current directory.

partition. See mnidisk.

Pascal . A high-level, general purpose progranm ng | anguage, related to
ALGOL. Programs witten in Pascal are block structured and consi st of

i ndependent routines. They can run on different conputers with little or
no nodification.

Pass- Through Virtual Machine (PVM. A VM programwhich allows the user to
open a conputing session on a different machine. It allows the user to
"pass through" fromone virtual machine to anot her

password. A string of characters that, when entered along with a user
identification, allows an operator to login to the system

password security. A program product option that hel ps prevent the
unaut hori zed use of a display station by checking the password entered by
each operator at log in.

path name. The sequential |list of directory name(s) that identify the

| ocation of a particular directory, and directory nane(s) and file nane
that identify the location of a particular file in the file hierarchy.

The path nane is displayed in response to the pwd (print working
directory) conmand. Each file has a full path name, beginning with / (the
root directory) and ending with the file's name. The file's relative path
nane does not begin with /.

pattern-matching character. Special characters such as * or ? that can be
used in search patterns. They are sonetinmes used in a file specification
to match one or nore characters. For exanple, placing a ? in a file
specification nmeans any character can be in that position.
Pattern-matching characters are also called wldcards.

PC. Personal Computer

perni ssion code. A three-digit octal code, or a nine-letter alphabetic
code, indicating the access perm ssions. The access perm ssions are read,
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wite, and execute.

pernmission field. One of the three-character fields within the
perm ssions colum of a directory listing indicating the read, wite, and
run permssions for the file or directory owner, group, and all others.

phase. One of several stages of file system checking and repair perforned
by the fsck command.

physi cal device. See device.

physical file. An indexed file containing data for which one or nore
alternative i ndexes have been created.

physical record. (1) A group of records recorded or processed as a unit.
Same as block. (2) Awunit of data noved into or out of the conputer.

PID. See process |ID

pipe. To direct the data so that the output from one process becones the
i nput to another process.

pi peline. A direct, one-way connection between two or nore processes.

pitch. Awunit of width of typewiter type, based on the nunber of tines a
letter can be set in a linear inch. For exanmple, 10-pitch type has 10
characters per inch

pl aten. The support nechanismfor paper on a printer, commonly
cylindrical, against which printing nechanisns strike to produce an
i mpression.

pointer. (1) A logical connection between physical blocks. (2) Alink to
sonmething el se. (3) An address.

port. (1) To make the progranmm ng changes necessary to allow a program
that runs on one type of computer to run on another type of conputer

(2) A part of the systemunit or renpte controller to which cables for
di splay stations and printers are attached.

portmap service (portmapper). A daemmon process that nmatches RPC port
nunbers to RPC services provided by NFS servers to conduct renote services
in the NFS.

position. The location of a character in a series, as in a record, a
di spl ayed nessage, or a conputer printout.
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positional paraneter. A shell facility for assigning values fromthe
command line to variables in a program

PCSI X. Portable Operating System for Conputer Environments.

preprocessor. (1) A functional unit that effects preparatory conputation
or organi zation. (2) A programthat exam nes the source programfor
preprocessor statenments which are then executed, resulting in the
alteration of the source program

primary copy. FEach replicated file systemhas a copy designated as the

pri mary copy, Which is the copy that nay be nodified. It resides on the
primary site and its purpose is to guarantee that file updates are kept

consi stent.

primary site. The cluster site that naintains the primary copy of a
replicated file system

print queue. A file containing a list of the nanes of files waiting to be
print ed.

ntout. Information fromthe conputer produced by a printer.

pr

priority. The relative ranking of itens. For exanple, a job w th high
priority in the job queue will be run before one with medi umor | ow
priority.

priority nunber. A nunber that establishes the relative priority of
printer requests.

privileged user. The account with superuser authority.

probl em determi nation. The process of identifying why the systemis not
working. Often this process identifies prograns, equipnent, data
conmuni cation facilities, or user errors as the source of the problem

probl em det ermi nati on procedure. A prescribed sequence of steps ainmed at
recovery from or circunvention of, problemconditions.

procedure. See shell procedure.

process. A program now running. A foreground process executes as soon as
you type in the command |ine and conpl etes before returning the system
pronpt to accept your next command. You can start one or nore background
processes to run independently while you type in a separate conmand for
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anot her process to run in the foreground.

process accounting. An analysis of the use each process nakes of the
processing unit, nmenory, and I/O resources.

process ID (PID). A unique nunber assigned to a process that is running.

process transparency. The ability to execute and control tasks on any
site in the cluster, regardl ess of where the user is logged in (to find
out where that is, type the site comand). The sane systemcalls and
commands are used, no matter where the process is |ocated. For exanple, a
renote job is stopped the sanme way that a |local job is stopped.

profile. (1) Afile containing custom zed settings for a system or user
(2) Data describing the significant features of a user, program or
devi ce.

program A set of instructions for the conputer to interpret and execute.

programtenporary fix (PTF). A tenporary solution or by-pass of a problem
di agnosed by IBMas resulting froma defect in a current unaltered rel ease
of the program

pronpt. A displayed request for information or operator action.

propagation tinme. The time necessary for a signal to travel from one
poi nt on a communi cation |ine to another.

protocol. In data communication, the rules for transferring data.

protocol procedure. A process that inplenents a function for a device
manager. For exanple, a virtual term nal nanager may use a protoco
procedure to interpret the meaning of keystrokes.

PR/ SM Process Resource/ System Manager .

PVM  See Pass- Through Virtual Machine.

gdaenon. The daenon process that maintains a |ist of outstanding jobs and
sends themto the specified device at the appropriate tine.

queue. A line or list forned by itens waiting to be processed.

queued nessage. A nessage fromthe systemthat is added to a |ist of
nmessages stored in a file for viewing by the user at a later tine. This
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is in contrast to a nessage that is sent directly to the screen for the
user to see imediately.

quit. A key, command, or action that tells the systemto return to a
previous state or stop a process.

quote. To mask the special neaning of certain characters; to cause them
to be taken literally.

radi x. The positive integer by which the weight of the digit place is
multiplied to obtain the weight of the digit place with the next higher
wei ght; for exanple, in the decimal nuneration table, the radix of each
digit place is 10, in a binquinary code the radi x of each fives position
is 2.

random access. An access nmode in which records can be read from witten
to, or renoved froma file in any order

ratfor. Rat i onal FORTRAN

read-only. Pertaining to file systemnounting, a condition that allows
data to be read, but not nodified.

real storage. The mmin storage in a virtual storage nachine.

recovery procedure. (1) An action performed by the operator when an error
nmessage appears on the display screen. Usually, this action permts the
programto continue or permts the operator to run the next job. (2) The
met hod of returning the systemto the point where a major systemerror
occurred and running the recent critical jobs again.

redirect. To divert data froma process to a file or device to which it
woul d not normally go.

reference count. In an inode, a record of the total nunber of directory
entries that refer to the inode.

rel ational expression. A |ogical statenment describing the relationship
(such as greater than or equal) of two arithnetic expressions or data
itens.

rel ati onal operator. The reserved words or synbols used to express a
rel ational condition or a relational expression

relati ve address. An address specified relative to the address of a
synmbol. When a programis relocated, the addresses thenselves wll
change, but the specification of relative addresses renmains the sane.
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rel ative addressing. A nmeans of addressing instructions and data areas by
designating their locations relative to sone synbol .

relative path nane. The nane of a directory or file expressed as a
sequence of directories followed by a file nane, beginning fromthe
current directory.

renote. Pertaining to a systemor device that is connected to your system
t hrough a comunication line. Contrast with |ocal

renote cluster site. A site on the cluster that the user is not |ogged in
to. The termrenote normally refers to a TCF cluster site.

Renote Procedure Call (RPC). The interface used by NFS. A request for a
service | ocated on another conputer in the network.

Renot e Spool i ng Conmuni cati ons Subsystem (RSCS). The |icensed program
that transfers spool files, commands, and nessages between VM users,
renote stations, and renote and | ocal batch systens through

HASP- conpati bl e tel ecommuni cations facilities.

replicated root file system The part of the root file system hierarchy
conmprising systemdirectories and files found under the root (/) and
replicated on all sites in the cluster. Replicated root files are not
specific to individual cluster sites. The replicated root file systemis
afile systemwith key common files and directories for basic system
operation. Alnost all systembinaries, prograns and libraries are in the
replicated root file system Oher user and systemfile systens (like the
local file system) are nounted on top of directories in the replicated
root file system

reserved character. A character or synbol that has a speci al
(non-literal) neaning unless quoted.

reserved word. A word that is defined in a progranm ng | anguage for a
speci al purpose, and that nust not appear as a user-declared identifier.

reset. To return a device or circuit to a clear state.

restore. To return to an original value or inmage. For exanple, to
restore a library fromdiskette

right adjust. The process of aligning lines of text at the right margin
or tab setting such that the rightnost character in the line or fileis in
the rightnost position
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right justify. See right align.

right margin. The area on a page between the |ast text character and the
ri ght upper edge.

right-adjust. To place or nove an entry in a field so that the rightnost
character of the field is in the rightnost position. Contrast with
| ef t-adj ust.

root. (1) Another name sonetines used for superuser. (2) The main file
systemto which others are appended.

root directory. The top level of a tree-structured directory system

routine. A set of statements in a program causing the systemto perform
an operation or a series of related operations.

RPC. See Renpte Procedure Call

RSCS. See Renote Spooling Conmuni cations Subsystem

RTM Real Time Monitor.

run. To cause a program utility, or other machine function to be
per f or ned.

run-time environment. A collection of subroutines and shell variables
that provide comonly used functions and information for system
component s.

SCCS. Source Code Control System

scratch file. A file, usually used as a work file, that exists until the
programthat uses it ends.

screen. See display screen.

scroll. To nove information vertically or horizontally to bring into view
information that is outside the display screen boundaries.

second level interrupt handler (SLIH). A routine that handles the
processing of an interrupt froma specific adapter. A SLIH is called by
the first level interrupt handl er associated with that interrupt |evel.
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secondary copy. A read-only copy of the primary copy of a replicated file
system Files in the secondary copy are automatically nodified or deleted
when the corresponding file in the primary copy is nodified or del eted.
New files added to the primary copy will be automatically added to the
secondary copy only if the appropriate fstore value has been set.

sector. (1) An area on a disk track or a diskette track reserved to
record information. (2) The smallest anmount of information that can be
witten to or read froma disk or diskette during a single read or wite
oper ati on.

security. The protection of data, system operations, and devices from
accidental or intentional ruin, damage, or exposure.

segment. A contiguous area of virtual storage allocated to a job or
systemtask. A program segnent can be run by itself, even if the whole
programis not in main storage.

semantic transparency. Allow the same conmand to function identically
fromall cluster sites. It provides, for exanple, for the grep command to
have the same options and give the same results no natter where it is

i nvoked.

semaphore. An indicator used to control access to a file: for exanple, in
a multi-user application, a flag that prevents sinultaneous access to a
file.

separator. A character used to separate parts of a command or file.

sequential access. An access nmethod in which records are read from
witten to, or renoved froma file based on the |ogical order of the
records in the file.

server. A programthat handl es protocol, queuing, routing, and other
tasks necessary for data transfer between devices in a computer system

session. The period of tine during which programs or devices can
comuni cate with each ot her

session records. In the accounting system a record of time connected and
Iine usage for connected display stations, produced fromlog in and | og
out records.

set flags. Flags that can be put into effect with the shell set command.

shadow page table. A table that naps real storage allocations
(first-level storage) to a virtual machine's virtual storage (third-Ievel
storage) for use by the real machine in its pagi ng options.
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shared printer. A printer that is used by nore than one work station.

shell. See shell program

shell options. The shell provides two different types of options. Set
options are put into effect with the set command and alter the way the
shell runs. Command |ine options are entered on the conmmand |ine (but not
with the set conmand) and alter the way the shell starts.

shel | procedure. A series of commands conbined in a file that carry out a
particular function when the file is run or when the file is specified as
an argunent to the sh conmand. Shell procedures are frequently called
shel | scripts.

shel|l program A programthat accepts and interprets commands for the
operating system

shel|l pronpt. The character string on the command |ine indicating the
system can accept a conmand (typically the $ character).

shell script. See shell procedure.

shel|l variables. Facilities of the shell programfor assigning variable
val ues to nanes.

size field. In an inode, a field that indicates the size, in bytes, of
the file associated with the inode.

SNOBOL. A programm ng | anguage designed for string processing and pattern
mat chi ng.

sort. To rearrange sone or all of a group of itens based upon the
contents or characteristics of those itens.

source diskette. The diskette containing data to be copi ed, conpared,
restored, or backed up

source program A set of instructions witten in a progranm ng | anguage,
that nust be translated to machi ne | anguage and conpil ed before the
program can be run.

special character. A character that has special neaning to the shell
such as ? and *.
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special file. Special files are used in the Al X systemto provide an
interface to input/output devices. There is at |east one special file for
each device connected to the conputer. Contrast with directory and file.
See al so bl ock special file and character special file.

spool. A VMprogramthat allocates disk areas to hold files in queues,
usually while they await sone sort of service. Print jobs, for exanple,
are held in a print queue awaiting service fromthe printer.

spool file. (1) Adisk file containing output that has been saved for
later printing. (2) Afile used in transmtting data anong devi ces.

SRM  System Resource Mnager

st andal one shell. A limted version of the shell program used for system
mai nt enance.

st andal one work station. A work station that can be used to preformtasks
i ndependent of (w thout being connected to) other resources such as
servers or host systens.

standard error. The place where many prograns place error nessages.

standard input. The prinmary source of data going into a comuand.
Standard i nput comes fromthe keyboard unless redirection or piping is
used, in which case standard input can be froma file or the output from
anot her conmand.

standard output. The primary destination of data coming froma conmand.
Standard output goes to the display unless redirection or piping is used,
in which case standard output can be to a file or another commuand.

stanza. A group of lines in a file that together have a common function
Stanzas are usual ly separated by blank |ines, and each stanza has a nane.

statenment. An instruction in a program or procedure.

status. (1) The current condition or state of a program or device. For
exanpl e, the status of a printer. (2) The condition of the hardware or
software, usually represented in a status code

storage. (1) The location of saved information. (2) In contrast to
menory, the saving of information on physical devices such as disk or
tape. See nenory.

storage device. A device for storing and/or retrieving data.
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string. A series of characters to be taken literally by the system A
string may be specified for a context search, for instance, or for globa
substitutions.

su. (1) An Al X command that runs a shell and allows you to operate there
with the privileges of the specified user (by default root). (2) See
super user.

subdirectory. A directory contained within another directory in the file
system hi erarchy.

subprogram A program invoked by another program such as a subshell

subroutine. (1) A sequenced set of statenents that nmay be used in one or
nore conputer prograns and at one or nore points in a conputer program
(2) Aroutine that can be part of another routine.

subscript. An integer or variable whose value refers to a particular
element in a table or an array.

subshell. An instance of the shell programstarted from an existing shel
program

substitution. A procedure used by a text editor like ed or vi to replace
one specified string of characters with another. |If a global substitution
is made, all occurrences of the specified text pattern are replaced with

t he new one.

substring. A part of a character string.

subsystem A secondary or subordinate system usually capabl e of
operating independently of, or synchronously with, a controlling system

super bl ock. The nost critical part of the file system containing
i nformati on about every allocation or de-allocation of a block in the file
system

superuser (su). (1) The user who can operate w thout the restrictions
designed to prevent data | oss or danmage to the system (User ID 0).
(2) Root perm ssions.

supervisor. The part of the Al X/ 370 Operating System control program that
coordi nates the use of resources and maintains the flow of processing unit
operati ons.

synchronous. Cccurring in a regular or predictable sequence.
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synchronous transm ssion. |n data comunication, a nethod of transni ssion
in which the sending and receiving of characters is controlled by timng
signals. Contrast with asynchronous transm ssion.

system The conputer and its associ ated devices and prograns.

synbolic link. A mechanismthat |ets you assign a second nane to a file
or adirectory. It functions as a pointer to the other file or directory.
There are no restrictions pertaining to source or destination |ocations.
Afile may be deleted if the only pointers to the file are synmbolic |inks.
See also |ink.

system adninistrator. The person at a conputer installation who designs,
controls, and nmanages the use of the conputer system

systemcall. A request by an active process for a service by the system
ker nel .

system cust om zation. A process of specifying the devices, prograns, and
users for a particular data processing system

system date. The date assigned by the systemuser during setup and
mai nt ai ned by the system

system dunp. A copy of nenory fromall active prograns (and their
associ ated data) whenever an error stops the system Contrast with task

dunp.

syst em managenent. The tasks involved in maintaining the systemin good
wor ki ng order and nodi fying the systemto neet changi ng requirements.

system parameters. See kernel paraneters.

systemprimary site. The machine (cluster site) designated to hold the
primary copy of the replicated root file system VWen files are changed
inthe replicated root file system the primary site for the cluster nust
be avail abl e.

systemprofile. A file containing the default values used in system
operati ons.

systemreplicated file system One that contains files and directories
accessed by nmany users regardl ess of the users' specific applications.
These systemfiles, prograns and directories are replicated on different
sites in a cluster.
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systemunit. The part of the systemthat contains the processing unit,
the disk drives, and the diskette drives.

systens network architecture (SNA). A set of rules for controlling the
transfer of information in a data communi cation networKk.

target diskette. The diskette to be used to receive data froma source
di skette.

task. A basic unit of work to be perfornmed. Exanples are a user task, a
server task, and a processor task.

task dunp. A copy of nmenory froma programthat failed (and its
associ ated data). Contrast with system dunp.

TCF. See Transparent Conputing Facility

TCF cluster. A group of conputers operating under the Al X Operating
System and using the Transparent Computing Facility (TCF).

TCP/I P. See Transmni ssion Control Protocol/Internet Protocol.

terminal. An input/output device containing a keyboard and either a
di spl ay device or a printer. Terminals usually are connected to a
computer and allow a person to interact with the conputer.

text. A type of data consisting of a set of linguistic characters (for
exanpl e, al phabet, numbers, and synbols) and formatting controls.

text application. A programdefined for the purpose of processing text
data (for exanple, menos, reports, and letters).

text editing program See editor and text application.

texttab. A kernel paraneter establishing the size of the text table, in
menory, that contains one entry each active, shared programtext segnent.

Token-Ring network. A network that uses a ring topology, in which tokens
are passed in the circuit fromnode to node. A node ready to send can
capture the token and insert data for transm ssion

trace. To record data that provides a history of events occurring in the
system
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trace table. A storage area into which a record of the perfornmance of
computer programinstructions is stored.

track. A circular path on the surface of a fixed disk, diskette, magnetic
tape, or CD ROM on which information is magnetically recorded and from
whi ch recorded information is read.

transfer. To nove data fromone location to another in a conmputer system
or between two or nore systens.

transmi ssion control characters. |n data conmmunication, special
characters that are included in a nmessage to control communication over a
data link. For example, the sending station and the receiving station use
transm ssion control characters to exchange information; the receiving
station uses transm ssion control characters to indicate errors in data it
receives.

Transmi ssi on Control Protocol/Internet Protocol (TCP/IP). A network
protocol that connects to other systens that support TCP/IP. TCP/IP
allows a user to send and receive mail, transfer files across a network,
print files, run conmands on renote systems, and log in to renote systens.

transparency. The obscuring of nachine boundaries in a distributed
system The Al X/ 370 system supports several kinds of transparency,
i ncludi ng nane, |ocation, semantic, data, and process transparency.

Transparent Conputing Facility (TCF). A facility that automatically
allows for data, process, nane, |ocation and semantic transparency.
Process transparency is the ability to execute and control tasks on any
cluster site, no matter where the user programis currently executing. A
TCF LPP is required to obtain support.

trap. An unprogranmmed, hardware-initiated junp to a specific address.
Cccurs as a result of an error or certain other conditions.

tree-structured directories. A nethod for connecting directories such
that each directory is listed in another directory except for the root
directory, which is at the top of the tree.

trojan horse. A programthat can vandalize files although it conpletes
its defined task.

truncate. To shorten a field or statenent to a specified |ength.

trusted conputing base. The total of all system conponents, both hardware
and software, that protect data in the system

trusted program A programw th an I D of root (superuser) known to be
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free of trojan horses and conputer viruses.

trusted shell. A nodified command interpreter that provides a restricted
environment to perform adm nistrative tasks in a secure manner

TTY. Designates a termnal. On a systemw th nore than one termnal, the
TTY field of the process status displayed by the ps command indicates
which term nal started the process.

typematic key. A key that repeats its function nmultiple tinmes when held
down.

typestyle. Characters of a given size, style and design

U d. See user nunber.

UNI X link. A nechanismthat lets you use the |n command to assign nore
than one name to a file. Both the new nane and the file being linked to
must be in the sanme file system A file is deleted when all the UN X
links (including the first |ink--the original nane) have been renoved.
Synonym for hard |ink

UNI X-t 0- UNI X Copy Program (uucp). A set of progranms that allows you to
copy files froma local UNIX systemto a renote UNI X system The uucp
conmand is part of the Basic Networking Utility (BNU) program

update. An inprovenent for sone part of the system

user. The nane associ ated with an account.

user account. See account.

user I D. See user nunber.

user list. A list, containing the user identification and access |evels,
of all operators who are allowed to use a specified file or library.

user name. A nane that uniquely identifies a user to the system

user nunmber (Uid). A unique nunber identifying an operator to the system
This string of characters limts the functions and information the
operator is allowed to use. The U d can often be substituted in comrands
that take a user's nane as an argunent.

user profile. A file containing a description of user characteristics and
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defaults (for exanple, printer assignnent, formats, group ID) to be
conveyed to the systemwhile the user is signed on.

user-replicated file system A file systemcontaining files and
directories accessed only by specific users or for particular
applications. These user files and directories are replicated on
different sites in a cluster.

utility. A service; in programmng, a programthat perforns a conmon
service function.

uucp. See UN X-to-UNI X Copy Program

V=F. Virtual =Fi xed node.

V=R. Virtual =Real nvode.

Vv=V. Virtual =Virtual node.

valid. (1) Allowed. (2) True, in conformng to an appropriate standard
or authority.

value. (1) In Usability Services, information selected or typed into a
pop-up. (2) A set of characters or a quantity associated with a paraneter
or nane. (3) In programm ng, the contents of a storage |ocation.

variable. A nane used to represent a data item whose val ue can change
while the programis running. Contrast with constant.

VCTC. Virtual Channel -to-Channel.

verify. To confirmthe correctness of somnething.

version. Information in addition to an object's nane that identifies
different nodification | evels of the sanme |ogical object.

vi. A full screen editor.

virtual device. A device that appears to the user as a separate entity
but is actually a shared portion of a real device. For exanple, several
virtual term nals may exist sinultaneously, but only one is active at any
gi ven tine.

virtual nmachine (VM. A functional sinmulation of a conputer and its
rel ated devices. A hypervisor (a programthat runs operating systens)
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that runs on System 370 hardware. VM can divide the processor into any
nunber of virtual machi nes, each of which appears to be a conplete
System 370 machi ne.

virtual storage. Addressable space that appears to be real storage. From
virtual storage, instructions and data are napped into real storage
| ocati ons.

virtual terminal. Any of several |ogical equivalents of a display station
avail abl e at a single physical display station.

VM HPO.  Virtual Machine H gh Perfornmance Option.

VM HPO PMA. Virtual Machine H gh Performance Option Preferred Machine
Assi st .

VM SP. Virtual Machi ne/ System Product.

VM XA. Virtual Machi ne/ Ext ended Architecture.

VM XA SP. Virtual Machi ne/ Extended Architecture System Product.

Volune ID (Vol ID). A series of characters recorded on the diskette used
to identify the diskette to the user and to the system

VTAM Virtual Tel ecommuni cati ons Access Met hod.

wi | dcard. See pattern-matching characters.

word. A contiguous series of 32 bits (4 bytes) in storage, addressable as
a unit. The address of the first byte of a word is evenly divisible by
four.

work file. A file used for tenporary storage of data being processed.

workstation. A device at which an individual may transmt information to,
or receive information from a conputer for the purpose of performng a
task, for exanple, a display station or printer. See progranmabl e work
station and dependent work station.

working directory. See current directory.

wrap around. Mvenent of the point of reference in a file fromthe end of
one line to the beginning of the next, or fromone end of a file to the
ot her.
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XA. Ext ended Architecture.

XDR. A data definition |anguage used as a standard to the RPC routines
for renote comruni cations. The internal data representations of various
machi ne types are represented in a uniformformat so that networked
machi nes can conmmuni cate regardl ess of their manufacturer or structure
algorithm
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replication 2.4.4
time synchronization in cluster 1.6.1
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uni x synbolic link 2.4.3
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